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SECTION 1. SUMMARY 

This technical memorandum compares one-, two-, and three-dimen- ' 
sional models for studying regional mass transport of radionuclides 
in groundwater associated with deep repository disposal of high-level 
radioactive wastes. In addition, this report outlines the general 
conditions for which a one- or two-dimensional model could be used 
as an alternate to a three-dimensional model analysis. 

The investigation includes a review of analytical and numerical models 
in addition to consideration of such conditions as rock and fluid 
heterogeneity, anisotropy, boundary and initial conditions, and 
various geometric shapes of repository sources and sinks. Based upon 
current hydrologic practice, each review is taken separately and dis­
cussed to the extent that the researcher can match his problem condi­
tions with the minimum number of model dimensions necessary for an 
accurate solution. 

The primary findings of the report are as follows: 

1. Dispersion and diffusion are three-dimensional phenomena. There­
fore, any model chosen that assumes dispersion and diffusion to be 
negligible in any direction may result in misleading conclusions. 
2. Radioactive decay is a function of time only, and therefore is 
independent of the number of space coordinates chosen for model 
simulation. 
3. Vertical cross-sectional models that assume uniform flow condi­
tions perpendicular to the section cannot properly represent the 
three-dimensional flow towards wells or nuclide repositories. Neither 
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can they properly represent dispersion in the direction normal to 
the plane of the cross-section unless very special conditions exist, 

'4. One-dimensional models are very limited in application to field 
radionuclide transport. The one-dimensional model, however, has 
application to laboratory experiments such as sand columns and 
possibly in combination with other formulations such as one-dimensional 
flow with three-dimensional dispersion. 

5. A "flow" problem may be symmetrical in head distribution but 
asymmetrical when further consideration is given to mass transport. 
Three-dimensional dispersion in a one-dimensional uniform flow field 
is an obvious example of this concept where symmetry in flow and mass 
transport differ. Use of symmetry conditions for reducing dimensions 
depends upon both flow and transport consideration. 
6. The equivalent replacement of a three-dimensional repository shape 
in a t..;- or two-dimensional model study, if desired, should be a line 
sink. Distortion of head distribution, mass transport velocities, and 
time-related changes in flow result if a point replacement is used for 
the actual three-dimensional repository shape. 
7. In the event that a point, line, or area equivalent to the true 
three-dimensional repository is used, one should be aware that errors 
in calculated heads or flow rates in the system will occur. The rel­
ative magnitudes of these errors should be a subject of further research. 
8. Consideration of boundary and initial conditions are very important 
in choosing the number of dimensions for modeling nuclide transport. 
A test, by cross-section comparisons perpendicular to the coordinate 
axis to be eliminated, can show when a lower order dimensioned model 
may be considered for use. 
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9. The existence of large volumes of heterogeneous fluids presents 
a moving boundary problem to be dealt with. Not only does one need 
to consider all of the dimension symmetry and uniformity criteria of 
stationary boundaries, but one needs to examine the movement of the 
boundary in time as the physical process takes place. 
10. The existence of numerical models allows a means for solving 
complex one-, two-, or three-dimensional problems but does not help 
us in deciding which dimensions to include for mass transport of 
radionuclides. In fact, the approximating features of the numerical 
models will increase the number of dimension problem decisions. 
11. The vertical to horizontal scale contrasts in nodal placement for 
fully or pseudo three-dimensional models introduces errors that we 
believe are not fully understood or appreciated. Further study is 
needed. 
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SECTION 2. INTRODUCTION 

The study of radionuclide mass transport can he accomplished by 
making use of modeling techniques involving analytical formulas or 
numerical techniques. These modeling techniques have te-er,, in the 
past, developed on the basis of one-, two-, or three-dimensional 
theories and considerations. Quite frequently, the researcher is 
faced with choosing not only an appropriate formula or numerical 
technique for solution of a problem, but also with a choice of 
the number of dimensions to include in the analysis. Under ideal 
conditions, the researcher can simp^fy his work, make efficient 
use of computer time and core storage, and rid himself of handling 
unnecessary variables when a two-dimensional model can be used to 
solve his problem just as well as a three-dimensional model. Under 
further ideal conditions, perhaps the use of a one-dimensional 
model may provide en accurate solution to a problem. 

The purpose of this report is to shed light on the problem of choosing 
among the one-, two-, or three-dimensional models when studying mass 
transport of radionuclides. The scope of work in the project task 
included a general evaluation of the extent a lower order model can 
adequately simulate the regional flow of radionuclides and a compar­
ison between one-, two-, and three-dimensional flow and quality 
problems. It should be realized that what is adequate for one use 
may be insufficient for another. The dimensionality of the model 
depends on such items as the type of answers sought, the accuracy 
desired, and the widely varying particulars of the problem to ba 
solved. He have thus developed the necessary concepts in this 
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report which will lead to the specific criteria necessary for choosing 
the number of dimensions of a model for radionuclide transport. 

Consideration was given in this report to such conditions as hetero­
geneity, anisotropy, and boundary geometry and various sources and 
sinks as they relate to predictive accuracy. A literature search was 
conducted and a reference list assembled to the extent that it supports 
the evaluation and comparison. This task also included studies of one-, 
two-, and three-dimensional analytical solutions for homogeneous and 
isotropic cases to show, in the absence of any numerical model approxi­
mations, where there is a real need for three-dimensional models. Al­
though there are conceivable regional flow cases where a three-dimensional 
model may be necessary, an evaluation of modeling techniques (finite-
difference versus finite element) was also included to study model approx­
imating procedures still remaining that may cause additional problems 
in the needs and evaluations process. A selected number of idealized 
computer simulations was carried out for those areas of particular in­
terest as illustrations of lower dimensional models as equivalents of 
three-dimensional formulations. 

The remainder of the report is in order of discussions concerning ana­
lytical models, example solutions, and numerical models. Comparisons 
among one-, two-, and three-dimensional formulations are made within 
each of these sections and a list of major conclusions and recommenda­
tions given. 

The work was undertaken by Camp Dresser & McKee under Purchase Order Number 
5696609 (Task 2) from the Lawrence Livermore Laboratory of the University 
of California. 
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SECTION 3. ANALYTICAL MODELS 

The basis for the discussion that follows stems from consideration 
of groundwater flow in three-dimensions as expressed by analytical 
formulas. Since many of the classical groundwater equations in 
one and two dimensional form include assumptions about the third 
dimension variables, we will discuss the associated validity and 
possible errors therefore introduced. In the limit, we are thus 
assuming that the three-dimensional analytical formulas are the 
true representations of the actual situation and discuss the 
possibilities of reducing the problem to simpler forms if 
possible. 

Analytical formulas are models themselves. On occasion, the 
literature on groundwater modeling gives the impression that it is 
the formula that we are modeling and not the actual physics of 
the real world. This point is made because it is possible to 
consider the formula the ultimate answer and forget where the 
formulas come from in the first place. The formulas themselves 
contain assumptions. We begin the discussion below by examining 
what is going on with full three-dimensional formulas themselves 
as they relate to governing assumptions. For some situations, it, 
is therefore possible that the three-dimensional formulations given 
in the literature themselves are inadequate for modeling radio­
nuclide transport. 

The following analytical modeling part includes a discussion of 
the three-dimensional formulations and when lower order dimensional 
analysis may be used. Special attention is then given to source 
and sink singularity problems, effects of boundary conditions, 
the separation of local versus regional effects, and the problems 
associated with heterogeneity and anisotropy. This total part 
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of the report is then concluded by a discussion of the usefulness 
of analytical formulas in the modeling of radionuclide transport 
in one, two, and three dimensions. The conclusions section 
includes a discussion of the difference between one, two, and 
three dimensional analyses that is independent of modeling technique 
and therefore applicable to the numerical modeling that follows 
in the next part of this report. 

THREE-DIMENSION EQUATIONS 

FLOW EQUATION AND BASIC ASSUMPTIONS 

The classical partial differential equation governing the three-
dimensional unsteady-state flow of groundwater in a homogeneous 
and isotropic aquifer was given by Jacob (1950) as: 

3fiUii iUii lU^L| * ( 1) 
3X J 3y 2 3Z 2 K 3 t 

Equation (1) is of the same form as the fundamental equation of 
applied physics known as the "diffusion equation." Equations of 
the same form as Equation (l) appear in the theories of unsteady-
state flow of heat and electricity from which solutions to many 
groundwater flow problems may be obtained by analogy. 

Equation (1) can be used, along with appropriate boundary condi­
tions, to solve for head distributions in time and space. The 
head distribution can then be differentiated with respect to 
distance, to produce a velocity distribution. The following 
discussion is centered around the basic assumptions of the above 
equation, a presentation of example solutions to three-dimensional 
flow problems, and a review of the possible mechanisms to reduce 
the three-dimensional problem solution down to either one or two-
dimensional representation. 

*Please refer to the "List of Symbols" for definition of terms. 
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The derivation of Equation (1) was not without additional assumptions 
as follows. 

First, the elemental volume, used in the derivation of the equation, 
remains constant in dimensions in the lateral directions but is 
allowed to deform in the vertical direction. Furthermore, it was 
assumed that the volume of solid materials within the elemental 
volume remains constant. What is wrong is that a three-dimensional 
flow field and a one-dimensional stress field are intermixed. 
The more general approach would combine three-dimensional flow 
with three dimensional stress. Gambolati (1974) analyzes the 
range of validity of Equation (1) due this basic assumption. 
The results of that work indicate that this assumption is not 
likely to cause problems in deep burial of radionuclides where 
compaction of groundwater reservoirs is negligible. Gambolati 
indicates that the three-dimensional stress effects are negligible 
when the ratio of depth to thickness of aquifer is equal to or 
greater than 2. The problems would occur in shallow and thick 
aquifers that compact substantially when pressures of the flowing 
fluids are reduced. 

Secondly, the density gradients in space that exist in reality 
are assumed to be negligible in Equation (1). These density 
gradients can be expressed mathematically by the grouping given by 
Jacob (1950): 

p B g [ ( g , . t (»,«•$,..§] 
and is the pertinent missing component of the left hand side of 
Equation (1). The reasoning for neglecting this term was that 
it is quite small in comparison to the first term of Equation (1). 
Supposedly it is particularly small for low-angle flow with 3h/3z 
being much less than one. 
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Thirdly, the specific storage coefficient, S , is constant in 
time snd represents a coefficient related to an instantaneous 
release of water from storage. Fourthly, the flow is confined 
and therefore no draining of aquifer materials occurs. Fifthly, 
flow is assumed to be laminar only and therefore turbulent flow 
is assumed nonexistent. Sixthly, flow is assumed to be statistically 
irrotational. And finally, no temperature, chemical, radioactive, 
or bacterial processes are present that would change the fluid vis­
cosity or density either in space •:.• time. 

MASS TRANSPORT EQUATION 
AND BASIC ASSUMPTIONS 
Based upon the derivations of Ogata (1970) and Bear (1972), the 
three-dimensional equation governing mass transport in saturated, 
homogeneous and isotropic porous media with adsorption, chemical 
sorption, and radioactive decay can be given as: 

- «J [h (V> + h (v/> + h (V>] - xc = § m 
Equation (2), along with appropriate boundary conditions, can be 
used to obtain concentration distributions in both time and space. 

Since velocities of flow are involved in Equation (2), all of 
the basic assumptions used in the derivation of Equation (1) 
apply here also. In addition, further assumptions placed on the 
advective-dispersion Equation (2) are outlined as follows. The 
coefficient of hydrodynamic dispersion assumes that D. = d ^ + D* 
and that the exponent on the velocity term is one. Next, there is 
assumed that there is no density or viscosity difference between 
the transported solute and the resident groundwaters. 
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The system is assumed to be isothermal and that there is no change ' 
in porosity with pressure change. The retardation factor and its 
associated distribution coefficient represents fast and reversible 
reactipns in the presence of linear isotherms. Onsager rela­
tionships coupling various forces that can produce other transport 
are neglected. 

No special significance is yet given to these particular assump­
tions other than-to show that a large group of assumptions do 
exist for three-dimensional formulations. The point to be made 
is that the decision on whether to use a one-, two-, or three-
dimensional model is only a part of the decision making process 
in choosing a model. There are other considerations common to 
all dimensions which must be kept in mind. 

Let us now proceed to consider further assumptions that might be 
made to reduce a three-dimensional problem down to a two-
dimensional one. 

TWO-DIMENSION EQUATIONS 

PLAN VIEW FLOW EQUATION 

For the special case of an uniformly thick and horizontal aquifer 
of thickness, b, Equation (1) may be reduced to a two-dimensional 
form by setting 3 2h/3z 2 to zero and rewriting the equation of flow as: 

afji.afh s s b 3 h _ S 3 h ,,\ 
ax* if' Kb a t " T a t 

The setting of 3 2h/3z 2 to zero requires that all of the flow be 
horizontal in the x and y direction. Equation (3) is thus a plan 
view model of groundwater flow. 
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PLAN VIEW MASS TRANSPORT EQUATION 

The corresponding mass transport equation for the above plan 
view flow model comes from Equation (2) with v equal to zero 
and is written as 

D * * o *!£ 
3x2 

A L 3t 
3y' & ( vx C ) + & ( v y c ) 

(4) 
Equation (4) implies additional simplification other than setting 
v equals zero in Equation (2). Dispersion is a three-dimensional 
phenomena. Setting v equal to zero does not stop dispersion 
in a two-dimensional flow field from going in the third dimension. 
So, what we have done for Equation ft) is to add the additional 
condition that the concentration profile in the z direction is 
vertically averaged or thoroughly mixed. 

CROSS-SECTIONAL VIEW FLOW EQUATION 

For the special case of a uniform cross section of an aquifer of 
unit thickness, Equation (1) may be reduced to a two-dimensional 
form by setting 3 2h/8y z to zero and rewriting the equation of 
flow as 

3^h + 3^h _ S s 3h 
3x 2 3z J " T 3 t 

(5) 

Equation (5) is the cross-sectional view model when the flow in 
the y direction is zero. This type of flow model is popular with 
radionuclide transport studies. Host often, the right-hand side 
of Equation (5) is further set to zero to represent the steady-
state condition. One can visualize the errors that could be 
involved in this flow situation by considering how one would 
simulate a pumping well parallel to the z axis and hope to properly 
represent the radial flow. In short wells, or any sink that has 
flow in the y direction, cannot be modeled with this equation. 
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One acceptable sink for this cross-sectional model would be 
a horizontal drain of infinite extent laid along the y axis 
perpendicular to the x-z plane. 

CROSS-SECTIONAL VIEW MASS TRANSPORT EQUATION 

The corresponding mass transport equation for the above cross-
sectional view flow model is derived from Equation (2) by setting 
v equal to zero. 

D 51+0 — 
x 3x 2 Z 3z 2 &W*TiW 

K = . 3C 
If (5) 

Here again, the dispersion in the y direction is ignored or at 
least considered averaged within the unit thickness of the cross-
section. Serious errors in mass transport modeling result in 
this situation occurring since dispersion in the third (y) 
dimension is restricted. Concentration distribution predicted 
from point sources with this type of model are over estimated 
since a diluting mechanism in one of the remaining dimensions is 
ignored. 

One should note that the radioactive decay term XC in Equations (2) 
and (5) does not depend upon the space coordinates retained and 
therefore is properly represented in this two-dimensional simplifi­
cation of the three-dimensional formulation. Thus radioactive 
decay representation does not lose significance within a reduction 
of a three-dimensional formulation down to a two or one dimension 
formulatior. 

1 
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ONE-DIMENSION EQUATIONS 

LINEAR FLOW EQUATIONS 

In the event that flow is restricted to one direction, the terms 
3 ah/9y 2 and 9 !h/3z 2 of Equation (1) are set to zero to give: 

3 2h . ss 3h ,,, 

Equation (6) is for a unit thickness one-dimensional flow situa­
tion in the x direction. If one desires that flow be one-dimen­
sional in the y or z directions the coordinate of Equation(6)is 
adjusted accordingly to either 

3 2h S s 3h 
3y2 K 3t (7) 

or 

3 2h . Ss 3h 
3z2 K at ( 8> 

These equations are most useful for looking at such problems as 
the response of aquifers due to fully penetrating rivers, ditches, 
and filter beds. 

On occasion, researchers may desire a model in one-dimensional 
flow which represents a horizontal and uniform thickness, b, 
aquifer. In this case either Equation (6) or (7) is used for 
example as 

3 2h V 3h S 3h lq] 

a x 2 " K b 3t " T 3t K ' 

The main restriction on Equations (6) through (9) is that flow 
is absolutely restricted to one-dimension. 
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LINEAL MASS TRANSPORT EQUATIONS 

Equation (2) can be reduced to one-dimensional form by setting 
the v and v 2 terms to zero to yield: 

X D H..X 
Rd x 3x 2 Rd T* W - AC = | § (10) 

This equation fits with the one-dimensional flow formula given as 
Equation (6). Host often, laboratory experiments In sand or rock 
columns are analyzed by the combination of Equation (6) and (10). 
Here again, the coordinates y and z may be substituted in Equation 
(10) to give equations for one-dimensional flow along the other 
axes. 

The use of Equations (6) and (10) is very limited in application 
to radionuclide transport in the field. Most often, a sand 
column experiment is the study area where these one-dimensional 
forms are applicable. 

GENERAL COMMENTS AND COMPARATIVE ANALYSIS-BASIC EQUATIONS 

On the basis of the above analytical equation discussion one may 
make general c *nents and draw some conclusions concerning when to 
use one-, two-, L three-dimensional models for radionuclide 
transport analysis. 

1. There are a set of basic assumptions which apply to all 
equations of flow and transport that should also be considered 
in choosing a model besides the consideration of one-, two-
or three-dimensional flow. 
2. Dispersion and diffusion are three-dimensional phenomena. 
Therefore, any model chosen that assumes dispersion and 
diffusion to be negligible in any direction may result 
in misleading conclusions. 
3. Radioactive decay is a function of time only, and therefore 
is independent of the number of space coordinates chosen for 
model simulation. 
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4. Vertical cross-sectional models that assume uniform 
flow conditions perpendicular to the section cannot properly 
represent the three-dimensional flow towards wells or nuclide 
repositories. Neither can they properly represent dispersion 
in the direction normal to the plane of the cross-section. 
5. One-dimensional models are very limited in application 
to field radionuclide transport. The one-dimensional model, 
however, has application to laboratory experiments such as 
sand columns or possibly in combination with other formulations 
such as one-dimensional flow with three-dimensional dispersion. 

EXAMPLE EQUATION SOLUTIONS 

The discussion of basic equations above has been partially in­
structive in delineating the usefulness of one-, two-, and three-
dimensional equations and provides somewhat of a guide in choosing 
a model to solve a problem. However, boundary and initial condi­
tions have not been addressed as yet. This report section begins 
to look at the further restrictions of boundaries attached to the 
basic equations that again have a bearing on choice of model 
dimensions. 

This section of the report covers comparative analyses of selected 
known solutions to boundary and initial con^itinn problems in one, 
two, and three dimensions. The comparative analyses further show 
when and when not a three-dimension problem can be reduced down 
to a lower order two or even one-dimensional solution. 

A special section is included in this section that addresses the 
question of regional versus local flow due to the geometry of a 
typical repository. A sneak preview of the results of this part 
of the report indicates that, when time is included in the flow 
model, a point sink cannot adequately represent a finite-dimensioned 
repository even in a regional analysis. 
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Of special importance in this section is the inclusion of time 
in the comparisons. A large part of the previous work in radio­
nuclide transport has been centered around steady-state analyses 
where the flow model is in a steady-flow mode and the transport 
model is transient. We will consider transient conditions in 
both flow and transport and provide guidelines for model simula­
tions in this actual four-dimensional scenario. 

We will retain the conditions of homogeneous and isotropic 
porous media in this section. Comments on heterogeneity and 
am'sotropy will be covered later. 

SPHERICAL FLOW TO A POINT SINK 
IN AN INFINITE PERMEABLE MEDIA 

The simplest case of three-dimensional flow in an isotropic-
homogeneous aquifer is that of flow to a point sink situated in 
an unbounded permeable space. Although this situation is not by 
itself directly applicable to radionuclide transport, it does offer 
a chance to see a typical three-dimensional flow problem and study 
how the aquifer response equation might be reduced to simpler forms. 

The solution for the above point sink problem can be obtained by 
applying the appropriate boundary conditions to Equation (1) and 
solving for the head distribution. Carslaw and Jaeger, 1959, give 
the nonsteady-state equation of heat flow for this situation and, 
in terms of the analogous groundwater parameters of this report 
the solution is: 

h = (Q/(4ifKr)) erfc { r / f f i t f t y (11) 
where: 

r 2 = ( x - x ' ) 2 + ( y - y ' ) 2 + (z - z ' ) 2 

x', y', z 1 = location of point sink in rectangular coordinate-
system 

Immediately one recognizes that i t is sometimes possible to reduce 
a three-dimensional problem solution to a one-dimension equation 
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by applying a rectangular to spherical coordinate system transform. 
For this to be possible the problem solution must be symmetrical about 
the point source. More will be said about coordinate system 
transforms as we proceed in the report. 

At this juncture let us look at the steady-state solution where 
t + » and proceed to discuss a convective transport problem. 
Carslaw and Jaeger also give the steady solution as: 

h = Q/(4nKr) (12) 
One may differentiate Equation (12) to obtain the gradient dh/dr 
to inspect flow velocities as a function of distance r from the 
point sink. The resulting velocity-related gradient equation is: 

3 r M r 2 

The velocity distribution (through use of the equation v = -K 3h/3r) 
is seen then to also be a one-dimensional formula in r 2. Therefore, 
the symmetrical three-dimensional mass transport problem can, in 
this case, be transformed to a one-dimensional form. 

The conclusion to be drawn from this example is that one should 
look for symmetry and take advantage of it when possible in reducing 
three-dimensional problems down to lower order solutions. The 
coordinate system transform is thus a powerful method of simplifying 
analysis. 

SPHERICAL DISPERSION AND DIFFUSION 
IN AN INFINITE POROUS MEDIA WITHIN A 
UNIFORM ONE-DIMENSIONAL FLOW 

Freeze and Cherry (1979) present a solution of Equation (2), 
without retardation and decay, for the case of a contaminant 
movement of an instantaneous slug in a one-dimensional flow field. 
The contaminant is assumed to originate as an instantaneous slug 
at a point source at x = 0, y = 0, and z = 0. The mass of 
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contaminant is then carried away from the initial source location 
by transport in a steady uniform flow field moving in the x direc­
tion in a homogeneous and isotropic medium. As the contaminant 
mass, N, is transported through the system, the concentration 
distribution at time t was given by 

A J 2 

(14) 
where X, Y, and Z are distances in the x, y, and z directions from 
the center of gravity of the contaminant mass. The position of 
the center of gravity of the contaminant mass at time t will be 
along the flow path in the x direction at coordinates (x t,y t,zj 
where y t = z t = 0 and x t = vt where v is the average linear 
velocity. Therefore in Equation (14) X = x - vt, Y = y and Z = z. 

Without using numbers, one can see that a moving coordinate 
transform has been employed to simplify the concentration distribu­
tion in Equation (14). If one assumes D x = D = D z Equation (14) 
can be further simplified to 

C(r.t) - " exp (- flfc) (15) 
8 UDxt)3/2 4 V 

where C(r,t) is now the concentration distribution radially 
varying around the mean x-direction flow point of x. = vt. This 
is an example of using both a coordinate system transform and a 
moving coordinate system in combination with each other to reduce 
a three-dimensional problem to a one-dimensional formulation. 

One should realize that if the dispersion coefficients are greater 
than 0 in Equation (14) the concentration distribution is three-
dimensional in form. Making an assumption that the dispersion 
coefficient in one or more directions is zero is risky and can only 
be done under very special conditions. We are thus re-emphasizing 
that reducing a three-dimensional dispersion and diffusion problem 
down to a two- or one-dimensional problem is going to be suspect. 
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This is even true of long-term simulations where molecular diffusion 
dominate over dispersion and velocities are very small. 

COMPARISON OF POINT AND LINE SINKS IN AN 
INFINITE NONLEAKY AQUIFER 

A large class of three-dimensional flow problems have been solved 
for the case of partially penetrating wells. In this case the 
flow is converging three-dimensional near the pumped well and 
radially two-dimensional at some distance. One extreme case of 
this situation is where the well just penetrates the top of the 
aquifer. A solution to the zero penetrating case can be compared 
to the fully penetrating case to show how, when, and where this 
three-dimensional flow situation can be considered a two-dimensional 
flow situation. 

Theis (1935), starting with Equation (3), derived the solution 
for non-steady flow to a fully penetrating well in an infinite 
nonleaky artesian and horizontal aquifer as: 

where: 
u = r2S/(4Tt) (17) 

The integral of Equation (16) is known as the "exponential 
integral" for which tables of values are widely available. The 
drawdown, s, is uniform in the z direction and flow to the well is 
thus radial. Equation (16) therefore is a one-dimensional formula 
in r 2 describing flow in a two-dimensional flow system. 

Based upon the work of Jaiswal, et al., (1977) the nonsteady 
drawdown distribution along the top of the aquifer and around 
a well of zero penetration and vanishing radius in a nonleaky 
artesian aquifer of infinite areal extent is given by: 

s = Q/2iKr{C(/u, r/b)} (18) 
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where: 

C(/u", r/b) = erfc /u + [ 2 erfc {^l+(2nfa/rjz/r }//l+(Znb/r*J 
n=l 

(19) 

The function C(/u, r/b) was not published in tabular form by 
Jaiswal, et al., (1977) but was given in graphical form as 
reproduced in Figure 1. 

A comparison of Equations (16) and (18) is shown in Figure 2 to 
illustrate the difference in aquifer response for a given set of 
aquifer parameters. As seen in Figure 2 the drawdown of head 
along the top of the aquifer for the nonpenetrating case is much 
greater than that for the fully-penetrating case. As the distance 
from the sinks increases, the drawdown curves approach each 
other asymptotically. With distance the nonpenetrating response 
curve approaches the fully-penetrating case from beneath. If a 
figure were presented for drawdowns along the bottom of the 
aquifer, the reverse conditions of less drawdown for the nonpenetrating 
would be indicated as compared to the fully-penetrating case. 
Along the bottom of the aquifer the response curve for the non­
penetrating case would, with distance, approach the fully penetrating 
case from ebove. 

The distance to the point at which heads for the nonpenetrating 
and fully penetrating cases are essentially the same has been 
calculated to be about 2 aquifer thicknesses distant from the 
sink. 

Huskat, 1949 discusses the partial penetrating case for the 
steady-state condition. Figure 3 shows a cross-sectional com­
parison of the three-dimensional versus the two-dimensional 
radially symmetrical problem. 

In the final analysis, there are three-dimensional flow cases 
where a two-dimensional representation may suffice for describing 
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Figure 1. Values of C(/u, r/b) With M For Different 
Values of r/b 
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After Huskat (1949) 

Fiqure 3. Calculated Steady-State Potential Distribution 
About A Well Of Radius = 1/500 Of The Formation 
Thickness, and 50 Per Cent Penetration. R = 
Fraction Of Total Potential Drop. External = 
Boundary Radius = 4 x Formation Thickness. Unit 
Of Distance = 2 x Formation Thickness. Dashed 
Curves And R' Correspond To A Strictly Radial-
Flow (Complete Well Penetration) System. 
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the head distribution. However, one must be cautious in assuming 
that since the flow regime may be reducible in dimensions so is 
the associated mass transport problem. An examination of Figure 
3 shows the variable flow path lengths associated with the 
partially penetrating case and that the distributions of con­
taminants therefore are slightly different as compared to a 
fully penetrating case. This may or may not be of significance-
depending upon whether a local or regional problem is under study. 

COMPARISON OF ONE-, TWO-, AND THREE-
DIMENSIONAL DISPERSION IN A ONE-DIMENSIONAL FLOW FIELD 

Bear (1972) gives the one- and two-dimensional equations for 
dispersion (without adsorption and radioactive decay) of a slug 
of contaminant introduced into a one-dimensional flow field. 
Equation (14) illustrates the three-dimensional equivalent. 
Homogeneous and isotropic conditions are assumed. Inspection of 
these three equations shows that the peak concentration occurs at 
the center of gravity of the moving contaminant cloud as given by: 

one-dimensional dispersion: C ,„ = ———- (20) 

M two-dimensional dispersion: C „ = ——— (21) 
m a x Mfi~D~ 

A y 

three-dimensional dispersion: Cm3V = :— (22) 
m a x 8(7rt)3/2 m : 

x y z 
For comparative purposes we let D = D = D = 1, t = 1, and M = 1 

A J *-and calculate C „ to be: max 
one dimension Z m „ - \ / M = 0.2821 
two dimension C = l/4i = 0.07958 

nlaX 
three dimension C = l / 8 ( i r ) 3 / 2 = 0.02245 

ITlaX 
The obvious conclusion is that the concentration is a function 
of the number of dimensions included, all other considerations being 
the same. Dispersion is a three-dimensional phenomena. Constructing 



25 

any dimension model and neglecting any one of the dispersion 
coefficients gives the wrong answer. The trend is that lower 
order models give higher concentrations. 

DEVELOPMENT OF 3-D ANALYTICAL MODEL AND TEST 
OF DIMENSION ASSUMPTIONS OF REPOSITORY 

A distinction between regional and local effects had been made 
in studying the various aspects of radionuclide transport from 
waste repositories. Various definitions have been heard of what 
a local or regional problem is. One prevalent definition that has 
been stated is that a regional problem exists when the source of 
the radionuclides can be considered a point. With this definition, 
a local problem therefore exists when you can't consider the 
source a point. We were concerned that this definition needed 
clarification and that the trus three-dimensional aspects be 
looked into. With the regional/local and point source/repository 
configuration questions in mind, we proceeded to develop two 
analytical formula models that would shed light on differences 
involved. 

The development of the three dimensional models are first 
outlined, the results of the simulations given and discussed, 
and then conclusions are drawn. 

Development of Theory for Comparison 
of Three-Dimensional Flow Analysis to and 
from Repositories of Various Shapes 

Analytical equations developed from point-source potential theory 
can be applied to a groundwater aquifer to obtain solutions for 
the potential fields around various sink configurations (lines, 
areas, cylinders, volumes, etc.). This combined with the use of 
the method of images (since potential theory is a linear system) 
will enable the modeling not only of a source or sink in an infinite 
aquifer but also the boundary conditions inherent to a particular aquifer. 



26 

The starting point for the development of the analytical solutions 
is the potential field of an instantaneously discharged point 
sink from Carslaw and Jaeger (1959), namely 

s = VoVSs e V * * (23) 
P 8(TTkt)V2 

where: 
S = potential at point defined by r 

Vol/Ss= instantaneous volume depletion 
The term r D can be applied to a one-, two-, or three-dimensional 
potential field and can be defined for each as 

r = x - x' (1-D potential field) 
r = /(x p - x') 2 + ( y p - y ' ) a (2-D potential field) 
r. = A \ . - x')2 + [y - f ) * + U - z"jz (3-D potential field) 

r r r r 

where: 
x ,y ,z = are the coordinates of the point of interest 
x \ y \ z ' = are the coordinates of the point sink 

Integration of Equation (23) with respect to time yields a 
solution for a continuously discharging point sink 

\f>-rpWt~t') 4£1 
p sdk) 3/ 2 J» (t-t 1) 3/ 2 

Assuming q (continuous flow rate = Vol /St) to be constant 

S„ = 

s 
t °° 

•J 1 I At 

_9_ l//t e P ~ d T 
p 4(Tik) 3/ 2 J 

where: 
T = (t-tT* 

This integral and the constants can be rearranged to obtain the 
complementary error function (erfc), 

y^^'V^ (24) 

or v ra^-erfc ( v ^ = * t 9

e r f c ( v ^ 1 
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This is the equation of the potential field from a continuously 
discharging point sink of strength DIS. 

Equation (24) forms the basis for generation of the potential 
due any configuration of source or sink producing at a constant 
rate. The following discussion explains how a potential distribu­
tion around a line, area, and slab are generated. 

Equation (24) is now integrated to obtain the potential field of 
a continuously discharging line sink of length L along the x-axis. 
Figure 4 shows the relationships of dimensions. The line potential 
equation is thus: 

V e r T ^ erfc(rp/(«s;))dx 

where r is as defined previously. This can be rearranged to 
obtain 

DIS 
S p = 4irKL e r f c ( r p / W S ^ ) ) / r p d x ' (25) 

Integration can now be performed in the y-dimension to obtain a 
rectangular area! sink with dimensions L by W 

rU rl 
S - M 

p 4TIKLW erfctyt/STtTyj/rpdx' dy' (26) 

Likewise integration in the 2-dimension enables one to obtain a 
solution for the potential field due to a continuously discharging 
volume sink of dimensions L by W by D 

S - D I S 
Jp " 4TTKLWD 

•H fL 
erfc(r p/($Kt/^))/r pdx' dy' dz' 

0 0 (27) 
In summary, from the equation for a continuously discharging 
point sink of strength DIS (Equation (24)),we were able to obtain 
analytical equations for sinks of the same strength for 1-D, 2-D, 
and 3-D sinks in 1-D, 2-D, or 3-D potential fields (Equations (25)-
(27)). These equations can be applied to infinite aquifers to 
obtain the potential fields. 



Volume 

(A) 

Volume 

(B) 

• 

Figure 4, Dimension Labels And Definition For Asymmetric (A) 
And Symmetric (B) Repository Models 
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Boundary conditions can now be modeled by the use of the method of 
images since potential theory is represented by linear partial 
differential equations. The only boundary conditions modeled 
were infinite planes in the x-z planes as illustrated by Figure 5. 
The distance of the plane barrier boundaries are A and B respectively 
for the lower and upper plane barriers. Also illustrated is the 
sink configurations and their appropriate dimensions. The general 
equation that follows for the modeling of these barriers is for a 
three-dimensional sink and potential field as: 

fD fW ,1 
e r f c ( r p A . / ( ^ ) ) / r p A i 

<: - PIS 
^p " MLWD 

L 1 
{erfc(r / ( M ^ D / r + J 

i=l 
+ epfc(r | j B 1/(^^))/r | f l 1 } dx' dy' dz' (28) 

where 
rpAi = " ^ x') ! + ( y p - D A i ) 2 + (z - z 1 ) 2 

o A 1 =-2A - y 
D A 2 = D A 1 - 2 ( B - y ) 
UA3 " UA2 
DA4 = DA3 
DA5 " DA4 

2 (A + y 1 ) 
2 (B - y ' ) 
2 (A + y") 

recursive equation for Boundary A 

rpB1 = / ( x p - x ' ) 2 + ( y p 

D B 1 * 2B - y" 
D B 2 = D B 1 + 2 ( A + y - ) 
D B 3 = D B 2 + 2 ( B - y ' ) 
0 M - D M + 2 ( A + y ' ) 
UB5 UB4 D R . + 2 (B - y ' ) 

D Bi> 2 + < zp z'V 

recursive equation for Boundary B 

The solution for Equations (25)-(28) were obtained by numerical 
integration since the erfc i tse l f is not analytically integrable. 
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Upper Infinite Plane Boundary . 

Observation 

<V V V 

/ Lower Infinite Plane Boundary / 

Figure 5. Position and Shape Dimensions Of 
Repositories Between Impermeable 
Upper And Lower Boundaries 
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The infinite series in Equation (2&1 is truncated to 100 imaae 
terms as the larger order image sinks were assumed to have negligible 
influence on the resulting potention comparisons at (x , y , z ]. 

The complementary error function of Equation (28) was computed 
via a function subroutine which uses a rational function approxi­
mation. Numerical integration was performed by using the three-
eighths rule 

| f(x)dx = f (f Q + 3fj + 3f 2 + f3J 
x 0 

where 
f(x) = the integrand 

XQ, x, - integral limits 
h = the equally spaced interval from x« - x, - x, - x, 

fg.fj.fg.fj = function values at x Q, Xj, x„, x. 

Since the potential atfc , y , zJ was a linear function of DIS, 
DIS was assumed to be unity and then any other potential for a 
different DIS (sink strength) could be computed remembering that 
DIS must be steady or constant with time (3DIS/3t = 0). 

Description of Computer Codes. Two computer codes were written 
to study the flow to repositories of various shapes. The first 
program (see Appendix A) was written on the basis of the repository 
shapes and positioning as defined in Figure 4A and Figure 5. 
The second program (see Appendix B) was written on the basis of 
the origin of the coordinate system being at the centroid of the 
repository shapes as defined in Figure 4 B . TWO programs were 
written in this manner so that both asymmetric and symmetric 
results could be conveniently studied. 

The program codes were written in the FORTRAN IV language for 
a Control Data Corporation Cyber 175 system operating on the NOS 
batch time-sharing subsystem. Documentation of the program is 



included so that one may obtain an understanding of the operation 
of the code or actually use it if desired. 

Results of Computer Model Simulations. Two sets of computer runs 
were made with the asymmetrical and symmetrical models to test 
for response of the various shaped repositories. Table 1 gives 
the results for the asymmetrical model and Table 2 gives the 
values for the symmetrical one. The differences in aquifer 
response for the various repository shapes is sometimes very 
subtle. Although graphical comparisons will be given, on occasion 
statements will be made strictly on the basis of tabular 
comparisons. 

The first conclusion that can be drawn on a basis of a scan of 
the point, line, area, and volume columns of both Tables 1 and 
2 is that the point sink response is the worst equivalent of a 
respository that has three dimensions. This is true no matter the 
time, distance from, or position of repository between the top and 
bottom of the system flow boundaries. Although there are dif­
ferences that are exaggerated when the observation point is close 
to the sink center, it appears that the better equivalent of a 
three-dimensional sink (actual repository shape) is either a line 
or area. Therefore, if a researcher insists upon a two-dimensional 
model study, replace the three-dimensional repository with an 
equivalent line or area but not a point. 

The second conclusion that can be drawn directly from the Tables 
is that the point, line, area, and volume shape rssponses 
approach each other with greater distances from the center of the 
sink. We use the word "approach" rather than the words "be­
comes equal" since theoretically differences always exist. It 
appears, for the homogeneous and isotropic conditions used, that 
the same rule of partially penetrating wells of twice the aquifer 
thickness distance away from the various sinks is sufficient such 
that potentials approach each other there and beyond. Figures 6, 7, 
and 8 help in visualizing this shape-distance-potential rela­
tionship. Figure 6 shows distance-head decline graphs for the 



Table 1. Computer Model Results for Various Repository Shapes (Asymmetric Model) 

Sequence 
Coordinate e*1si in meters tance c 

Hydraulic 
:onduct1vity 
In cm/sec 

Upper and lower 
boundary position 

Time in meters 
in days B A 

Repository shape* 
per unit flow rate and change in head , in meters/(1/sec) 

number XP y p ZP 
Hydraulic 
:onduct1vity 
In cm/sec 

Upper and lower 
boundary position 

Time in meters 
in days B A Point Line Area Volume 

1 10,000 100 0 4.72xl0-7 365,000 1,000 1,000 . 00834 .009480 .009482 .009472 
2 10,000 100 0 4.72xl0"7 365,000 500 500 .01040 .012270 .012280 .012270 
3 1,000 100 0 4.72xl0-5 300 200 100 .23860 .33260 .32720 .32191 
4 10,000 100 0 4.72xl0"6 365,000 500 500 .84400 .86860 .86880 .86870 

ui
 5,000 100 0 4.72xl0"7 365,000 1,000 1,000 1.0061 1.11880 1.11900 1.11840 

6 1,000 100 0 4.72xl0"5 365,000 200 100 3.6186 3.78490 3.73580 3.72500 
7 1,000 100 0 4.72xl0~5 365,000 200 100 3.9213 4.08760 4.0386 4.0278 
8 3,000 100 0 4.72xl0~7 365,000 1,000 1,000 4.7453 5.19790 5.19910 5.19770 
9 2,000 100 . 0 4.72xlO~7 365,000 1,000 1,000 9.6532 10.56940 10.57280 10.58070 
10 1,000 100 0 4.72xl0"73 ,650,000 10,000 10,000 15.4480 17.9460 17.9585 18.2323 
11 1,000 100 0 4.72xl0"7 365,000 1,000 1,000 20.9852 23.8367 23.85410 24.09170 
12 1,000 100 0 4.72xl0~6 365,000 200 100 28.0023 29.6833 29.1868 29.0789 
13 1,000 100 0 4.72xl0~63 ,650,000 200 100 36.1859 37.8490 37.3579 37.2461 
14 1,000 100 0 4.72xI0~7 365,000 200 100 146.9160 162.8239 159.6473 158.6269 
15 1,000 100 0 4.72xl0~73 ,650,000 200 100 280.2410 296.8327 291.8678 290.7893 
16 300 100 0 4.72xl0~73 ,650,000 200 100 421.4970 482.7085 477.4180 --
17 0 -1000 0 4.7Zxl0~73 ,650,000 10,000 10,000 15.5313 15.3633 15.2814 15.1177 
18 0 0 1000 4.72xl0~73 ,650,000 10,000 10,000 15.5313 15.3602 15.3599 17.8121 
19 1,000 0 0 4.72xl0~73 ,650,000 10,000 10,000 15.5313 18.0767 18.0767 17.8128 
20 500 100 0 4.72xl0"7 365,000 1,000 1,000 38.5638 50.5847 50.7638 47.7035 
21 0 -500 0 4.72xlO"7 365,000 1,000 1,000 41.0097 39.6778 39.3422 38.1677 
22 0 -800 0 4.72X10"7 365,000 1,000 1,000 30.7759 30.3377 30.1456 29.7309 
23 0 -200 0 4.72X10"7 365,000 1,000 1,000 90.5320 76.8171 75.5081 66.6374 
24 0 -100 0 4.72xl0~7 365,000 1,000 1,000 174.7815 117.1566 114.1117 88.4901 



Table 1 . Concluded 

c 
Sequence 

;oordinate distance Hydraulic 
in meters conductivity 

x p y p z D in cm/sec 

Upper and lower 
boundary position 

' Time in meters 
in days B A 

Repository shape* a 
per unit flow rate, nd change fn meters 

in head ZLVsec) 
number 

;oordinate distance Hydraulic 
in meters conductivity 

x p y p z D in cm/sec 

Upper and lower 
boundary position 

' Time in meters 
in days B A Point Line Area Volume 

25 300 0 0 4.72xl0~7 365,000 1,000 1,000 62.0047 126.9282 126.7049 91.1571 
26 300 100 0 4.72xl0"7 365,000 1,000 1,000 59.1642 96.1902 97.9269 79.4568 
27 0 -1000 0 4.72X10"7 365,000 1,000 1,000 29.2830 28.9325 28.7523 28.4167 
28 0 -10 0 4.72xl0-7 365,000 1,000 1,000 1693.80 265.607 240.568 118.2191 
29 0 -25 0 4.72xl0~7 365,000 1,000 1,000 681.091 207.254 195.710 112.7033 
30 1,000 100 0 4.72xl0"5 36. 5 200 100 .0005694 .00253612 .0025162 .0022373 
31 -1,000 100 0 4.72xl0"7 365,000 1,000 1,000 20.9769 18.8123 18.8222 18.6719 
32 125 0 1000 4.72xl0~7 365,000 1,000 1,000 20.8791 20.9809 20.9810 23.8502 
33 125 5 1000 4.72xl0-7 365,000 1,000 1,000 20.8790 20.9808 20.9815 23.8509 
34 125 5 1125 4.72xl0"7 365,000 1,000 1,000 18.6737 18.7487 18.7493 21.0656 
35 0 0 1000 4.72xl0"7 365,000 1,000 1,000 21.0321 20.8311 20.8311 23.6304 

*L = 250 m, w = 10m, a nd D = 250 m, when applicable S = 3.281xl0"5m_1 
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i 
Table 2. Computer Hcdel Results for Various Repository Shapes 
(Symmetrical Hodel) 

Coordinate distances Repository shape* and change in head 
Sequence in meters per unit flow rate in meters/(1/sec) 
number XP yp *P Point Line Area Volume 
36 0 900 0 29.6417 29.5469 29.5473 29.4534 
37 0 700 0 32.7893 32.6406 32.6412 32.4945 
38 0 500 0 41.0015 40.6434 40.6446 40.2966 
39 0 ZOO 0 90.5249 85.8059 85.8190 81.7593 
40 0 100 0 174.7745 147.4298 147.4917 128.9628 
41 0 50 0 343.5274 228.2399 228.4749 173.8912 
42 5000 0 0 1.0034 1.0051 1.0051 1.0047 
43 3000 0 0 4.7493 4.7552 4.7553 4.7523 
44 2000 0 0 9.6541 9.6677 9.6677 9.6588 
45 1000 0 0 21.0321 21.1182 21.1182 21.0657 
46 550 0 0 36.0009 36.5391 36.5388 36.2429 
47 0 0 6000 1.0034 1.0030 1.0030 1.0047 
48 0 0 3000 4.7493 4.7463 4.7464 4.7523 
49 0 0 2000 9.6541 9.6452 9.6452 9.6588 
50 0 0 1000 21.0321 20.9809 20.9810 21.0657 
51 0 0 550 36.0009 35.7329 35.7326 36.2429 
52 0 0 250 73.2637 70.71819 70.71423 75.90547 
53 0 0 150 118.3480 108.2366 108.2205 129.72777 
54 150 0 0 118.3480 168.47071 168.2202 129.72777 
55 150 150 150 70.8651 70.61156 70.61224 70.64081 

*L = 250 m, W = 10 m, and D = 250 m, when applicable S s = 3.281x10" m' 
A = 1000 m, B = 1000 m, K = 4.72 x 10"7cm/sec, t = 365,000 days 
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Figure 7. Time-Head Decline Relationships Near Repository As A Function Of Hydraulic Conductivity 



ND. 3 4 D - L 3 . D ICTZOEN GRA. .4 PAPER 
L O G A R I T H M I C 

3 CYCLES X 5 CYCLES 

Z Distance From Sink Centroid With Y = 0 and X = 0, in meters 

1,000 10,000 1,000,000 

Y Distance From Sink Centroid With X = 0 and Z = 0, in meters 
Figure 8. Distance-Head Decline Relationships Viewed From Centroids Of Repository 



39 

asymmetrical model runs. In the case shown the flow system thick­
ness is 2000 meters and the curves approach each other in the 
range of 4000 meters. 

Although the response curves approach one another with distance, 
Figure 6 illustrates clearly that the curves "are" different. 
First of all, the magnitudes of head declines are different and 
secondly the slopes of the various curves are different. Notice 
in the group A curves of Figure 6 that the point response is, 
in magnitude, smaller than the other shapes. Since the curves 
of group A are approaching one another with distance, one can 
realize that the slope of the point response curve is less than 
the other response curves [ i t least along the x axis with y = 100 
and z = 0). The slope comparison relates to the mass transport 
velocities in that flow to the point sink, along the axis 
displayed, is less than those towards the line, area, and volume 
sinks. Although the velocities toward the point sink are less 
than the other shapes along the axis displayed, there are other 
axes along which the point sink related velocities are greater 
than the other shapes (see group 6 on Figure 6 ). The main 
conclusion to be drawn from this discussion is that the velocity 
distribution around the various shaped sinks is asymmetrical. 
Although by conservation of mass principals, the total flow 
towards the sinks of various shapes is equal, the j:low velocity 
distribution is distorted in three-dimensional space. 

Figure 7 illustrates the time-response and permeability related 
response associated with the repository shapes as viewed at a point 
about 3 aquifer thicknesses from the sink centroids. The main 
conclusions to be drawn from this comparison is that the point 
sinks, in all cases of varying permeability, always have less 
head declines than the other shapes and that the comparative 
difference in heads decreases with time. During early times, 
Figure 7 shows significant differences in heads between the point 
and other repository shapes. Excess water taken from storage 
elsewhere in the immediate vicinity of the point sink accounts 



for this difference. Not only is there a space distortion (see 
] previous paragraphs) but there is also a time-wise variation 

involved. 

Figure 8 illustrates a selected group of distance^response 
I curves for the symmetrical model. Figure 8 shows the distance-

head decline relationships from the views of along the major 
coordinate axes. From these views, the comparative distortions 
of head declines for the various repository shapes is less than 

I the asymmetrical case (compare Figures 6 and 8 ). Notice also 
in Figure 8 that the distance out to which all shapes have 
essentially the same head decline is considerably less than twice 
the aquifer thickness. 

1 
The explanation for the relative magnitudes of head declines with 
distance, as illustrated in Figures C and 8 may be generalized 
by considering where the centroid of the sink shape is located 

I relative to the observation point. The head declines will 
generally be greatest the closer one is to this centroid. 
However, as the observation point gets close to the sink, it 
becomes a matter of the relative magnitudes of the dimension L, 

' W, and D and the closeness of the observation point to the edges 
of the repository boundaries. 

An important concept should be made concerning whether a flow-
rate versus a head condition should be specified on the equivalent 
point, line, or area replacement of the actual three-dimensional 
repository. The model simulations of this section used a constant 
and equal flow-rate boundary condition on the repository shapes. 
An examination of the head decline distributions close to the 
sink boundaries show the large differences that ire experienced 
(see Tables and Figures). As one goes away from the various 
shaped sinks, the head distributions approach one another. Now, 
it should not be difficult to imagine the relative magnitudes of 
sink flow rates that would result if one would specify a constant 
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and equal head on each of the sink shapes. It is beyond the scope 
of this project to describe the proper way to adjust the size of 
each of the equivalent shaped sinks such that both the head and 
flow rate properly simulates the three-dimensional repository. 
It may be mentioned, however, that this type of study could be 
made (see Prickett end Lonnquist, 1972, page 61 for a similar 
analysis). The results of this shape equivalent study indicates 
the importance of looking into this question in some future research. 

GENERAL COMMENTS AND COMPARATIVE ANALYSIS - SOLVED EQUATIONS 

On the basis of the above example solved equation discussion one may 
make further general comments and draw some conclusions concerning 
when to use one-, two-, or three-dimensional models for radionuclide 
transport analysis. 

1. The use of the coordinate system transform is again illustrated 
to be a powerful technique for reducing a three-dimensional "flow" 
problem down to either two- or one-dimensional forms. The problem 
must, for these cases, be strictly symmetrical in the directions 
of one or more of the axes. 

2. A "flow" problem may be symmetrical in head distribution but 
asymmetrical when further consideration is given to mass transport. 
Three-dimensional dispersion in a one-dimensional uniform flow field 
is an obvious example of this concept where symmetry in flow and 
mass transport differ. 

3. The use of a moving coordinate system, on occasion, simplifies 
the equations of mass transport. An example of this would be in 
having the coordinate system origin move with the mean flow and 
having the dispersion equation in terms of distances from this 
mean-flow center. Application of this concept is restricted to 
straight line steady flow, however. 
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4. There are problems which result in part of the flow field 
being three-dimensional while other parts are essentially two-
dimensional. The effects of partial penetration of a well or 
repository in an aquifer is an example of this case wherein 
flow beyond about two aquifer thicknesses can possibly be 
considered a good approximation of two-dimensional flow. 

5. As with the conclusions drawn from the basic equation section 
of this report, a reaffirmation of the concept of error arises 
again in ignoring one of the directions of dispersion. A com­
parison of concentration distributions of three-dimensional 
dispersion in a one-dimensional flow field reconfirms this 
conclusion. Ignoring any direction of dispersion yields a higher 
concentration distribution than the actual true three-dimensional 
phenomena. 

6. The equivalent replacement of a three-dimensional repository 
shape in a one- or two-dimensional model study should be a line 
sink. Distortion of head distribution, mass transport velocities, 
and time-related changes in flow result if a point replacement is 
used for the actual three-dimensional repository shape. 
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SECTION 4. GEOHYDROLOGIC CONSIDERATIONS 

The entire discussion above concerns the hydrology of groundwater 
formations that are homogeneous and isotropic. Thus, the com­
parative analyses of three-versus two- and one-dimensional flow 
in the above work shows where a three-dimensional representation 
is needed for the homogeneous and isotropic cases only. In 
reality, homogeneous and isotropic conditions are rare, if not 
nonexistent. The comparative analyses above show even under 
certain ideal and simplified conditions, that there is on 
occasion a need for full three-dimensional representation of 
mass transport of radionuclides. 

The above analyses also assume that the flowing fluid is homo­
geneous. We can come closer to idealizing the fluid conditions 
to homogeneous situations than we can geologic formation 
homogeneity. However, consideration of heterogeneous fluids 
must be addressed as it relates to dimensions used in modeling 
radionuclide transport. The existence of density gradients, 
multiphase flow, and temperature related viscosity variations 
demand attention. 

External boundary conditions and configurations are also extremely 
important in the choice of one-, two-, or three-dimensional 
models for radionuclide transport since these boundaries produce 
a direct control over the flow directions. 

The following discussions thus address these further complications 
to the modeling of radionuclide transport processes and outlines 
the dimensionality problems that accompany such complications. 

HETEROGENEITY OF GEOLOGIC FORMATIONS 

Freeze and Cherry, 1979, give an adequate definition of formation 
heterogeneity for our purposes as follows. If the hydraulic con­
ductivity is independent of position within a geologic formation, 
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the formation is homogeneous. Freeze and Cherry continue by 
defining three broad classes of geologic environments that 
represent heterogeneous environments as 1) layered heterogeneity, 
2) trending heterogeneity, and 3) discontinuous heterogeneity. 
Expansion in discussion of these three types of heterogeneity 
follows. 

Layered heterogeneity is common in geologic formations and 
most frequently is related to essentially horizontal sedimentary 
and unconsolidated deposits and the process by which the layers 
were formed. In this case, each horizontal layer might be 
considered homogeneous, but heterogeneous in the vertical direc­
tion as one passes from one layer to the next, each layer having 
a different hydraulic conductivity as shown in Figure 9 A. 

Trending heterogeneity, as illustrated in the horizontal plan 
view of Figure 9B is a typical result of sedimentation processes 
that create deltas, coastal plains, and alluvial fans. Freeze 
and Cherry, 1379, indicate that trending heterogeneity in large 
consolidated sedimentary formations can attain gradients of 2-3 
orders of magnitude in a few miles. Formations whose conductivity 
is a function of joint and fracture concentration are further 
examples of this type of trending heterogeneity. 

Discontinuous heterogeneity occurs in the presence of faults or 
other large-scale stratigraphic features as illustrated by 
Figure 9C as an example. These discontinuities may occur in 
the vertical section as well as the horizontal plan view. 

The existence of heterogeneous hydraulic conductivity adds a 
further complication to the modeling of radionuclide mass transport. 
Heterogeneity is one of the principal reasons why researchers 
turn to numerical techniques for solutions rather than to struggle 
with highly complex mathematical or analytical formulations. 
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Figure 9. Vertical Cross Section Showing Layered Heterogeneity (A), 
Horizontal View Showing Trending Heterogeneity (B), And 
Fault-Type of Heterogeneity (C). 
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The number of analytical solutions to flow problems in heterogeneous 
geologic formations is small as compared to the homogeneous 
counterpart. Most of the analytical formulas available in the 
literature (see Walton, 1970, for examples up to that date) 
apply to the layered heterogeneity type. Leaky artesian condi­
tions (layered aquifer, confining layer, and source bed 
properties), storage from confining layers (aquifer and con­
trasting confining bed properties), and the multilayered 
aquifer/confining layer sequence are examples of the available 
layered heterogeneity analytical solutions. However, two of the 
basic assumptions that appear in most of these theories and 
solutions is that radial symmetry in the plan view exists and 
vertical flow only occurs in the cross section of confining 
layers. In other words, a three-dimensional analytical representa­
tion of radionuclide transport in a heterogeneous environment is 
very restrictive. 

One may draw the conclusion at this point in the report that the 
existence of heterogeneity is a condition which forces the 
researcher to consider three-dimensional models more than he 
would when dealing with homogeneous environments. The general 
rule for neglecting one or more of the dimensions in a flow 
model still, however, is generally the same as before. If all 
of the flow is parallel to the layer or discontinuity or 
perpendicular to the trend heterogeneities, then one may consider 
dropping one of the dimensions from a full three-dimensional 
analysis. However, the existence of dispersion and diffusion 
phenomena in a heterogeneous formation still presents problems 
that may not be ignored. 

Sypnetry and moving coordinate systems can also be utilized in 
studying flow in heterogeneous environments. On occasion, a 
curvilinear coordinate system laid out along the axes of the 
heterogeneity configuration may eliminate the necessity of even 
another dimension in the analysis of sinuously varying heterogeneities. 
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ANISOTROPY 

According to Freeze and Cherry, 1979, if the hydraulic conductivity 
is independent of the direction of measurement at a point in a 
geologic formation, the formation is isotropic at that point. 
If the hydraulic conductivity varies with the direction of 
measurement at a point in a geologic formation, the formation is 
anisotropic at that point. 

In an anisotropic formation there are three principal directions 
of anisotropy which are always perpendicular to one another. 
The hydraulic conductivities in these directions are maximum. 
If the magnitudes of the three principal direction hydraulic 
conductivities are equal, the formation is isotropic, whereas 
an anisotropic formation will have differing magnitudes. 

The primary cause of anisotropy on the small scale is the orienta­
tion of clay minerals in sedimentary rocks and unconsolidated 
sediments. On a large scale there is a relationship between 
layered heterogeneity and anisotropy. In the layered case, 
each layer may be homogeneous in two directions but anisotropic 
considering flow in the remaining direction. 

The usual mechanism for dealing with anisotropic hydraulic 
conductivity is to align the coordinate system axes along the 
principal directions of anisotropy. Derivation of analytical 
formulas is made simpler by this mechanism. In actuality, 
considering the cross products possible there are six components 
of hydraulic conductivity in addition to the three principal 
components. The authors of this report know of no analytical 
solution for flow or mass transport that includes all nine 
components applied to a real field problem. What you do see 
in the literature are solutions for anisotropic conditions 
that consider only principal anisotropy directions aligned 
coincident with the coordinate axes and the assumption of cross-
product permeabilities equaling zero. 
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In homogeneous but anisotropic groundwater formations analysis 
is complicated by the fact that streamlines and equipotential 
are not orthogonal. It may be mentioned that a "transformed 
section" may be constructed for some anisotropic flow problems 
that allows application of orthogonality of streamlines and 
equipotential lines (see Freeze and Cherry, 1979) for solutions. 
This technique involves expanding one of the scales of the 
region of flow, applying isotropic equations, and then inverting 
the results. This technique does not reduce a three-dimensional 
problem down to a two- or one-dimensional form and therefore, is not 
totally applicable to the problem at hand. 

The main conclusion to be drawn herein is that the presence of 
anisotropic conditions puts additional restrictions on the use of 
two- or one-dimensional models in place of full three-dimensional 
ones. Here again, as above, one must examine flow directions of the 
problem and judge whether any component of flow can be neglected 
along one or more of the principal directions of anisotropy. 
If the resulting judgment in flow is anything but zero, errors will 
occur in lower order dimension models. 

Anisotropic conditions not only apply to hydraulic conductivity but 
also to dispersivity and its effect on mass transport. The directional 
properties of the coefficient of dispersion is also (like conductivity) 
a nine component problem although the nature of the dispersion 
process is the cause rather than the permeability variations. No 
mathematical solutions are known for the situation involving both 
dispersion and hydraulic conductivity anisotropy. As has been said 
repeatedly dispersion is a three-dimensional phenomena and adding to 
the problem, the complication of anisotropic conductivity can make 
the choice of one-, two-, or three-dimensional models lean toward 
the higher order simulations. 
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DELIMITING BOUNDARY CONDITIONS 

The equations discussed above were derived mainly on the basis of 
infinite extent groundwater formations and geologic strata. Some 
of the equations assumed parallel upper and lower no flow boundaries. 
The presence of delimiting boundaries, whether they for example be 
no flow, constant flux, or constant head vastly controls the direction 
of flow in the problem under study. 

We have seen above that the geometry of sources and sinks have a 
profound effect on whether a problem can be reduced from a three-
dimensional representation down to either a two- or one-dimensional 
formulation. The keys to choosing minimum dimensions for flow 
modeling were based on the flow directions produced by the source 
or sink and the degree to which one could take advantage of symmetry. 
The same sort of keys apply to boundary conditions as they also 
affect flow directions. 

External or delimiting boundaries come in a variety of forms and 
sh.-;«s with prescribed conditions. There are three basic types of 
prescribed boundary conditions; first the prescribed potential, 
second the prescribed flux, and third the free surface boundary. 
The prescribed potential boundary exists in groundwater situations when 
the porous formation is in contact with a fluid continuum—a 
boundary along which there is no change in potential such as a tunnel, 
the sea, large lake, or perennial river. The prescribed flux boundary 
exists in groundwater situations where the flow normal to the boundary 
is fixed in space and time. The condition of vanishing flux or 
zero flow is a special case of the prescribed flux boundary and 
is called an impervious boundary. In two-dimensional flow, an 
impervious boundary is also a streamline. The free surface boundary 
is used to denote that surface on which the pressure is atmospheric. 

Although the prescribed conditions along the above types of boundaries 
are important in the solution of problems it is more important, 
in our task, to consider the geometric shape of the boundaries as 
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it relates to dimensions needed for modeling radionuclide transport. 

The shape of the boundaries delimiting the region being modeled can 
be made up of an infinite variety of shapes. For a simple example 
in a typical vertical cross-sectional model in two-dimensions, the 
missing third dimension is usually prescribed to be of unit thick­
ness. This amounts to specifying two limiting and parallel 
imperviws boundaries spaced either side of the unit thickness. 
At the jther extreme the' two-dimensional plan view groundwater model 
may be confronted by edge boundaries such as fully penetrating 
meander ng rivers, coastal shore lines, or lakes. In this type of 
plan view model one may assume that the top and bottom conditions 
are no flow boundaries so that the flow in the vertical third 
dimensi n can be ignored. 

Strictly speaking, if the boundary shapes have variability in any 
one of he tNree dimensions, then one must use a model that 
includes the capability to map that variability. A first test to 
check or, this would be to slice numerous cross-sections of the ground­
water svstem normal to the axis desired to be eliminated in the 
analysis. If all cross sections produce identical boundary shapes, 
then you can then further consider eliminating that dimension—the 
further exceptions would be made on the basis of heterogeneity, aniso­
tropic conditions, source of sink configuration, and dispersion effects. 

Just as the viewing distance from the source and sink has something 
to do with whether one can adequately model a three-dimensional 
with a lower dimension model, so does the viewing distance from the 
boundaries. If one is sufficiently removed, spatially, from a 
boundary of complex shape, the solution to a three-dimensional 
probleir. may be reduced to consideration of a lower number of dimen­
sions. Despite the information available about viewing distance 
from such items as partially penetrating wells where a three-dimen­
sional problem becomes a two-dimensional one (beyond two aquifer 
thicknesses), no generalization can be offered for equivalent 
acceptable distances from shaped boundaries. 
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According to Freeze and Witherspoon (1967), in a comn1^:: topographic 
and geologic system, small differences in the location of points of 
recharge can make the difference between recharge water entering a 
minor local system or a major regional system. The implications of 
this are thus disturbing when considering eliminating even one-
dimension from a radionuclide waste repository modeling study. 

INITIAL CONDITIONS 

When the problem under study is time dependent (unsteady flow), 
certain conditions, called initial conditions, must be specified 
everywhere in the region being considered at the particular instant 
of time at which the physical process begins. Example initial 
conditions would be hydraulic head or pressures existing at every 
point in the domain under study. Usually, the head or pressure 
distribution used as initial conditions represents a steady-state 
condition. 

In the event that one would like to eliminate one or more dimensions 
from the analysis on the bosis of initial condition symmetry or 
uniformity, the same cross-sectional test can be used as was 
described in the delimiting boundary condition section above. 

HETEROGENEOUS FLUIDS 

The above discussions have been made on the basis of an assumed 
homogeneous fluid. There is the distinct possibility that the 
regional and local flows related to radionuclide transport will 
involve more than one type of fluid. Existence of steam, gas, oil, 
and water of varying density are all to be expected somewhere in 
the hydrogeologic system. 

The coexistence of more than one type of fluid in a porous medium 
such as gas and water does not of itself invalidate the concept of 
homogeneous fluid flow. First of all one of the fluids may be 
immobile while the other is mobile. In addition, if the water and 
gas mixture is flowing at pressures that maintain the gas in solution, 
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its only effect will be to reduce the viscosity of the water as it 
flows from place to place. 

According to Muskat, 1949, as long as other phases are immoh'lej 
the flow of the water phase may be considered as equivalent to that 
of a homogeneous fluid, except that the numerical value of the 
hydraulic conductivity must be adjusted to take account of the 
effect of the other phases. What Huskat was getting at was a 
description of a moving boundary problem. In particular a per­
meability must be associated with each fluid phase as if the 
individual phases were flowing separately in parallel channels. 
And their interaction is expressed by the fact that the numerical 
values of the permeability for the separate phases are determined by 
the volumetric distribution of the fluid saturation of the rock 
among all the phases, The permeability is no longer a constant but 
is a separate function for each phase of the local phase distribu­
tion within the porous medium. Thus, superposed on its granular 
structure, which is dynamically characterized by its homogeneous-
fluid permeability, a porous medium carrying a heterogeneous fluid 
msy be considered as possessing a local structure defined by the 
saturation distribution of the several fluid phases, which in 
turn determine the local permeabilities for the individual phases. 

The sensitivity of the heterogeneous fluid possibilities as it 
relates to regional (as opposed to local) transport of radionuclides 
is controversial. Certainly the volume of the overall system being 
studied, in relation to the volume of rocks actually containing 
other phases of fluids, must dictate to a large extent the overall 
accuracy loss if one were to ignore these complications. 

Although not totally a problem of different phases, the density gra­
dients due various solute concentrations or temperature variations 
(due both the earths' natural thermal gradient and heat produced at 
the repository site) cause additional viscosity and buoyant forces 
that lead to heterogeneous fluid flow concepts. 
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Much like any other boundary condition, the symmetry or uniformity 
of the areas of heterogeneous fluids must be accounted for if it is 
desired to reduce the three-dimensional scenario down to two or one-
dimensional form. 

GENERAL COMMENTS ON GEOHYDROLOGIC CONSIDERATIONS 

On the basis of the above discussions, one may make general 
comments and draw conclusions concerning when to use one-, two-, or 
three-dimensional models for radionuclide transport analyses. 

1. The existence of heterogeneous and anisotropic conditions may 
cause flow in unexpected directions and thus complicate an analysis. 
The use of two- or one-dimensional flow models in this instance 
must be predicated upon the third dimension flow being zero. 

2. Consideration of boundary and initial conditions are very 
important in choosing the number of dimensions for modeling nuclide 
transport. A test, by cross-section comparisons perpendicular to 
the coordinate axis to be eliminated, can show when a lower order 
dimensioned model may be considered for use. 

3. The existence of large volumes of heterogeneous fluids presents 
a moviw. boundary problem to be dealt with. Not only does one need 
to consider all of the dimension symmetry and uniformity criteria of 
stationary boundaries given in 2 above, but one needs to examine the 
movement cf the boundary in time as the physical process is likely 
to take place. 
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SECTION 5. NUMERICAL MODELS 

The basic concepts of one-, two-, and three-dimensional modeling of 
radionuclide transport and when a three-dimensional scenario may 
be reduced in dimensions has been essentially outlined by the 
discussions given in Parts 1. and Z. above. In actuality, the 
model used is of secondary concern in the study of radionuclide 
transport. The choice of one-, two-, or three-dimensional models 
of any sort should be based first upon the problem boundary and 
initial condition scenario. 

It is of interest to note while numerical techniques allow solution 
of extremely complex problems, that numerical models all contain 
sets of approximations that may affect the accuracy of the solution. 
Some of these approximations concern space dimensions and thus have 
a bearing on the two- versus three-dimension model comparisons 
addressed in this report. 

The purpose of this section of the report will be to outline the 
problem areas of model approximating procedures to the extent that 
the one-, two-, and three-dimensional solutions are fully under­
stood. The discussion is in order o' a brief description of the 
major techniques used in numerical simulation of mass transport, 
a library and description of present three-dimensional models used 
for both flow and mass transport, and then a discussion of the 
approximating procedures for the various techniques and how they 
affect the dimension subject accuracy. 

BRIEF BACKGROUND ON NUMERICAL TECHNIQUES 

Briefly, there are two major types of numerical techniques available 
for studying radionuclide transport problems: i.e., the finite-
difference and finite-element techniques. A cursory bar' Ground of 
these two techniques is given below as a beginning point for further 
discussion concerning these techniques. 
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In the case of finite-difference models, the continuous derivatives 
of the appropriate differential equations are replaced by ratios of 
the changes in variables over a small finite interval defined by 
a finite-difference grid. The intersections of the grid are called 
nodes. The scheme here is an approximation of the true aquifer but 
reduces a continuous boundary-value or initial-value problem to the 
solution of a set of algebraic equations. Since there is one 
algebraic equation for each node of the model grid, a large set 
of simultaneous equations must be solved. Recently, the finite-
difference method has been applied to almost every conceivable 
groundwater flow problem imaginable. The method is essentially 
fully developed and numerous publications are available which 
describe and apply the technique to problems in one-, two-, or 
three-dimensions. Presently, finite-difference models are very 
popular, are easily understood, and are applied to nearly the full 
range of groundwater flow problems that exist. 

Two main approaches are available for solving the differential 
equations of groundwater flow using the finite-element method. 
Finite elements may be used in conjunction with either a variational 
formulation of or a Galerkin method of generating approximate 
integral equations. 

The variational formulation is where some quantity F, when minimized, 
yields the solution to the differential equation of interest. The 
quantity F is defined as an integral functional of the unknown heads 
over the whole aquifer domain. The procesS'Of minimizing the 
functional of the whole aquifer domain is usually accomplished 
by the Ritz method in conjunction with subdividing the aquifer into 
finite elements. The finite elements generally consist of simple 
shapes such as triangles or quadrilaterals joined by nodes at the 
boundaries of each element. The functional is then minimized by 
writing the functional as piecewise linear functions applicable to 
each element, differentiating the element functional with respect 
to the heads, and solving the resulting set of algebraic equations. 
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Briefly, Galerkin's method assumes there exists an infinite 
series which exactly represents the solution of the differential 
equation of interest. The infinite series solution is made up of 
unknown coefficients, to be determined, and a set of known basis 
functions. The original Galerkin formulation assumed that each 
basis function was defined over the entire domain of interest. 
However, with the computer, the basis functions are defined as 
piecewise continuous functions over subdivided areas (finite 
elements) of the total region. The finite elements most often 
used here are the triangular and the deformed isoparametric 
quadrilateral. Since digital computers work with finite numbers, 
the exact solution is not realized and an approximation is thus 
sought. The difference between the exact and the approximate 
solution is called a residual R. The Galerkin method continues by 
attempting to minimize the residual R by considering yet another 
set of known basis functions. In the Galerkin method the two sets 
of above basis functions are the same. Using the theory of orthogonal 
functions, the residual R is forced to a minimum by requiring that 
R be orthogonal to all possible values of the chosen basis functions. 
The result of this total process is a set of N approximating 
integral equations where N is the total number of element nodes of 
the model. The N equations are solved by numerical integration 
yielding the unknown coefficients spoken of above completing the 
series type of solution. 

Each of the above techniques have their advantages and disad­
vantages. There are also several numerical models existing that 
combine the best parts of each technique. And on occasion, 
numerical models of the above type are extended in their application 
by the addition of subsidiary techniques such as random walk, 
discrete kernel generators, and stochastic node', subroutines. 
In any event, we shall concern ourselves only with the types of 
approximating procedures that are inherent in the two major 
techniques and applicable to three versus two dimensional models. 



SELECTED THREE-DIMENSIONAL MODEL CODES 

It is of some interest to note that considerable progress has been 
made in the development of three-dimensional numerical models in 
the last five years. Most of the development came during the 
years 1975-1976. It seems as though, prior to this time, that 
researchers were still getting accustomed to one- and two-dimensional 
models, arguing about the superiority of one numerical scheme over 
the other, and racing toward two-dimensional development of mass 
transport models. 

Table 3 is a listing of three-dimensional models that were found 
as a result of a selected search of the groundwater literature 
and the Holcomb Research Institute (Butler University, Indianapolis, 
Indiana) International Clearinghouse on Groundwater Models. The 
models listed in Table 3 range in complexity from quasi 3D 
saturated-steady-flow models up to saturated/unsaturated transient 
models with solute transport, radioactive decay, compaction, and 
ion exchange reactions. The list of models and the solved processes 
claimed is impressive. 

A comparable list of two-dimensional models is not given since 
they are not only voluminous but are readily available in Bachmat, 
et. al., 1978. Very little is lost here in the comparison since 
the three-dimensional models of Table can be reduced to two-
dimensional form by setting appropriate parameters to zero. 

Forty-eight three-dimensional groundwater models are listed in 
Table 3 of which twenty-seven are flow models. Of these, 20 
handle only the saturated zone, and seven can handle either the 
saturated or the unsaturated zone. Specializations include two 
agricultural models, one cost and pumping optimization model, two 
models connected to surface water systems, one model that handles 
seepage faces, five models that specify themselves as quasi 



Table 3. Summary of Selected 3D Models 
Mydixlofllc 

Iones or 
phases 

Method of 
solution Availability 

Past 
appl Icatfons Document* t ton 

Oat* 
completed Irstltutfon Special fea tures 

steady f low, head 
pred ic t ion 

l i s t i n g fc d»- Sept. 1976 
s c r i p t * o n . users 
manual In prog­
ress 

Austra l fan gov­
ernment 

core 1 malt storage 

saturated, con­
f ined or uncon-
f lned 

steady or unsteady 
f low, head predic­
t ion 

FE or FO. point 
or block suc­
cessive over-
re laxa t ion 

ABLAB, France f l e x i b l e mesh s i ze • con­
f i g u r a t i o n , mul t l layered 

Prudhomme, 
Henry ft Blesel 

saturated, con­
f ined or uncon­
firmed 

steady or nonsteady F0, Gauss-Seldel 
f low , head pred ic t ion w/Tlne successive 

over - re laxa t ion 

many f i e l d L i s t i n g a man­
ual 

Geohydraullque. 
France 

user o r ien ted , possible 
surface connection 

Cloet D'Orval 
e t a l 

saturated, con­
f ined or uncon­
firmed 

steady or unsteady 
f low, head pred ic ­
t i o n 

FO. Gauss-Seldel BURGEAP, f ranca multilayered. 
grids 

hlererchy of 

TreSCOtt ft 
Larson 

saturated, con­
f ined or uncon-
f lned 

steady or unsteady 
f low, head predic­
t i o n 

FD, strongly Im­
p l i c i t 

many f i e l d • u l t l U y e r e d , 
of aqult irdSi 

i t o r a t t v l t y 
user or iented 

stream ft aqu i fe r steady f low, stream-
aqu i fe r re la t ionsh ip 

FE, subdomaln yes 
var iant of weight 
residual 

l i t t l e f i e l d Iowa Geological 
Survey 

multllayered 
to Iowa 

specific 

unsaturated i 
saturated 

steady or unsteady 
flow, deformation, 
heads predicted 

integrated FO none, general al-
gor 1 thm-*cade»nl c 
exercise 

UC Berkeley Clast ic or nonelast ic d e ­
format ion, hys teres is , 
v e r s a t i l e 



Table 3. Continued 

Verge ft Frlnd unsaturated ft 
saturated 

Processes 
Method of 
-solution A v a l l a b i l i t y 

Past 
app l ica t ions Documentation 

Date 
completed I n s t i t u t i o n Special fea tures 

steady or unsteady 
f low, predicts p lezo-
metr le ft c a p i l l a r y 
head 

F t , G a l e r M n f i e ld? f low In complete 
v i c i n i t y of r a d i o ­
a c t i v e waste f a ­
c i l i t y 

October 1975 Un ive rs i ty of 
Water loo, 
Ontar io 

several unsaturated s t r a t a , 
spec i f i c s t o r a t l v l t y , a r ­
b i t r a r y an lsot ropy. user 
o r ien ted 

saturated ft on-
saturated 
coupled tc 
stream 

Darcfan nonsteady 
f low and open chan­
nel f low 

FO, 1Ine suc­
cessive over-
r e l a x a t i o n 

research, f i e l d 
once on an ex-
per identa l water 
shed 

no overland f low, s t o r a t l v l t y , 
so i l moisture r e t e n t i o n , 
v e r f i i i l e , large computer 
time ft storage requirements 

saturated or 
semi-saturated 

steady ft unsteady 
f low, gives heads 
ft flow nets 

FE or Gauss-
Seldel or Gauss 
e l imina t ion 

December 147& Netherlands 
Laboratory or 
Soi l Mechanics 

v a r i e t y of op t ions . 
In te r faces 

gas ft water 
pressure ft 
phase satura­
t ion 

f low , geothermal 
How 

FD-L50R or 
d i r e c t Inver ­
sion 

2 m o d i f i c a t i o n s : geothermal 
model * f r ac tu red mat r ix 
model, user or iented 

Gupta, TanJI , 
ft Luttiln 

convection ft d i s ­
persion 

user manual and 
examples 

November 197S s t a b i l i t y under extreme con­
d i t i o n s , mul t ( layered aqulfar 

Plnder ft Cole convection ft d i s ­
persion 

FE. Ga le rMn not a v a i l a b l e Princeton 
Unlvers l ty 

special equation so lve r 

Segat saturated ft 
unsaturated 

convection, d i s ­
pers ion, decay, I 
adsorption complete August 1976 Un ive rs i ty of 

Water loo, 
Ontario 

user oriented el limited by computer 



Table 3. Continued 
Kydrologlc 
zones or 
phases 

Method of 
solution Availability 

Past 
appl ica t ions Documentation 

Date 
computed Special features 

lantz at al convection, disper­
sion, decay, t ad­
sorption 

FO, line suc­
cessive over-
relaxation 

many field user oriented, convergence 
under extram* conditions 

conservative con­
vection I conduc­
tion, noncoupled 
flow, steady state 

FD , point suc­
cessive over-
r e l a x a t i o n 

none, program 
is i n exper i ­
mentation 

January 1977 Unlversite de 
Bordeaux III* 
France 

mjltllayered aquifer. In­
stable for extreme parameter 
contrasts» wells 

KItchlog satura ted , con­
f ined or uncon-
f tned 

unsteady* analyzes 
pump tests 

FD.successive 
over - re laxa t ion 

descr ipt ion on ly 1976 I n s t i t u t e o f 
Geological 
Sciences, 
London 

ax ia l symmetry, c y l i n d r i c a l 
coordinates 

conservat ive , con­
vect ion * conduc­
t i o n , coupled wi th 
flow 

Isoparametric FE 
w i t h Galerk in 
solut ion 

a f t e r pub­
l i c a t i o n 

in preparat ion 1977 Vale Univers i ty porous medium with double 
poros i ty - f rac tures • pores , 
temperature * f low coupled 
thru v i s c o s i t y , specfel solu­
t ion scheme, d i f f e r e n t 
ve loc i ty In pore • f rac tures 

Sorey 

Karaslmhan saturated zone 
of compressible 
groundwater 

conservat ive , con­
vect ion t conduc­
t i o n , coupled f low 

f low, coupled e l a s t i c 
and nonelast lc defor ­
mation 

Integrated FO 

Integrated FD 

research ft f i e l d complete 

manual & r e f ­
erences 

VC Berkeley 

heterogeneous. I s o t r o p i c , 
compressible parous medium, 
no sources or s inks, con­
duct ive s o l i d phase, nort-
homojefieous l i q u i d * thermal 
equi l ibr ium between s o l i d t 
l i q u i d , numerical dlspersTon 
r e s t r i c t s step s i z e * user 
or iented 

nonlinear state func t ions , 
stress dependent permeabi l ­
i t y and void r a t i o , a r b i ­
t r a r y sources and s inks , 
general coordinates 

subsurface f low & 
transport 

general FE 
scheme com-
pT«£ed with a 
block I t e r a ­
t i v e equation 
solver 

complete (?) Princeton general purpose code f o r 
Un ive rs i ty solving t r a n s i e n t , nonlinear, 

p a r t i a l d i f f e r e n t i a l equa­
t ions In one or two depen­
dent var iables 



Karaslmhan ft 
Witherspoon 

Table 3. Continued 
Hydrologic 20AVS Or 

paases Processes 
saturated, single conduction, eon-cowprcsffblc veetlon, clastic or 
fluid iw»»1«tle vertical 

deformation 

Method of solution Availability Pest 
Appl icat ions Docum-ntetton 

Oat * 
completed Special fea tures 

Integrated F0 . 
accelerated I t e r ­
a t i v e scheme 

UC BerteJey Arfrf trary heterogenf cy. Js»-
t ropy . nonl inear s ta te func­
t i o n , coupled f l o w , heat a 
deformation, automatic ad­
justment of t ime step 

saturated* heter - nonsteady f l o w , co«-
ogeneous confined vee t lon , d ispers ion , 
layer radioact ive decay, 

adsorption desorp-
t f o n ; forced a n a t ­
ura l thermal convec­
t i o n , conduction a 
dispersion 

FD, l i n e suc­
cess ive - re laxa ­
t i o n or d i r e c t i o n 
inversion 

some by USGS 1NTERA & 
1NTERC0HP 

source-sink terms, s ing le 
s o l u t e , concentrat ion a 
temperature dependent dens i ty 
a v iscos i ty * new opt ion of n 
const i tuents , f i r s t order 
react ions , pressure e f f e c t s 
on enthalpy, user o r ien ted 

Saradat Blanc saturated, water 
supply system 

cost 
flow determination. Arlab. France cost Includes drilling, pumps a surface network, conjunctive simulation a optimisation, static 

Prlckett I 
Lonnqulst 

saturated, con- steady or unsteady fined or uncon- flow, leakage thru fined confining layer 
FD, Iterative alternating di­rection Implicit 

many field complete Illinois State Quasi-30, user oriented. 
Water Survey multllayered 

two layers sep­arated by clay. phreatlc or sat­urated 

steady or unsteady flow, leakage thru clay 
FD, alternating 
direction expli­
cit 

Institute of Geotogleal Sciences 
Isotropfc aquifer 

•arrtere, saturated a un-
Galfterd, saturated root 
Jardln, Jouhet J!one 
4 Womand 

steady or unsteady flow to determine Irrigation distribu­tion 

FD, Gauss eliml- i 
nation for steady flow, alternating direction Implicit 
for unsteady flow 

complete S0G3EAH. France designed for a g r i c u l t u r a l 
s tud ies . Input Includes crop 
informat ion, control card 
opt ions , user or iented 

ffcCracfcen a 
Voss 

t rans ient f low a 
transport 

7 , l im i ted 
a v a i l a b i l i t y 

M n e t t o n 
U n i v e r s i t y 

general purpo*^ code, user 
must prepare "dr iver" p r o ­
gram to es tab l ish form o f 
p a r t i a l d i f f e r e n t i a l equation 



Table 3. Continued 
Hydrologlc 
zones or 
phases Processes 

Method of 
solution Availability 

Past 
appl icat ions Documentation 

Oat* 
completed Special features 

saturated ft un­
saturated 

steady or unsteady 
f low, v e r t i c a l nerc , 
from pond* or perched 
groundwater* d isper ­
s ion, radioact ive de­
cay , l i near adsorption 

ponds to perched-
^ n a l y t l c a l to 
transport eo>l 
perched f lcw-20 
FO e x p l i c i t ; 
unsat- IQ e x p l i ­
c i t nap-scotch 
procedure 

property of 
USGS, unpub­
l ished 

Descript ion pub- November 1976 
t l s h e d , l i s t i n g 
and Instruct ions 
unpublished 

Several react ing so lu tes , 
perched water bodies , quasi-
3D. custom designed to Idaho 
sight 

mono or m u l t i -
layered con­
nected to sur­
face water 

f low, l i n e a r i t y of 
system, superposit ion 

FE. staples U t i l e f i e l d operating In 
st ruct ions 
programmer 
or iented 

Ecole des Nines 
de Paris 

m i l t l l a y e r e d connected to 
r i v e r s , opt imizat ion o f we l l 
f i e l d , e x p l o i t a t i o n , quasi -
3D 

Shlbasakl. 
x*mut** Harado, 
ttlyamoto, 
Hasuhara. 
Murakami 

sa tura ted , 2 
aqu i fe rs 

f low , leakage, 
squeezing ft subsi­
dence 

FO, a l t e rna t ing 
d i r e c t i o n i m p l i ­
c i t 

two vers ions: 
March 1970 
March 1971 

Research Group quasi -3D, tubsldene* caused 
f o r Meter B a l - by squeezing from a semi-
anee, Japan pervious conf in ing layer 

Kamata, 
FuJIsakl ft Oka 

m u l t i - a q u i f e r 
system 

flow ft subsidence F£ , Ga lerk ln under test ing October 1976 Research Group 
f o r Water B a l ­
ance, Japan 

quasi-3D, forecasts heads 
and land subsidence I n a 
mu l t l aqu l fe r system 

Coo ley ft Peters sa tu ra ted , semi-
confined aqui fer 

steady flow Army Corps o f 
Engineers 

unlsjimmetrlc c y l i n d r i c a l 
coordinates 

satureted-unsat-
urated system 
w i t h pr without 
p lants 

unsteady f low, so i l 
evaporation, evapo-
tran5p1rat1on due to 
pTant uptake 

Ft and Gaussian 
e l fflitnfft Jon many f i e l d Agr icu l tu ra l 

Research Or­
g a n i z a t i o n , 
I s rae l 

several p l a n t s p e c i e * . 30 
w i t h a x i a l symmetry, max­
imize r a t e of evaporation 
or evapatransptratton * u t -
Ject to Darcy ' * law, user 
or iented 

Neuman ft 
Ultherspoon 

saturated ground­
water w i th f ree 
surfaces 

nonsteady seepage I m p l i c i t I n t e r a -
t l v e FE wi th 
Gaussian e l imina­
t ion 

yes 4 but 
author 's a id 
I s recom­
mended 

not widely ap­
p l i e d must be 
used w i t h caution 

UC Berkeley 3D with axial symmetry, 
seepage faces, user oriented" 



Table 3. Continued 
Hydrologic 

zones or 
phases 

Method of 
solut ion A v a i l a b i l i t y 

Past 
•pp l (ca t ions Documentation 

Date 
depleted I n s t i t u t i o n Special features 

Naraslmhan A 
Keunin 

saturated, unset- steady or unsteady 
ura ted . confined, f low. Teafcy* nonTeafcy 
untonfIned 

mixed e x p l l e l t -
Implicit f inite 
elements 

tested against 
t h e o r e t i c a l A ex­
perimental resu l ts 

under preparat ion 197ft Vawrence Aerke-
ley Lab A U n i ­
v e r s i t y o f 
Arlxona 

user o r i e n t e d , any desired 
l i n e a r or nontlneif* r e l a t i o n ­
ship between dependent v a r ­
iables i parameters 

Charley A Frlnd saturated, m u l t l - f low, leakage 
aquifer 

I t e r a t i v e FE In 
aquifers and 
aqultarda 

Univers i ty of 
Waterloo, 
Ontar io 

quasi 3D. K u l t l p l a a q u i f e r s . 
permeabi l i ty contrast of at 
l eas t 2 orders o f Magnitude 
between aquifers A aqul tards, 
storage In aquHards 

saturated FO strongly Im­
plicit 

flow near lakes 

Cherbeneau A 
Street 

confined or 
leaky aquifers 

steady or unsteady 
flow A transport-
convection A dlsper 
slon 

FE, GaUrfcln Stanford 
Univers i ty 

handles point s i n g u l a r i t i e s , 
a r t i f i c i a l recharge 

Maraslmhan A 
Ultherspoon 

saturated or un­
saturated f low 
In deformabTc 
porous medium 

f low, e l a s t i c or non-
e l a s t i c deformation 

Integrated FD. 
mljied I m p l l c l t -
e x p H c I t 

10 examples 
glvun 

a t l e a s t r e f ­
erences on 
theory a l g o ­
r i thm A a p p l i ­
cat ions 

UC Berkeley h y s t e r e s i s , handles so i l 
conso l ida t ion , i n f i l t r a t i o n , 
drainage A generation of 
f l u i d pressures 

time dependent f low, 
consol Idat lor i 

I>H S c i e n t i f i c 
Center, I t a l y 

deviat ions from Thels 

Ougufd A Lee saturated f low through f r a c ­
tured porous aedlum 

FE. Galerkln Princeton 
University 

Isotropic primary porosity, 
anisotropic fractures 



Table 3. Concluded 

Modeler 
Hydro logic, 

tonek or 
phase* 

" t t twd of 
solut ion 

P i s t Dale 
A v a i l a b i l i t y Appl icat ions Documentation completed Specie! features 

O l n d 1 Verge saturated, unsat- steady or unsteady 
UP*ted f low 

GalerMn, F€ University of 
Waterloo. 
Ontar io 

f l e x i b l e , convenient for 
user , choice of in tegra t ion 
schemes 1 aujtrlx solvers 

mu l t ip le leaky 
*qulfers 

theory only Unlversldad 
Auto noma Met-
r o p o H t a n a , 
Hexlco C i t y 

equations for large I snai l 
values o f t ' « e 

• le fonuble 
aqui fer 

f l o w , hor izonta l 
deformation 

theory only IBM S c i e n t i f i c S J U I I de fonMMon In COM* 
Center , Venice parlson to s t r e s s , homogen­

eous ft Isot ropic media 

I redehoef t J 
Plnder 

mul t ip le leaky 
aquifers 

steady ft unsteady 
f l o w , leaky thru 
aquttards 

I t e r a t i v e FD 
scheme 

yes ( 1 , a n y f i e l d complete 1970 quasl-SD, storage In con­
f in ing layers 

Neuman ft 
Hltherspoon 

confined Z-
aqui fer system 

»JC Berkeley I n f i n i t e , rad ia l aquifer 

Jovande) ft 
Ultherspoon 

mult1layered 
aquifers 

t r a n s i e n t f low Pahlavl U n l - handles up to I3-1ayer 
v e r s l t y . I r a n ; Isotropic or anisotropic 
UC Berkeley aqui fer 
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3D or axially symmetric, eight that are multiaquifer and layered 
with leakage between layers, one that models flow through fractures, 
one model that is designed to specifically analyze pump tests, and 
one model which determines flow nets. Of the total, at least 
eight consider themselves completely documented and available. 
One of these (see Frind and Verge) has been used for flow in the 
vicinity of a radioactive waste disposal facility. 

There are thirteen solute transport models, all of which handle 
convection. Of these, eleven handle only the saturated zone, while 
two handle both saturated and unsaturated flow. Other processes 
are handled by fewer models. Five handle conduction, seven handle 
dispersion, four account for adsorption, one allows desorption, 
four allow radioactive decay, one allows compaction, one handles 
thermal processes, one is coupled to surface water, one handles 
fractures, and two are designed for multiple leaky aquifers. 
Some of the models handle several of the above processes and one 
says that it can also handle more than one contaminant. At least 
five models are considered available and completely documented. 
The model by Robertson and Grove was designed for studying a 
nuclear waste disposal site in Idaho. 

The remainder of the three-dimensional models include items such 
as compaction and geothermal processes. 

A study of the literature concerning these models shows that the 
main reasons for using a three-dimensional model are because of 
real-world variability in three dimensions of the geologic and 
hydrogeologic fluid environments, the three-dimensional variations 
in shapes of limiting boundary conditions, and the three-dimensional 
flow to partially penetrating sources and sinks. These conditions 
have already been discussed in previou sections of this report 
and do not differ appreciably from the reasons behind the develop­
ment of the 3D models included in the references and in Table 3. 
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The items that haven't been discussed are some of the approximations 
still remaining in the full three-dimensional numerical techniques 
that influence further thought about three- versus two-dimensional 
models. That discussion now follows. 

FINITE-DIFFERENCE APPROXIMATIONS 

One of the basic assumptions used in a rectangular grid finite-
difference approximation of a two-dimensional flow equation like 
Equation (3) is that flow is restricted to the x and y directions 
only. What this means is that the finite-difference representation 
of head differentials are in tenr« of heads measured only at grid 
intersections, or nodes, lined up at discrete points along the 
major axes. In this case, the end result of this approximation 
process is that flow in the finite-difference model is not a true 
two-dimensional situation but a restricted x-y flow direction 
situation. The errors involved in this approximation are kept at 
a minimum by either making the grid interval small in areas where 
the actual flow is other than strictly in the x and y directions 
or by lining up the coordinate axes of the grid along the major flow 
directions. The first lesson to be learned here is that reducing 
a three-dimension system down to a two-dimensional formulation and 
then approximating the remainder with a finite-difference scheme 
involves further consideration of directions of flow. Ignoring 
this situation may make a perfectly fit three-to-two-dimensional 
transformed model totally inaccurate because of the x-y finite dif­
ference direction assumption. Secondly, it should be realized that 
even a full three-dimensional finite-difference representation 
assumes flows are restricted to the x, y, and z directions only. 
The same type of alignment errors in the three-dimensional model 
occur as in the two-dimensional representation. 

The size of the finite-difference grid also controls, on occasion, 
the accuracy of the finite-difference approximation. There are 
occasions where the size of the finite-difference grid does not 
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affect the accuracy of the problem being solved. The key to whether 
accuracy is impaired by size of grid is dependent on the head, 
pressure, or concentration distribution. If the variables are 
straight line functions along the major axes of the coordinate 
system, there is no error in the finite-difference approximation. 
For three- or two-dimensional groundwater problems this no error 
situation is uncommon. For one-dimensional flow problems it is 
more common. Flow around wells, repositories, lakes, outcrops, and 
other discharge or recharge points or areas are common instances 
where close attention should be given to reducing the size of the 
grid interval to minimize discretization error problems. 

Approximating boundary conditions with finite-difference approxima­
tions is more difficult than finite-element techniques. Usually, 
rectangular step-wise changes are made with finite-difference grids 
along the equivalent smooth or complex real world boundary. A three-
dimensional problem is distorted via this type of approximating 
procedure and is not reduced in importance when passing to a two-
dimensional form. 

The usual procedure for modeling a three-dimensional groundwater 
problem is to include a scale distortion in the vertical dimension 
as compared to the horizontal. Serious errors are comnonly involved 
with this scale distorting procedure particularly where head gradients 
vary steeply. For example, typical horizontal scales for a regional 
flow problem are one node per several hundred feet or meters. Typical 
vertical scales might be only a few feet or meters per node. As a 
result, vertical transfer of water between layers is concentrated 
on the basis of large horizontal area contributions from one over­
lying aquifer to the next. In the event that a repository is 
located at one of these large scale nodes (where normally gradients 
would be steep and directionally influenced) errors in flow-rates 
to or from the repository will occur. As the vertical to horizontal 
scale contrast increases, so does the error. Quite frequently the 
situation is somewhat overcome by reducing a three-dimensional 
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problem down to a two-dimensional cross-section problem. In this 
case more nodes in the vertical section can be used without exceeding 

, core storage. However, you still lose the third dimension when cross-
sectional models are used for analysis. 

In the mass transport category of study, the scale distortion 
problems are extremely important since the finite-difference approx-
imating procedures are much the same as the flow procedures. 

The accuracy of the mass transport model is directly related to the 
accuracy of the flow model used for convective and dispersive 

& components of the mass transport model. An accurate representation 
of gradients (flow velocities) is thus all important. While head 
distributions may be quite close to the correct values, it is the 
gradient distribution that is more important in mass transport studies. 

Finite-difference grids come in many shapes and forms. The literature 
includes approximations available for squares, rectangles, triangles, 
polygons, cylinders, spheres, and curvilinear nets. In general, the 

} use of higher order grid shapes will yield higher accuracy since flow 
directions and boundary configurations may be modeled more closely. 

The time-related discretizing approximations in finite-difference tech­
niques vary from backward, to forward, to central differences along the 
time axis. Not only is the size of the time increment related to ac­
curacy but so is the method (central differences as an example). 

Remson et al., 1971, and Pinder and Gran, 1977, give ezcellent eval-
uations of the above approximating procedures and their resulting er­
rors with the exception of the vertical/horizontal scale distortion 
errors. Further study appears to be needed in the scale distortion 
area. 

S 
FINITE-ELEMENT APPROXIMATIONS 

Hany of the same approximating errors mentioned above in the finite-
I difference section also apply to the finite-element approximating 

process. For instance, the spacing size of the element nodes and 
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the overall number of nodes is proportional to the accuracy of the 
results. Since the finite-element technique is essentially a 
polynomial fitting procedure, a general increase in accuracy is 
however experienced compared to the same number of node finite-
difference procedures. 

The same type of errors in the vertical versus horizontal scale of 
node spacing is experienced in the finite-element method as the 
finite-difference method. 

Use of higher-order geometric elements such as isoparametric 
quadrilaterals allows the finite element technique to model more 
closely complex boundary, source, and sink geometries. When the 
geometry of the real world problem is C',wplex, finite elements are 
superior to finite-difference techniques. 

The finite-difference schemes are used primarily for the time-
domain in the finite-element technique and have the same approximating 
error problems associated with them. 

Generally speaking, the use of higher order basis functions gives 
higher accuracy in the finite-element method. In the authors' 
opinion, however, these higher order basis functions are of dubious 
value in the vicinity of singularities. The recent paper by 
Charbeneau and Street, 1979, addresses special problems around 
singularities. 

One may note by reviewing the literature that finite-element models 
have a tendency to be designed to be special purpose models. In 
particular, finite-element nets are usually lined up along the 
likely flow paths. One must be very cautious about this flow-path 
alignment tendency in that it does not lull the researcher into 
believing that all solutions, independent of changes of boundary 
potentials and sink flow rates are of equal accuracy. Since the 
modeling of radionuclide mass transport may involve a large number 
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of flow direction unknowns, one must be cautions about predesigning 
I the finite-element grid in preferential directions. It would be 

better to use more elements of uniform spacing rather than fewer 
elements aligned in specific directions. 

* USE OF COMBINED NUMERICAL AND ANALYTICAL MODELS 

One idea for reducing the number of dimensions needed for modeling 
mass transport of radionuclides is by combining a three-dimensional 

* analytical formula with a two-dimensional numerical model, For 
example, a partially penetrating well may be simulated in a two-
dimensional plan view model by making an adjustment to the computed 
nodal head value for fully penetrating conditions. The adjustment 

® for additional drawdown due the partially penetrating condition 
would come from a standard analytical formula. This combination 
method works as long as the boundary and initial conditions of the 
analytical formula and the specified homogeneity/anisotropic 

® parameters mesh with the numerical model. Prickett and Lonnquist, 
1971, show how this analytical and numerical model combination 
works for simulating wells of various radii. 

It may be possible to combine a vertical cross-sectiona two-dimen­
sional flow model with one-, two- or three-dimensional dispersion 
formula to map the dispersive movement of a contaminant in the 
dimension excluded from the flow model. 

I 
Jacob, 1950, developed an analytical method for adjusting the height 
of the water table in a plan view model to account for reduction in 
the saturated thickness of flow due pumping from a phreatic aquifer. 

I 
One must be cautious with this adjustment since the law of conserva­
tion of mass is not obeyed. 

It is also possible to combine one numerical technique with another 
to arrive at a solution of a three-dimensional problem with a two-
dimensional model. As mentioned above, a random walk model may be 

I 
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coupled to a two-dimensional flow model to allow dispersive solute 
movement in the direction excluded from the flow model. 

GENERAL COMMENTS AND CONCLUSIONS ON NUMERICAL MODELS 

Based upon the discussion above, some main conclusions may be drawn 
as they relate to one-, two-, or three-dimensional modeling. 

1. The existence of numerical models allows a means for solving 
complex one-, two-, or three-dimensional problems but does not help 
us in deciding which dimensions to include for mass transport of 
radionuclides. In fact, the approximating features of the numerical 
models will increase the number of dimension problem decisions. 

2. The vertical to horizontal scale contrasts in nodal placement 
for fully or pseudo three-dimensional models introduces errors that 
we believe are not fully understood or appreciated. Further study 
is needed. 

3. It may be possible to combine a numerical technique in two-
dimensional representation with a three-dimensional analytical 
formula to arrive at a solution to a fully three-dimensional 
problem. 
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SECTION 7. LIST OF SYMBOLS 

b = aquifer thickness 
C = concentration 

D. = dispersion coefficient = d-v. + D* in the i direction 
D* = diffusion coefficient 
d. = dispersivity in the i direction 
e = base of the Naperian logarithm = 2.71828 
g = gravitational constant 
h = head 

h„ = head at radius R from point sink 
h, = head at radius r from well or sink 
W 5 
K = hydraulic conductivity 
k. = aquifer diffusivity = K/S 5 

M = mass of contaminant per unit dimensions 
m = aquifer thickness 
Q = flow rate 
R, = retardation coefficient 
r = radial distance 

r = radial distance from observation point to point sink 
r = radius of well or spherical sink w 
S = storage coefficient 

S s = specific storage = yW(l + a/96) 
s = drawdown 
s = potential at a point defined at r 
T = aquifer transmissivity 
t = time 

Vol/S = instantaneous volume discharge (L") 
v. = specific discharge in i direction unless otherwise noted 

x,y,z = space coordinates 
a = reciprocal of the modulus of elasticity of skeleton of aquifer 
3 = reciprocal of the modulus of elasticity of water 
Y = unit weight of water 
X = radioactive decay constant 
u = dynamic viscosity 
e = porosity of aquifer 
p = density of water 
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APPENDIX A 

ASYMMETRICAL REPOSITORY MODEL FORTRAN CODE 
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CDM PROGRAM VARISINK/3D 
PROGRAM FDP EXECUTION DN CDC CYBtR 175 TIME-SHAPING SYSTEM AT U DF I. 
INTERACTIVE PROGRAM TO DETERMINE THE DRAWDOWN AT A PDIMT WITH 
COORDINATES <XP. YP,ZP> DUE TD A POINT- LINE, AREALJ AND 
3-D JINKS DF EQUAL STRENGTH WITH PARALLEL PLAN??. IMPERMEABLE BOUNDARIES 
IN THE X-Z PLANE AT DISTANCES OF ADIST AND BDIST. 

ANNOTATED DEFINITION OF VARIABLES: 
XF-X-COORDINATE OF POINT IN FT 
YP=Y-COORDIHATE OF PDINT IN FT 
ZP=Z-COORDINATE OF PDINT IN FT 
X =VAPIABLE DF INTEGRATION ALONG X-AXIS 
V =INTEGRAND ARRAY USED FOP. INTEGRATION ALDNG THE X-AXIS 
XX=VAPIABLE OF INTEGRATION ALONG THE Y-AXIS 
VV=INTEGPANP ARRAY USED FDR .iNTEGRATION ALDNG THE Y-AXIS 
XXX=VARIAFLE OF INTEGRATION ALONG THE 2-AXIS 
YYY=INTEGRAND ARRAY USED FDR INTEGRATION ALONG THE 2-AXIS 
LENGTH=LENGTH OF SINK IN FT ALONG X-AXIS 
WIDTH=WIDTH DF SINK IN FT ALONG Y-AXIS 
DEPTH=DEPTH OF SINK IN FT ALDNb Z-AXIS 
K=PERMEABILITY IN GPD/FT**£ 
T=TIME IN DAYS 
SS=STORAGE COEFFICIENT IN FT-1 
TAREA=DRAWDDWN DUE TO LINE SINK IN FT 
TTARE=DRHI.IDDWN DUE TD AREAL SINK IN FT 
TTT=DRAIiJDOI.IN DUE TO 3-D SINK IN FT 
EHIST=ABS DISTANCE TD UPPER INFINITE PLAIN BOUNDARYv+Y DIRECTIDN> IN FT 
AHIST=fiK" DISTANCE TD LOWER INFINITE PLAIN BOUNDARY<-Y DIRECTIDN> IN FT 
EXXA.EXXE.RI-IAJRPIB-USED FDR IMAGE WELL COMPUTATIONS 

PROGRAM MAIN ('INPUT, UUTPUT'' 
DIMENSION X' 4> . Y <A> ? XX <4< <' 'Y i4> < XXX iA'<, YYY <4:. 
REAL t; ? LENGTH 
LOGICAL POINT-LINEJH£;B3 
POINT=LlNE=D£=D3=." €. 

INPUT DATA AND Pfti lETEPS 

K= 0. 01S SS=lE-05 J T=3&50CiO. 1 LENGTH=S£fi. I WIDTH=33.$XP=i:i?84, 
YP= 03E8.J ZP=i;tnuu.i DEPTH=8£0. * BDIST=3£8Ci. •}, RDIST=3£80. 
PRINT*." DBS PDINT COORDINATES <.".XP,"«" > YPi "* "-ZP« ">" 
CONST=l. 37/SORT <>>T/Si> 
TTT=0. 0 
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DEFINE •: • .• PEP DF DIVISION! FOP INTEGRATION IN EACH DIMENSION 
NOTE: M'iv NI.I:T BE DIVISABLE BV :• FDP 3/8 THi PULE INTEGRATION. 

NDIV=1£ 
NUP=NDIV/3 

Z-DIMENSIDN INTEGRATION LDDP 

DD SO II1=1,HUP 
DD SI IIJ=I ,4 
IFCIIJ.EQ. L A N D . III.EQ. 1> XXXaiJ> = lE-50 
iFau.EQ.i.ftND.iii.Ee.i) ffixau:'=ii.o 
IFtI IJ.EQ. l.FiMD. III.GT. i> XXX a IJ :> =XXX 14) 
IF a I, I . GT. i) xxx a u> =xxx a u-i> +DEPTH/FLOAT CHUI V> 

TTARE=0. 0 

Y-IUMENSION INTEGRATION LODP 

DD 40 I=1,NUP 
DD 41 1,1=1.4 
IFa j .EQ. l .HHD. l .EQ. l . ) XX< IJ: '=lE-50 
IFCIJ .EQ. l .AND. I .EQ. l ) XX a J> =0.0 
IFv IJ .EQ. l . f tND. I .GT. l ) XX<IJ:'=XX. 4;> 
I F a j . G T . l ) XX(IJ>=XXa,l-l>+i.lIDTH,'FLOAKNDIV> 
X<:£> = lE-50 
X f 4 J = 0. 0 
RR=SOPT f CXP-0. 0' ••£+ <'YP-XX (1 J"> > ••£'+ (ZF-XXX '.' 11J> "> ••£ > 
Y(4) =114. t.»EPFC 'XONST+PP:',• RFvK 
HDD EFFECT! DF 100 IMAGES DUE TD EACH DF THE TWD BOUNDARIES FDP THE PDIN" 

EXXA=XX<IJ' 
EXXB=XXa.l' 
A=ADIS T+XX•1 J• 
B=EDIST-XX'IJ' 
DD 7 IKI=1J50 
IFCIKl/S.NE. U I«£:''EXXA=EXXA-£.»H 
IF(IKI/£.EQ. 1U»£.' EXXA=EXXA-£.*B 
IF.'IKI,-£.NF. I* I*£.' EXXB=EXXF+£.*B 
IF'IK I/£.EO. HI+£> EXXB=EXXE+£.*H 
PP1H=!MR'T ' '' : c-X i 4 . i ••£+ .• YP-EXXA > ••;• + . ZF-XXX • 11 J • • ••£ ' 
PP I B=S OPT <.< XP-X - 4 i > ••£+ C-tV-EYXl. ..«•£+. ZF-.; .X > IIJ' > ••£'•'' 
Y (4 > = Y i. 4 :• +114. c>EPFC 'X DN!T*PP IA' •• PP IH -• t 

f.+l 14. t.*EPFC <C DN" T*PP 1F <' PP IB \-
OUTPUT FOP POINT SINf IN N-LP." 

IF(PDINT)PPIHT*'" POINT i l M DPAMDOwn.'M--LP;.'= " - V -. 4 • 
i>4.S30S4£?'?5 

POINT=.FALSE. 
TAPEA=0.0 

X - D I " " ION INTEGRATION LOOP 

DO 45 J=1JNUP 

xa>=X'4--
Y''l )=Y'4< 
DO 10 I I=£ ,4 
X<:iI>=XUI-I>+LENGTH,-FLDAT\NDIV. 

DETERMINE THE EFFECT OF THE PEAL WELL 
RP=SC'C,T • 'XP-X •• I I ' '• • •£'+• YP-XX ' I J ' • ••£-. <~F-XXX < 11 ,J :• .:• ••£':• 
Y' I V =114. t.*EPFC i'CDNST*PP> /PP/* 
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C HDD EFFECTS OF 100 IMAGES DUE TD EACH OF THE TWO BOUNDARIES 
EXXA=XX(IJ> 
EXXB=XX(IJ.' 
A=fiDIST+'XX''I..l.' 
B=BBIST-XX<IJ' 
DD 5 IKI=l-50 
IF <IKI/£.HE.IKI•£> EXXA=EXXA-£.*A 
IF(IKI/£.EQ.IKI*£> EXXA=EXXA-£.*B 
IF (Ik I/£. NE. 1KI*£> EXXB=EXXB+£.*B 
IF a KI/£.EO.IKI•£> EXXB=EXXB+£.*A 
PP I A=SPPT ((XP-X (ID > ••£+ (YP-EXXA; ••£+ (ZP-XXX (11 J) > ••£';• 
PPIB=SOPT((XP-X(I I> >••£+(YP-EXXB)••£+(ZP-XXX(11J)>••£> 

5 Y (11>=V(11> +114.b*ERFC < CDMST^PPIA>'PPIfl/K 
J+II4. fc.*ERFC (CONST *RP I E> -" RPIB/K 

10 CONTINUE 
CALL 1NTEG (X, Y - ARE A- LENGTH -' FLDflT (NDIV) ':• 
TAREA=TAPEA+APEA 

45 CONTINUE 
[ DUTPUT FOR 1-H SIHH IN M/LPS 

IF(LINE>PRINT*." L ..J Sink. DRAWDOWN<M'LPS>= " U T A R E A 
j;*4. S30S4S995 'LENGTH- " LEHGTH=",X (4) 
LINF*.FALSE. 

41 YY(IJ'=TAREA 
CALL INTEG(.XX,YY.Fir£,I.IIDTH/FL0AT(HL';V:O 

40 TTfiRE=TTARE+APE 
C DUTPUT FOP 2-Zi SINK IN H'LPS 

1F (D£ > PR I NT* ?" APEAL SINK DPHl.iiDDWM ••M - LPS> =". TTARE 
**4.83&84c,9«'5/(LENGTH>lidIBTH;'?" LENGTH=".X(4>. " I*IIDTH=%XX'.4) 
D£=.FALSE. 

SI Y"Y(IIJ'=TTAPE 
CALL 1 NTEG C-IXX.YVY. A. DEPTH/FLOAT i'HDlV*> 

0 ",TT=TTT+R 
C OUTPUT FDP 3-D SI HI- IM M/LPS 

PRINT*. " iT IlHf ri='Hi..iriDl.iN'H-LP!.:'=''.TTT*4.:-::;:0>:4£'?':'S' ''LENGTH* 
+i.lIDTH*DcPTH>." LENGTH=".X(4"ij" UIDTH=" .XX-4 > < " DEPTH=".;:XXf'4i 
STOP 
END 
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SUBROUTINE 1NTEG(X,Y-RREft*H' 
SUBROUTINE TD IMTEGRftTE Fl FUNCTION DEFINED RT DISCRETE ARRAY 

RT EQUALLY SPACED INTERVALS H. 
THREE-EIGHTS RULE INTEGRATIONvCUBIC POLYNOMIAL FIT) 
POINT; X«Y APPROXIMATED BY fl CUBIC EQUflTION. THE APPROXIMATION 
DF THE INTEGRAL IS THEN COMPUTED BY THE INTEGRATION 
OF THE FITTED CUBIC DVEP THE INTERVAL BETWEEN X<1> RND X<4>. 

DIMENSION K<4>, Y<4> ,C C4>5> .C0EFF(.4> 
APER= < Y1.1) +3. »Y (£;• + 3. *'< >"i> +Y<A>)•S. •H/S. 
RETURN 
END 
FUNCTION EPFCOO 
FUNCTION SUBROUTINE TO APPROXIMATE THE COMPLEMENTARY ERROR FUNCTION. 
READ^X 
IF<A.GT.5.0> GO TO Id 
EPFC=l.+.£:785?l?*;':+.c3Ci}i8,H*X»X+. 000? l7c»X*X*X+1 ij7&108*X*X*X*X 
EPFC=EPFC>EPFC•ERFC•EPFC 
EPFC=1.-'EF'FC 
PRINT*!;:, ERFC 
RETURN 

i P l=ACOI i - l . > 
PR I NT*.PI 
ERFC = 1 X- l • «c>X**3'+;-:•' (4»X** j : - -15 ' |:8»X»*7'+1 05-' d O X ^ * ' 1 

+-' :'4f'- '.3£-»>**ll> 
LOH=EXP • -AM IN1 ' X*X< S[ii>. '• •> .-• SC'RT ' PI.' 
ERFC=EPFC•CON 
RETURN 
END 
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APPENDIX B 

SYMMETRICAL REPOSITORY MODEL FORTRAN CODE 
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PRQ6FAH FDP EXECUTION ON CI".' CYBER 175 TIME-SHARING SYSTEM PIT (J DF I. 
INTERACTIVE PROGRAM TD DETERMINE THE DRAWDOWN AT Fl POINT WITH 
COORDINATES -XP.YP.ZP- HUE TD A POINT. LINE. RPEAL, AND 
S-D :int: OF EQUAL STRENGTH WITH PARALLEL PLANE IMPERMEABLE BOUNDARIES 
IH THE :>: PLANE AT DISTANCES OF ADIST AND BDIST. 

ANNOTATED DEFINIT ON OF VARIABLES: 
XP=X-COOPDINA7F DP OBSERVATION POINT IN FT 
YP=Y-COOPHINRTT OF OBSERVATION POINT IN FT 
ZP=:-I:OORDINATE OF OBSERVATION POINT IN FT 
:•• VARIABLE DF INTEGPRTIDN ALONG X-AXIS 
Y =INTEGRAND ARRAY USED FOR INTEGRATION ALONG THE X-AXIS 
XX=VAPIABLE OF INTEGRATION ALONG THE Y-AXIS 
YY=INTEGRAND ARRAY USED FDR INTEGRATION ALONG THE Y-AXIS 
XXX=VARIABLE DF INTEGRATION ALDNG THE Z-AXJS 
YYY=INTEGPAND ARRAY USED FOP INTEGRATION ALDNG THE Z-RXIS 
LENGTH=LENGTH DF SINT IF) FT ALONG X-AXII 
I.IIDTH=UIDTH OF SI ML IN FT ALONG Y-AXIS 
DEFTH=DEFTH OF SI Ml IN FT ALONG Z-f lXIS 
t=PERMEABILITY IN GPU F T * * £ 
T=TIME IN DAT: 
::=STDRAGE COEFFICIENT IN FT-1 
TAREA=IiRAl.iI'Ol.!N DUE TO LINE Z I Ml IN FT 
TTARE=IiRAMIiOMN DUE TO APEAL SI Ml IN FT 
TTT=HPAUDDI.IN DUE TD 3-D I INI IN FT 
FI'IST=AB." DISTANCE TD UPPER INFINITE PLAIN BOUNDARY' +Y DIRECTION.' IN FT 
ADI:T=AB: DISTANCE TD LOWER INFINITE PLAIN BQUNDAPY'-Y DIRECTION' IN FT 
EXXA.EXXB.PPIR.PPIE-IJIED FOP IMAGE WELL COMPUTATION! 

PPDGRAM MA!N•INPUT»OUTPUT• 
DI M E N : i D N : • • A '. Y • A <.: •:: • A • • Y Y < A'. xxx • A •. Y Y Y • A . 
REAL * .LENGTH 
LOGICAL LINE.Dc.I 'S.DEFL""-

I f--'L-T i'^1- h' ' i P h - H ' E l c " ! 

M O . O r i I S = l E - 0 5 i T = .T>.^UU0. I LEMGTH=o£0. i l.lIDTH= S:S:. iX.P = CiijijijC". 
YP= CiUijh.}, ~p= I-;SS1.I IiEPTH=>:iii. 1 E:DIST=S-:£:5:1. I ADIST=3c": : l . 
IOUG=.FAL:E. 
PRINT*." 011 POINT C O G F D I N A T E : '•"•.XFV."«YF'.".',.ZF,."v 
C D N : T = 1.S7 SC'PT':t*T'S'' 
COMPUTE THE POINT DRAWDOWN WITH BOUNDARIES 

RP=SC'RT • • XP-O. (IJ ••c'+ • YP-O. 0 ' **S+ CP-O. 0' ••£' 
Y''4' = !14.G»EPFC I C 0 N ; T » R P ' -RP-I 
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C filHi EFFECTS DF 100 IMAGES HUE TD E H C H DF THE TWO BOUNDARIES FDP THE PDINT 
EXXA=O.O 
EXX£=0. 0 
A=ADI3T+0.0 
E=BI<IST-(I. 0 
JO 7000 IkI=1-50 
IF<IKI/£.NE.1KI»£;'EXXA=EXXA-£.*A 
IF<1K1/£.EQ.IKI*£.:' EXXA=EXXA-£.«B 
IF(IKI/£'.NE.IKI*£J EXXB=EXXE+£.*B 
IF UKI -£.E&.IK1*£J EXXB=EXXB+£.»H 
RFI A=SC'PT ((XP-iJ. iy> ••£+<'YP-EXXA > ••£+ (ZP-0. !})••£) 
RPIB=SCRT < (XP-0. ij' ••£+'.YP-EXXB> ••£+ (ZP-0. 0>••£':• 

7i;ifu;i v'.4.' =Y'4> +114. t>EPFCOSDNST^RPIR'> /RPIH/1'. 
l;+l 14. **ERFC <CDNST*RPIB> /RPIB/K 

C DUTPUT FDP POINT SINK IN M/'LPS 
PRINT*." PDINT SINK DRAWDOWN'M'LPS>= "ii'(4' 

i>4.33084£9'?5 
r. 
C DEFINE THE NUMBER DF DIVISIONS FDP INTEGRATION IN EACH DIMENSION 
C NDTE: NIHV MUST BE DIVISIBLE BY 3 FOP 3-'8 THS RULE INTEGRATION. 
C 

ND1V=1£ 
HIJP=NDIV/:: 

r. 
C Z-DIMEN3ION INTEGRATION LDOP 
C 

TTT=0.0 
DO 30 II I = 1 T M U P 
DD 31 IIJ=1.4 
IF a IJ. EQ. 1. AND. III .EC. 1 •' XXX (I I J) = 0. 0 
IF •-" 11 J. EC. 1. AND. 111. GT. 1 ' XXX <I IJ ' =KXX'4> 
I F • 11 j . 6 1 . v> x x x < \ i j< =xxx< 11J-1 • +HEPTH/FLDAT• NIUv• 

C Y-DlMEN'IDh INTEGRATION LOOP 
r. 

TTARE = U.O 
DD 40 1=1.NUP 
DD 41 1J=1,4 
IF a J. EC. 1. AND. 1. EC. I) XX • I J • =0. u 
IF '-I J. EC. 1. AND. I. GT. 1 > XX'. I J' =XX (4) 
IFUJ.GT.l-' XX'.IJ'=X>:aj-l:'+WIIiTH-'FLDAT(NDIV) 
X 'A ' = 0. 0 
RP=SCPT' '.XP+LENGTHE. 0' ••£+ > VF- <XX< 1J' -WIDTHS. Of>**l 

•1+ <:ZP- <XXX < 11J' -DEPTH.- £. 0•' J ••£> 
Y':4) = 114.t.*EF'FC 'CDN:T*PF'1 ''FP-'H 

/ 
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C RHP EFFECTS DF 100 IMAGES DUE TD ERCH DF THE TWO BOUNDARIES FOP THE F'DINT 
EXXH=XX'IJ'-WlDTH/£.0 
EXXB=XXtIJ>-l.aDTH/£.0 
A=AB1ST+XX<1J'-WIDTH- £.0 
E=BIf IST-XX •:: IJ - +I..I IDTH - £ . 0 
DD 7 I K I = 1J5CI 
IF<IKI /£.NE.IKI*£> EXXfi= EXXfi-£.*R 
IF<IKI/£.ECUKI*£> EXXR=EXXA-£.»£ 
I F < I M / £ . N E . IKI»£> EXXB=EXXB+£.*B 
I F a K ' I / £ . E Q . I K I * £ > EXXB=EXXB+£.*A 
PPI A=SiJ.FT <. CXP- (X (4> -LENGTH'S. 0' "> • •£+ CYP-EXXAi • • £ 

$+ (ZP- (XXXCIIJJ-HEPTH/2. 0)>••£> 
PPIB=SQRT<<XP-(X<4>-LENGTH/2. 0)>••£+ (YP-EXXB)••£ 

S+ (IP- (XXXaIJ) -DEPTH-£. 0>) • • £ 
7 Yf4>=Y(4>+114.6*ERFC<CDNST*PPin'/RPIfl/K 

$+114. t>EF'FC <CONST»PPIB> .--PFiB/h 

C X-DIMENSION INTEGRATION LDDR 
r 

TRPER=0.0 
DD 45 J=J,HUP 
X',1 ' = X ' 4 ' 
Y v 1 :• = Y <4> 
DD 10 I I = £ - 4 
X <11 > =X •: I I-1 ::> +LENGTH/FLOAT <NDI V> 

C DETERMINE THE EFFECT DF THE PERL WELL 
RP=SC'PT i <XP-•: X < 11 > ~LENGTH-'£. 0' • **£+ 'YP- ' XX' IJ.' -WIDTH- £. 0>:. • •£ 

J.+ C2P-'XXX', 11J> -DEPTH-£. 0>'> ••£;' 
Y <I I :• = 114. e.»EPFC <COHST*PP) /RFvt 

C ADD EFFECTS DF 100 IMAGES DUE TD EACH DF THE TWD BOUNDARIES 
EXXR=XX'IJ'-WIDTH £.0 
EXXB=XX'1J'-WIDTH£.0 
H=RDIST+XX'IJ'-WiriTH £ . 0 
E = B D I S T - X X ' I J ' + W l D T H - £ . 0 
DD 5 IKI = 1. ? I'I 
IF< IH i ,£ .NE. IK I *£ ' EXXA= EXXA-£.»H 
IF •: IK1- i .EQ. IKI*£ • EXXH=EXXH-£ .»B 
IF':.IKI/£.NE. IU*£> EXXB=EXXB+£.*B 
IF ( IK I /£ .EO. Ih I•£.' EXXE=EXXB+£.»H 
RPIR=SQRT' '.XP-'X' I I '-LENGTH'S, fn ' • •£+ 'YP-EXXH'*»£ 

1+ QP- '.XXX * 11 J • -DEPTH- £. 0 • ' ••£':• 
PPIE=SfiPT <'XP- 'X ' I I ' -LENGTH • £. 0' • ••£+ 'YF-EXXB • • • £ 

!.+ ' ZP- 'XXX •: I I J ' -DEPTH £. 0 ' ' • • £ ' 
5 Y' : i I )=Y':H> + 114.':>EPFC'CDH"T*PPlH'', PPlR-'t 

1+114. **EPFC ' C DNS T*RPIB :• •• PPIB-'V 
10 CONTINUE 
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CALL 1NTEG<X, Y.AREA.LENGTH-FLOAT CNDIV)) 
TAPEA=TAFER+APEA 
IF < DEBUG. AND. LINE:' PRINT*." AREA=".-AREA•" TAPEfi=". TAPEfi 
IFCIOUG.AND.LINE)PRINT*." X-APRAY ",Y, 
IF(DEBUG.AND.LINE)PR1 NT*." Y-flRRRY ".Y 

C OUTPUT FOP 1-D SINK IN M-LPS 
IF(fiBS(XXaJ)-MIDTH/2.0-'.LT.lE-05.flND. 

JABS(XXX <I IJ> -DEPTH/2. 0> .LT. 1E-05. AND. LINE. FIND. ABi(X(4) -LENGTH). LT. 
S1E-05--
•JPRJNT*," LINE SINK DRAWDOWN (llv LPS)= "< TAPER 
1*4.830S4£?9?.-LENGTH." LENGTH=". X • 4) 
IF iflBS (XX •• IJ ••-WIDTH- £'. 0( .LT. 1E-05. AND. 

JABS (XXX a I J.) -DEPTH-2. 0) .LT. 1E-05. AND.LINE. AND. BBS (X <4) -LENGTH). LT. 
S1E-0!" 
?LINE=.FALSE. 

45 CONTINUE 
41 YY(IJ'=TAPEA 

CALL INTEG'XX-YY.ARE.WIDTH-FLOAT <NDIV)) 
TTfiPE=TTARE+APE 

C OUTPUT FDP ii-D SIM IN H LPS 
IF' 

JAB: <XXX U I, I) -DEPTH/2. 0'.LT.1E-05.AND.B2. AND. RBS (XX (4' -WIDTH). LT. 
J1E-05' 
SPRINT*." APERL SINK DRHMDDI.IH•:h- LPS;' ="> TTAPE 
J*4.SS0>:42?',?5-'LENGTH*I.IIDTH'.- LENGTH=".X(4)." WIIiTH=" »XX<4i 

40 IF' 
WB;'XXX '.11 J' -DEPTH £. 0».LT. 1E-05, AND. hi.. AND.RBS (XX '4 • -UJIiTHJ.LT. 
IIE-OV' 
Hii=. FALSE. 

:31 YYY(IIJ'=TTAPE 
CALL INTEG • XXX.'.T.', AA- DEPTH/FLDRT (NDIV)) 

SO TTT=TTT+RA 
C OUTPUT FOC 3-D SINK IN ft LPS 

PPI NT*." 3D S I Nt. DRAWDOWN' IV LPS) =".TTT*4.83 (&4£9?5s (LENGTH* 
+(.iiriTH*DEFTH»." LENGTH*" <X' 4). - WIDTH=", XX • 4)." DEPTH="j XXX(4> 
STOP 
END 
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SUEPDUTINE INTEG<X>Y>AREA,H> 
SUBROUTINE TD INTEGRATE A FUNCTION DEFINED AT DISCRETE ARRAY 

AT EQUALLY SPACED INTERVALS H. 
THREE-EIGHTS RULE INTEGRATION (CUBIC POLYNOMIAL FIT) 
POINTS X.Y APPROXIMATED BY fl CUBIC EQUATION. THE APPROXIMATION 
DF THE INTEGRAL IS THEN COMPUTED BY THE INTEGRATION 
OF THE FITTED CUBIC OVER THE INTERVAL BETWEEN X<1) AND XO»). 

DI MENS IDN X C4>, Y <4> t C C4,5) > COEFF <A'> 
AREA= (Y C1 > +3. *Y <£.') +3. *Y (3) +Y <4) > *3. •H'S. 
RETURN 
END 
FUNCTION ERFCOO 
FUNCTION SUBROUTINE TO APPROXIMATE THE COMPLEMENTARY ERROR FUNCTION. 

REA!i*<X 
IF <;;<;. GT. 5.0> GO TO i o 
EPFC = l . + .c7S3?3*X+.£'3uJ;3'?<*:-->X+. 0009?£»»X*X+. 0?S108*X*X*X»X 
ERFC=ERFC*ERFC*EPFC*EPFC 
ERFC=1./ERFC 
PRINT*!. X-ERFC 
RETURN 

10 PI=ACOS' : -1 . .J 
PR INT*.PI 
ERFC=1-X-1 ' ( i * X * * 3 ' + 3 / •4*>:**5)-l5/ <S• X• • 7':• +105x (.16*X*»9' 

+-945'' ' .3£>X**l l J 
CDNsEXP':-AMINl <X*X>5[ili. > • •• SJ'P'T(PI> 
ERFC=ERFi>COH 
RETURN 
END 


