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CHAPTER 1
INTRODUCTION

The development of high-temperature, liquid-dominated geothermal resour-
ces will require the production and ultimate disposal of large volumes of
fluids. Subsurface injection of the wastewater is the only environmentally
acceptable scheme for disposal of most geothermal waters primarily because of
moderate to high concentrations of dissolved salts. Relatively high waste
water rejection temperatures and large discharge volumes also require subsur-
face disposal. The feasibility for long-term, large volume reinjection of
spent geothermal fluid in the United States has yet to be established.

One critical area of concern is the movement and effects of the fluids as
they enter the subsurface formation. In order to insure that the objectives
of an injection program are realized without undue risk of environmental
deterioration, a method to predict and monitor the movement of the injected
fluid is necessary. Numerous case studies have demonstrated that the major
uncertainty associated with attempts to predict the movement of injected fluid
is the presence and orientation of fractures. High permeability fracture
zones can serve as conduits for injected fluid and can channelize fluid move-
ment in a Tlocalized and unpredictable fashion. Development of monitoring
approaches which allow major fluid carrying fractures to be mapped and charac-
terized would help to guarantee successful long-term reinjection programs.

Careful measurement and interpretation of pore pressure response to solid
earth tides has the possibility of identifying the nature and orientation of
the primary fluid conduits away from the injection well. This information
would be useful in developing flow models that accurately predict behavior of

spent fluids in the injection zone. The appeal of this approach is that no



other remote sensing technique is capable of mapping fracture orientation at
depths below a few thousand feet. The target parameters for tidal reservoir
testing are the same as conventional testing. However, because the driving
forces are directional (tidal strains are tensors), the spatial orientation of
the preferred flow conduits will be manifested in the well pressure record.

Preliminary work done by The University of California Léwrence Livermore
National Laboratory (LLNL) on data taken at the Raft River Geothermal Area
indicates that the nature of connected (i.e., pore or fracture) porosity and
fracture orientation can be estimated from the analysis of pore pressure
response to solid earth tidal strain.

Subsequent work by Terra Tek Research (Salt Lake City, Utah), has ex-
tended the theory to allow for the more complex situation in which drainage to
and from the fracture to the formation takes place. Terra Tek Research has
successfully field tested this approach in a hydraulically stimulated oil well
in an active western Canadian oil field located adjacent to the Eastern Rocky
Mountain thrust belt (Hanson, 1982). In addition to work done at LLNL and
Terra Tek Research, an effort is currently underway by the Department of
Energy, Mines, and Resources, Canada, to investigate the feasibility of char-
acterization of isolated natural fractures in deep crystalline rock masses
using the solid earth tidal strain approach (Bower, 1982). This investigation
js directed toward the subsurface containment of radioactive wastes.

It is clear from the above that fracture orientation evaluation using
fluid pressure response to solid earth tidal strain has applications in a
diverse set of field situations. The rapid development of the method over the
past few years derives primarily from the development of the extremely high
precision quartz pressure gauge and improvements in numerical data analysis

methods for extraction of the small pressure signals in background noise. The




results of the work carried out by LLNL at the Raft River Geothermal Reservoir
in Idaho and subsequent work by Terra Tek Research in fié1d-testing the method
for fracture orientation analysisvfn a stimulated oil well has been suffi-
ciently encouragjng to permit Terra Tek Research to offervthis fracture diag-
nostic method as a commercial sér&ice.

The purpose of this report is to describe in detail the current state of
this technology. Chapter II discusses the nature of solid earth tidal strain
and surface load deformation due to the influence of gravitational forces and
barometric pressure loading. Chapter III investigates in detail the pore
pressure response to these types of deformation, including the cases of a
confined aquifer intersected by a well and a discrete fracture intersected by
a well. For the case in which the fracture intersects a permeable formation,
the solution for the fracture orientation is under-determined. That is,
unless the formation hydraulic parameters are known a priori, there is insuf-
ficient information to calculate the fracture orientation based on simply the
measurement of fluid pressure to tidal strain. Chapter IV discusses the
integration of the tidal response method with conventional pump tests in order
to independently calculate the hydraulic parameters of the fracture-formation
system. With this information available, the solution for fracture orienta-
tion is again over-determined. Chapter V shows how advanced spectral analysis
methods, coupled with correlation analysis can be used to extract the tidal
response signals from the pressure record. Uncertainties in the signals are
estimated using various information-theoretic methods in order to place a
confidence level at which we can safely assume that the measured signal is
indeed of tidal origin. Chapter VI presents a detailed case study of the
method carried out at the Raft River Geothermal Reservoir in Idaho. This study

details the background geology and geophysics of the area and summarizes the



current understanding of the geothermal system. A1l of the analyzed tidal
data is presented and the results of the computed fracture orientation using
the solid earth tidal strain approach are compared with the extensive field
work carried out at Raft River by the Department of Geothermal Energy (U.S.
DOE) over the past decade. Chapter VII discusses the direction that future
work in the continuing development of this technology should take, including:
1) the present need for an expanded data base for the confirmation of present

tidal strain response models, and 2) improvement in response models.
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CHAPTER II
NATURE OF SOLID EARTH TIDAL STRAIN AND SURFACE LOAD DEFORMATION

Solid earth tidal strain is a g]oba1.phenomenon. Every point on the
surface and within the earth is subject to two forces: the force of gravity
due to Newtonian attraction of the mass of the Earth, Moon, and Sun, and the
centrifugal force due to the‘rptgtion of the earth. Because the relative
Jocation of the Moon and Sun with respect to a fixed point within the earth
varies with time, the forces at that point will also vary with time and with
the orbital paths of these bodies. The tidal gravitational potential, and
consequently the tidal force, can be evaluated if the various orbital param-
eters are known. Taking advantage of the work performed by astronomers of the
last century, it has been possible to determine with extraordinary precision
these orbital parameters. A description bf the method by which these param-
eters are translated into an' expression for the tidal‘gravitatfona1 potential
is beyond the scope of this report. However, a detailed description of this
development is given by Melchior (1966, 1978), Longman (1959), and Harrison
(1971). The tidal spectrum is not a simple distribution. Because of the
several gravitational periodicites invoived, corresponding to rotational and
revolutional periodicities, the major tidal energy bands (i.e. diurnal, semi-
diurnal, etc.) are broken down into a complex, but well understood, "fine
structure”. Figure 2.1 shows the main spectral lines of the tidal potential.
Melchior (1966) points out that, although the total number of lines in the
tidal spectrum is quifé large, only five of the lines have real importance
geophysically. These five are the two diurnal tides (0;, K;) and the three
semi-diurnal tides (N,, My, and Sp).

If the Earth was an ideally rigid body, then these applied gravitational

forces would induce no deformation. However, the Earth is not rigid, but
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behaves as an elastic-viscoplastic body with complex rheological behavior.
For our present purpose, the Earth can be considered to behave in a purely
linear-elastic (Hookean) manner to good first approximation. Because of the
non-rigid nature of the Earth, gravitational forces will cause strain deforma-
tion -- both cubic expansion and shear. In order to quantify the magnitude of
these deformations, a knowledge of the distribution of density p and elastic
Lamé parameters A and u from the center of the Earth to the surface is re-
quired. This information can be estimated from tabulated seismic velocity
daté for P and S waves. Sources of this data are given by the Jeffreys-Bullen
and Gutenberg-Bullen models (Bullen, 1975). Takeuchi (1950) was the first to
integrate this data to obtain the theoretical deformation characteristics of
the Earth under applied gravitational forces. His calculations assumed a
Hookean Earth. The results can be easily expressed in terms of three param-
eters: the Love numbers h and k and the Shida number 2. These three param-
eters allow a very practical representation of all deformation phenomena
produced by a gravitational potential. The various theoretical tidal strain
tensor components are simply linear combinations of the tidal gravitational
potential and its spatial derivatives. The coefficients of the linear combin-
ations are the Love and Shida numbers. Further details can be found in Mel-
chior (1966, 1978). The desired result obtained by combining the elastic
parameters of the Earth (i.e. the vae and Shida numbers) and the tidal gravi-
tational potential is the tidal strain tensor e(t) which is a function of

time. &(t) is represented as:

e..(t) o o
e(b) = | o eKA(t) %exe(t) (I1.1)
o ey (t) egg(t)



where e S and egg 3Te tidal strains in the radial, E-W, and N-S direc-

tions, respectively. ekevis the shear strain in a plane tangent to the earth's
surface. It should also be pointed out that the strain tensor components
depend on location (latitude and longitude) at the Earth's surface.

The depth range of interest, namely a few to tens of kilometers, is much
less than the wavelengths of the tidal strain. Therefore, to very good approx-
imation, measurements to these depths can be considered measurements at a free

surface (Melchoir, 1978). Therefore, = 0, as reflected in the form

®Ar = ®ro
of the tidal strain tensor. The cubic dilatation A, which will be useful in
the discussion of pore pressure response in isotropic homogeneous porous rock,

is given by the trace of the strain tensor, namely:
A(t) = err(t) + eAA(t) + eee(t) 4 (11.2)

Since the tidal strain can be represented as a finite sum of constituents,
each of which exists at a specific frequency, it is appropriate to recast the
strain tensor into its Fourier components. Each tidal constituent (e.g. 04,

Ki, No, My, or Sp) is represented by a strain tensor cast in the frequency

domain,
err(wk) 0 0
&)= 1o &, (w ) %8, . (w)
k L (11.3)
| ° 183 g(w) Bgg(wy)

k=1,2, ..., N

where the index k corresponds to a particular frequency (i.e. tidal constitu-
ent).

The following numerical exercise is presented in order to get a feeling ‘iii

for the magnitude of the volumetric tidal strain at the Earth's surface. As



Melchior (1978) points out, A can be cast as a function of the Love and Shida

numbers h and 2 and Poisson's ratio v as:

= 120 o o
8= §5° (20 - 62) 22 (11.4)

where a is the radius of the Earth, W, is the tidal potential, and g is the
acceleration of gravity (not tidal) due to the Earth's mass. Taking Takeuchi's
values of h, and 2, and noting that the tidal gravity perturbation Ag is given

by (Melchior, 1978):

W
= - &2
Ag 3
then - 1-2v - Ag
=5 (2h-62) o (11.5)
= Ag

where Poisson's ratio has been taken to be Vv = 0.25 and h, 2 are 0.606 and
0.082, respectively. Figure 2.2 shows the variation of Ag for the major tidal

constituents as a function of latitude. It is noted that

1 pgal = 1x10-® cm/sec?

980 cm/sec?

g

Therefore, using the above expression for tidal cubic expansion, the My-tide

has a maximum volumetric strain of:

(0.49)(80x10-5)
(2)(980)

N

“n,

2x10-8

It is clear from the above exercise that tidal strains are exceedingly small.
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function of latitude for the vertical component of gravity (from
Melchior, 1978).

10




Because strain is a tensor quantity, tidal deformation will depend upon
spatial direction. The best way to see this is to evaluate the strain quadric.
This is accomplished by evaluating the strain amplitude én along a given

direction in space defined by the unit vector @i, where
o _ T
i = (Cosay, Cosap, Cosaz)

and Cosa,, Cosa,, Cosay are the direction cosines between n and the (vertical,

-N, E) coordinates, respectively. Thus,

5 =f ¢ 0 (I1.6)
or, upon multiplication:
+ Cosa, Cosaj e

5, = Cos2a, e * Cos2a, e., + Cos2aj e

86 AA BA

Figure 2.3 shows horizontal and vertical slices through the quadratic
surface for the 0, and M, strain tensors evaluated at a latitude of 45°. The
quadric surfaces have been normalized so that Wo/(ag) = 1. It is clear that
from this figure that the 0, tide has a distinctly different deformation
distribution than the M, tide. The maximum deformation for the M, tide is in
the N-S direction whereas the maximum for the 0, tide is in the E-W direction.
As will be seen in a later chapter, this will play a major role in determining
the spatial orientation of a fluid-filled fracture.

Deviations of the measured tidal 'strain from the theoretical strain
determined from radially stratified earth models mentioned above come about
through a variety of reasons. The most important of those are: 1) the effect
of loading due to ocean tides, 2) local geologic inhomogeneities and/or dis-
continuities in the elastic parameters near the region of strain measurement,
and 3) topographic effects. The observed deviations, and various attempts to

model them, have been documented by many authors, including Beaumont and
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Berger (1975), Berger and Beaumont (1976), Alsop and Kuo (1964), Harrison

(1976), Prothero and Goodkind (1972), Harrison, et al. (1963), Lambert (1970),

Berger and Wyatt (1973), Farrell (1972, 1979), King and Bilham (1S873), and

Kuo, et al. (1970). The results of these investigations can be summarized as

follows.

1.

The effect of loading due to ocean tides can be significant -- up to
44 percent of the total tidal strain tide for the My, constituent and
13 percent of the total tidal strain for the 0, constituent (Beau-
mont and Berger, 1975). These extreme variations are found near
coastlines where the loading effect is most significant, and in most
cases, diminish to a second-order effect a few hundred kilometers
inland. If cotidal and cophase charts are available for the oceans
adjacent to the nearest coastline, the loading effect can be approx-
imated and therefore removed from the observed strain tide.

Geologic effects are theoretically important near interfaces between
rock types that have radically differing elastic properties. As
Berger and Beaumont (1976) point out, "it is difficult to make
general statements on the effects of lateral variations in the
crust's elastic properties -due to geology on the local strain field.
This results not so much from a lack of mathematical tools to solve
the problem as from the uncertainty in the three-dimensional struc-
ture. Were these 1local variations better known, finite element
models could readily be constructed to estimate their effects."
Topographic and geologic effects at some strain meter sites have
been found to be as large as 25 percent of strain calculated from
the radially-stratified whole earth model. Typically topographic

effects are considerably smaller than geologic effects. In the case
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of geologic effects, however, the spatial variations in the elastic
parameters will be a necessary input to a model for tidal strain. <;;>
Berger and Beamont (1976) have carried out such an analysis at
several sites using relatively simple representations of local
variations in elastic parameters obtained from regional geology and
seismic surveys. This kind of information is often times typically
available for geothermal and petroleum reservoirs. Berger and
Beaumont's modeling results were consistent with the measured tidal
strains. If this kind of site-specific information is not available,
an estimate of the uncertainty in elastic parameter anisotropy must
be made before the effect of geology on the uncertainty in derived
fracture orientation can be evaluated. Clearly more work needs to
be done regarding the effect of local geology on the evaluation of

fracture geometry using solid earth tidal strain.

It is noteworthy that none of the above investigations of anomalous tidal
strain have included the effects of loading due to barometric pressure. There
is considerable evidence in the 1literature to indicate that variations in
barometric pressure can induce measureable ground deformation (Tanaka, 1968 a,
b; Trubytsyn and Makalkin, 1976; Khorosheva, 1958; Urmantsev, 1970, 1975; and
Zschau, 1976). Tanaka (1968 a) found that the ground strain response at Qura,
Japan due to atmospheric loading was roughly 1x10-8/mb in the N-S direction
and 2.5x10-8/mb in the E-W direction for 1oading periods between 5 minutes and
60 minutes. Chapman and Westfold (1956) report barometric loads at tidal
frequencies ranging from 2.8 to 91 pb for the M, tide and 208 to 1482 ub for
the S, tide. We have measured barometric loads at tidal frequencies computed
over a two month period at the Imperial Valley in Southern California, of 18.3 ‘iib
pb, 1358.4 pb, 14.5 pb, 82.3 pb, and 829.7 pb corresponding to the 0y, Ky, N,
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My, and S, constituents. Thus, barometric pressure induced strain, based on
Chapman and Westfold's barometric load amplitudes and Tanaka's response values,
may be as high as 3.71x10-8 for the S, tide and 0.23x10-3 for the M, tide.
Using our barometric loads measured at the Imperial Valley, we obtain baro-
metric pressure induced strains of 4.6x10-1°, 3.4x10-8, 3.6x10-1°, 2.05x10-%,
and 2.07x10-8 corresponding to the 0y, K;, No, My, and S, tides, respectively.
It is evident from the above that the effect of barometric loads must be
accounted for in addressing the question of deviations in tidal strain from
its theoretical value.

For the purposes of this report, we have accounted for the effect of
barometric loading on strain by finding the correlation coefficient between
barometric pressure and pore fluid pressure. Having obtained the correlation
coefficient, the effect of barometric loads can easily be removed from the
fluid pressure data. This approach circumvents the intérmediate step of
estimating barometric pressure-induced strain, since for this report we are
not particularly interested in this parameter. The correlation method will be

discussed elsewhere in this report (see Chapter V).






CHAPTER III
PORE PRESSURE RESPONSE TO TIDAL STRAIN AND SURFACE LOADS

Many examples of pore pressure response to solid earth tidal strain and
barometric pressure loading have been documented in the literature (Robinson,
1939; Richardson, 1956; Robinson and Bell, 1971; Bredehoeft, 1967; Sterling
and Smets, 1971; Marine, 1975; George and Romberg, 1551; Arditty and Ramey,
1978; Bower and Heaton, 1978; Witherspoon, et al., 1978; Rhoads, 1976; Kane-
hiro, 1980; Hanson, 1979; Hanson and Owen, 1382; and Bower, 1982). Models
used to interpret the fluid pressure data are typically based on the theoreti-
cal response of a homogeneous isotropic fluid-filled porous elastic rock
(Arditty, 1978; Bodvarsson, 1970; Moreland, 1978; Bodvarsson and Hanson, 1978;
Bredehoeft, 1967; Van der Kamp and Gale, 1983). Most of the models do not
include: a) borehole storage and well-completion effects, and/or b) the
presence of discrete fluid-carrying fractures. In the following, we present
two models for pressure response to solid earth tidal strain. The first
model, based on Biot's theory of consolidation, is similar to previously
published models for aquifer response to tidal strain. It is presented here
primarily for completeness and will be used later for interpretation of data
from the Raft River Geothermal Reservoir. The second model addresses the
question of fluid pressure response in a single discrete fracture. Both
models include the effects of borehole storage and wellhead completion.

A. Homogeneous Isotropic Aquifer Response to Solid Earth Tidal Strain
and Barometric Loads

Consider a confined single-phase fluid-filled aquifer of thickness L,

permeability k, and porosity ¢, subject to an applied volumetric tida¥ strain
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A=e +e, _ +e (I11.D)

rr 0o AA

-

. . . . .
where et 859 * &, 8 the trace of the tidal strain tensor. Using Biot's

(1941) linearized theory of consolidation, the volumetric strain A and change

in pore volume fraction 8 can be written as:

Mo,p) =F *+ &
(111.2)
8(o,p) =7 + F
with the inverse relationship:
a(a,8) = [% - %] /D
(111.2')
p(8,8) = E% - ﬁ] /0

where D = (KR) L - H™2

and where p is the change in pore pressure, ¢ is the change in hydrostatic
stress, K is the drained wet rock bulk modulus, and H, R are elastic moduli
defined by Biot (1941). Assuming that the fluid is only slightly compressible
so that the mass of fluid per unit pore volume is a linear function of o and

p, the change of fluid mass per unit volume can be expressed as:

m=p, [e . %E] (I111.3)

where P> Kf are the density and bulk modulus, respectively, of the fluid.
Conservation of fluid mass within an elemental volume of the aquifer requires

that:
8tm +Vq=0 (III.48)

where @ is the mass flux through the surface of the volume, given by Darcy's Giii

law:
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T = - (ps k/u) W (111.5)

where p is the viscosity of the fluid and kr is the formation permeability.

Inserting equations (III1.5) and (III.2) into equation (III.4) and rearranging

K

r

__v2 -
H P [

terms, we obtain:

3,0 (11I.6)

| -+
i

f

in terms of an applied stress g, or:

Kk

r
_V2 -
H P [

in terms of an applied strain. Equation (III.7) is the classical Biot storage

¥ %] 9¢p =

3.4 (I11.7)

|
I

v %; ) %2] 9P =
equation. The ratio K/H can be identified as the effective stress constant «
(Nur and Byerlee, 1971) which is the ratio of the volume of fluid squeezed out
of the rock to the total volume change of the rock in the drained condition.
A cased well fully penetrates the aquifer and is open to flow over the total
thickness L. Flow is assumed to be radial from the well axis and in the
horizontal plane only. Conservation of mass at the well-aquifer interface
requires that:

(3,p + A3.p) =0 (II1.8)

Y‘-Y‘w

where L is the well radius and A is a constant to be defined later. Using
the results of Rice and Cleary (1976), one can show that the expression in

brackets in equation (III.7), is identified as:

1 - a-d
ﬁ*%‘f' = 0 9,;—f (111.9)

:ﬂx

This equality is valid only under the condition that all void space of any

elemental volume of rock is continuous and allows free fluid filtration. It

19



is useful to compare equation (III.9) with the definition (DeWeist, 1966) of

specific storage Ss of a homogeneous isotropic aquifer:

S
s _ (1-¢9) .
g = X +%f (111.10)

where g is the acceleration of gravity. We see that the expression in brack-
ets in equation (III.7) closely resembles the specific storage coefficient.

Indeed, setting a = 1 obtains:

w

S

Psd

20l -
Z.EJX

+ & -
Ke

We suggest here that a more realistic expression for the specific storage

coefficient is given by:
S o {om9) L0
o Kf (II1.11)

This is based on taking the 1imit of equations (III.10) and (III.11l) as ¢ » O.
Equation (III.10) implies that a rock with zero porosity has a finite storage,
which is clearly a non-physical result. On the other hand, equation (III.1l)

has a limiting specific storage of
S, % (I1I1.12)

as ¢ » 0. Noting that (Nur and Byerlee, 1971) a =1 - K/Kg, where Kg is the
grain modulus of the rock, as ¢ » 0, K ~» Kg and hence o > 0. Thus, the
specific storage given by equation (III.1l) goes to zero as ¢ » 0, which is
the desired physical result. We will therefore use equation (III.11) as the
definition of specific storage coefficient in the remainder of this report.

We point out here that for many, if not most, rocks, K is sufficiently less

20
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than Kg sugh that a > 0.9, and to good approximation a = 1 is sufficient for

the current work. With the help of equation (III.1l), we can rewrite equation

(I11.7) as:

>,

11.7'
pfg { )

2y - =
v Vep tP aBtA

Assuming an oscillating volumetric strain field of the form & = 4, exp (jwt),
equation (III.7') along with the boundary condition given by equation (III.8)

can be solved in cylindrical coordinates to obtain:

_ %9 1
p r=rpr = < I+T Ao (I11.13)
w s
where T is a function given by:
. Ar  Ki(Ar )
_ _ 1A w 1My
T= wr_ Ko(Krw) (III.14)
and where
) iprS
Aé = ——= 1I1.15

The constant A, which is determined

by the well completion, is easily shown to

be:
20P¢ . .
- T er, open well with free liquid surface
w
A=
' . 2Kf o ] . s
- K L shut-in well with positive
per* r-' wellhead pressure

where L* is the depth of the well.

numerically for its amplitude and

The function T/(1+T) has been evaluated

phase characteristics. Figure 3.1 shows

these results in terms of three-dimensional surfaces for dimensionless pres-

sure amplitude and phase in terms of the dimensionless parameters A/(wrw)

1

and Arw . It is noted that A ~ can be interpreted as a hydraulic skin
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Figure 3.1. Amplitude (top) and phase (bottom) response of a confined homo-
geneous isotropic aquifer penetrated by a well. The |Ar | axis
is linear whereas the A/(mrw) axis is logarithmic. Parafieters
are defined in text. Phase lag is relative to the applied volu-
metric strain.
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depth, or in terms of conventional well testing, a "radius of influence." It
is clear from Figure 3.1 that, for A/(mrw) > 100, the fluid pressure oscil-
lates in phase with the applied volumetric strain, with pressure amplitude

given as:

ap g
D= Sf Ao (11I.16)
S

For A/(wrw) < 100, the pressure response falls off with decreasing A and also
exhibits a phase lag (with respect to 4,) that can be as large as 90°. To
good approximation, equation (III.16) holds if the permeability-thickness

product of the aquifer is:

k.L2

{ 2.4x10% md-ft, open well
"

10.4x10-3L* md-ft, closed well, positive well-
head pressure (L* in feet)
where we have assumed r = 0.1m, p =1 cp, K, = 2.3x10° Pa, and pe = 102
kg/m3.
The weight of the atmosphere pressing on a confined aquifer will cause a

pore deformation and consequently a pore pressure change. The ratio of the

pore pressure change to the atmospheric pressure change is referred to as the
"barometric efficiency” of the reservoir. Jacob (1940) was the first to show
the relationship between the barometric efficiency and the specific storage
for é porous aquifef. We can obtain his result from the simpie exercise that
follows. _Consider a reservoir under non-flowing conditions, then from equa-

tion (III.6), we can write:

3l
]
]
2O} -4
+
i
XIQ
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where p is the change in pore pressure and ¢ is the change in applied hydro-

static stress. Thus, the product of 3p/9c with specific storage is: ;

we assume incompressible grains so that a = 1 - K/Kg = 1. Also, we make use

of the identity (Rice and Cleary, 1976)

where Kg is the grain modulus. Thus, we can write:

1,9
S§E=-pfg¢ R+Kg 1-&
s 30 K¢ 1,90 Kg
R K
now 1 1o _ 1.1 _ 9o where K is the "drained" bulk modulus. Using
R~ H Kg K Kg Kg

typical values for loosely bound rocks, we have that

Kg > Kf >> K
Hence, % ~ % >> %— > %— and the term in brackets is approximately units.
f g
“pcg0
op - 77 |
Thus, SS 56 - Kf (I11.17)

we see that the product of specific storage with barometric efficiency is

directly proportional to the formation porosity ¢.

B.. Discrete Fracture Response to Solid Earth Tidal Strain

In the following discussion, the pressure response of a liquid-filled ‘iii
fracture to solid earth tidal strain will be derived. The simplest model for

A



this situation is a fluid-filled planar fracture of infinite (or very large)
permeability within an impermeable host rock. The definition of "very large"
permeability in this case is that the hydraulic skin depth of the fracture is
larger than any dimension of the fracture. The orientation of the fracture is
defined by the unit vector f which is normal to the fracture plane. The unit

vector i is defined in terms of direction cosines by:
n = (Cos ay, Cos ap, Cos aj) (II11.18)

within the North, East and vertical coordinate system. Maximum volume change
of the fracture is caused by applied strain normal to the fracture plane.

This strain is given, in terms of the tidal strain tensor, as:
S(t) = a ¢(t)n (II1.19)

where the explicit time dependence of the strain tensor is shown. The fluid
pressure response measured at a well which intersects the fracture will be

proportional to the applied normal strain, or:
p(t) = KA e(t)n (II1.20)

where the proportionality constant K, which is unknown, will depend on frac-
ture size, elastic parameters of the host rock, fluid compressibility, well-
bore storage effects, etc. If strain is taken to be positive under compres-
sion, K will be a positive constant. For a fracture with hydraulic skin depth
less than the fracture dimensions, equation (III.20) becomes a convolution
integral in time reflecting the pressure memory of the fracture. The memory
is manifested as a time dependence of K, which depends on fracture permeabil-
ity. Equation (III.20) may be transformed to the frequency domain using

Fourier methods to obtain:
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Blw,) = K E(w ) | (111.21)

where the finite set of frequencies (wk, k =1,2, ...,N) are those shown in ‘;;;
Table 3.1.

The tidal strain tensor near the surface of the earth takes the form:

i e ..(t) 0 0 ]
e(t) = 0 e, () e, o (1) (I11.22)
0 (1) egg(t)

Therefore, equation (III.21) can be rewritten as:
| i®
" I 2 Y
Pluw) = - K13 [Ieee(wk)HleM(wk) I] e
- - i¢k
K a 8 2
* 17 _leM(“’k)“ viggelw )l e Cos®az
- (ITI1.23)
_ - 1¢k
Iéee(wk)l+ vléM(wk)l e C05203

k

|~

=

%

i®
K 1&g(w)le © Cos ap Cos ag, k = 1,2,...,N

+

where the following relationships have been used to simplify the expression:

| v
e = " T (&g * &)

Cos? a; + Cos? ap + Cos? a3 = 1

arg [egq(w )] = arg (&), (w )] = &,
(see Major, et al., 1964)

and &, - arg [Eke(wk)] =+ /2 (111.24)
(see Major, et al., 1964) @
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Table 3.1

Frequencies of Major Tidal Constituents

Yy

Name (cycles/h) k

2Q, 0.0357063506 1
Q1 0.0372185025 3
0, 0.0387306544 5
K4 0.0417807462 12
J1 0.0432928982 16
2N, 0.0774870968 19
N2 0.0789992487 21
Ms 0.0805114006 24
S2 0.0833333333 29
K2 0.0835614924 31
M3 0.1207671010 34
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The (-/+) in equation (I11I1.23) and the (+/-) in equation (III.24) refer to
(diurnal/ semidiurnal) tides. If the measured pressure response at frequency
Wy is now referenced to the tidal potential, and if a value of Poisson's ratio
is assumed, then:

-id

o k
plw, e

= K al(wk) + az(mk) Cos2q, + a3(wk) Cos%ay + ia4(wk)

COSQzCOSdg ’ k = 1,2,...,N ’ (IIIZS)

where the coefficients aj(wk) and the phase of the tidal potential b, are
known.

The possibility of computing a,, ap and a3z (and hence fracture dip and
strike) based on a single-well measurement of the pressure response at various
tidal frequencies is evident in equation (III.25). The solution of the set of
coupled equations given by equation (III.25) can be carried out with either of
two fundamentally different approaches. One approach is simply to solve tge
set of N equations as a nonlinear least-squares problem to obtain not only
fracture orientation, but also the proportionality constant K. The latter may
yield useful information regarding fracture size and/or effective fracture
storage given an appropriate elastic model for the fracture. The other
approach, the one used in the analysis of the Raft River data (see Chapter
VI), is to recognize that although equation (III.25) includes both real and
fmaginary parts, K is real. Therefore, the phase of the measured pressure
signal, when referenced to the tidal potential, will be independent of K.
Amplitude of the measured pressure response, however, depends strongly on K.
The dependence can be eliminated from the problem by evaluating equation
(111.25) for different frequencies W - Since the fracture is assumed to have
large permeability, K will be independent of frequency and therefore will

cancel when ratios of equation (III.25) are computed for different frequencies.
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It is useful to note that equation (III.23) reduces, for a vertical

‘ } fracture (a; = 90°) to:

-

-i¢
ﬁ(wk)e k = K leee(wk)|Coszu3 + Iekk(wk)ICoszaz + 1 Iéxe(wk)ICosaz

Cosaz , k=1,2,...N (II11.26)

and consequently, a vertical fracture with a N-S strike (a3 = 90°, dg = 0%)
has the response:

-io

" k
Flw e

=K |e k=1,2,...,N (I111.27)

aw It

and with an E-W strike (a3 = 0°, dp = 90°), has the response:

Blw, e R legg(w )1, k = 1,2,... N (I11.28)
Thus, for a vertical fracture with either a N-W strike or an E-W strike, the
measured fluid pressure responds in-phase with the tidal potential. Further-
more, based on equation (III.25), a fracture strike in the northwest quadrant
(Cosa,Cosa3>0) and a fracture strike in the northeast quadrant (CosaaCosa3<0)
exhibit equal phase shifts with respect to the tidal potential, but of oppo-
site sign for a given tide. Similarly, for the same strike quadrant, the
diurnal and semidiurnal tides also exhibit phase shifts with respect to the
tidal potential of opbosite sign.

The fracture response model given above does not take into account fluid
leakage into the formation or the effect of a finite fracture permeability.
In the following disﬁussion, we develop a model of a discrete vertical bi-wing
or penny-shaped fracture in a permeable formation (see Figure 3.2). These

fracture geometries approximate the actual geometries of a stimulated (hydrau-
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Figure 3.2. Finite vertical bi-wihg'fracture model and finiie penny-shaped
: fracture model. Formation drainage is normal to the fracture

plane. @
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lically fractured) well. The motivation for choosing these geometries fis
primarily for comparison with conventional pump test models that are currently
being used by the o0il and gas industry for characterizing stimulated wells
(Cinco-Ley and Samaniego-V, 1981; Rosato, et al., 1982).

We begin by observing an element V of volume bounded by the surface
within a fracture. The fracture opening has porosity ¢ and the fluid filling
the open spaces of the fracture has density Ps- The continuity equation can

be written (Duguid and Lee, 1977) as:

%fj/- P 0 dV =10 =‘j(gf (ped) AV +./(%~pf¢<V})ds (II1.29)
5

v v

where fi is the normal to the surface S and'<V;> is the space-averaged velocity
field of the fluid. The fluid velocity can be represented as the sum of the
velocity of the so]id{V;>plus the velocity of the fluid with respect to the

solid, <ﬁ7%s>' or:
Vg =V + (Ve > (11I.30)

Now including fluid velocity components along the fracture and normal to the
fracture (due to drainage to the formation), we may write, in accordance with

Darcy's law:

i ; k
NVgg> = -

S TSN <SR . .
EI gg 2 7,E£ §§ 3 (111.31)

where 2 and % are the coordinates along the fracture and normal to the frac-
ture, respectively. kf and kr are the pefmeabi1ities 6f the fracture and the

formation, respectively. Assuming a slightly compressible fluid so that

pe=p, (1+ %; ) (111.32)
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we can combine equations (III.29) through (II1I.32) to obtain, setting ¢ = 1

and using the divergence theorem for the surface integral in (III.29),

—1 Q-E 1— . -1— .
C setic Veg>o P+ o V- (ped VD)
(I11.33)

k
f r 32
V2% - - 552 =0

where V,2 is the two-dimensional lLaplacian operator in the plane of the frac-

ture. We now make the observation that:

P V.S op
K << 1 and <st) Up << 3%

Thus, we arrive at the diffusion equation:

k

2 = H _ 9, H . vl - _r 92
V2" PR at T gk Ve <V fa_zg , (111.34)

If we assume that the fracture width bf is constant and is propped open,
either by asperities or injected proppant, with material with an incompressi-

bility C (see Snow, 1968), then

'Q’

V=~ g%

5oc 5t (907 P) 2 (I11.35)

(V]

t

where c, is the normal applied stress change on the fracture. In our particu-
lar case, o will be the normal component of the tidal stress. Inserting
equation (III.35) into equation (III.34), and averaging the fluid pressure

across the fracture width, we obtain:

a(on - p) k

-

P RE; Bt ; - v
V2P T RXZ 8t T kb L 8t Kb, f 577 02 = 0 (1I1.36)
-b
£/2
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where the fluid pressure p, with the exception of the integral term, is taken
to be an average value across the fracture. The integral in the last term in

equation (III1.36) can be written as

b
f/2 ro2
3 =5 9P
./P§Eg dz = 2 57

b (111.37)
£/2

where we have assumed a symmetric fluid pressure distribution about the mid-
plane of the fracture.

~ Assuming an oscillating normal stress of the form:
on(t) =0, exp(iwt) (III.38)

It is easy to show that:

= -4 (1I1.39)

where Cr is the hydraulic diffusivity of the formation which is given by

Kk P<g
. rf
Cr T Ss (III.4Q)
Combining equations (III.36) through (iII.39), we obtain:

‘ . b.C 2k - .

f r i i
V22p-&y—(l+—)p-—— Wy =, (I1I.41)

. bfka Kf kfbf Cr kfbe n

The above diffusion equation can be simplified considerably by redefining the

parameters into a dimensionless form:

O T KT (dimensionless fracture conductivity)
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N¢p = E; zgfzj; (dimensionless fracture diffusivity) (I111.42)
oC,pL?
d=— (characteristic time)
r .
kK . ‘i
- _r (porosity - total compressibility
where ¢ct Cr“ product for formation)

1
and (¢Ct_)f = E-b—f

+ L (porosity - total compressibility
Kf product for fracture)

We have adopted the porosity-total compressibility notation as opposed to the
specific storage notation to be consistent with the common well testing liter-
ature. L can be taken to be a characteristic fracture length, which is equal
to the half-length of a bi-wing fracture or radius for a penney-shaped frac-
ture.

With these definitions, equation (III.41) can be rewritten as:

Lngg  Loogp Lingp  keK

v,2p - [“wd + 2 - Viyd ] p=- i[ wd ] o (111.43)
fof

The expression given by equation (III.43) can be simplified even further by
noting that
1

el - o)

Snow (1968) quotes a typical value for asperity incompressibility C of 4.33 x
108 Pa/m. Thus, assuming the fluid is water, the ratio Kf/(be) yields a
value of 5.6x102 for bf as large as 1 cm. This ratio increases for smaller

fracture apertures. Therefore, we can to dood approximation set the ratio

H ];[ d ] «< 1
[kaf s
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and equation (15) reduces to:

jwd 2
Va22p - ﬁ;w * 7S
L N¢p Lo

f0

, _ . ud
Jlud 1p = - oz 9

The two dimensional Laplacian takes the form

9_

* ar

V22 =

3
~S| N
3l

for a penny-shaped fracture in which flow is purely radial, and

(I111.43')

for linear flow. The conservation of mass boundary condition at the well-

fracture interface takes the form

atpl - A 3,p

r=r,,

r=r,,

(I1I.45)

Furthermore, we require a no-flow boundary condition at the crack tip, or:

"
o

3p
EY)

2 =1L

For the case of a vertical bi-wing fracture with height = H,

ngfbf
) nrwzp ka

2b K
ff Hk
nrwsz* f

, open-well with free liquid surface

shut=-in well with positive
* wellhead pressure

For the case of a penny-shaped fracture,
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_ 20bep¢

K open-well with free liquid surface

Ty, f
A=
- 2b K¢ shut-in well with positive
per* f * wellhead pressure

The solution of equation (III.43') subject to the boundary condition given by
equations (II1.45) and (III.46) is:

= 1 3
Prer, " T#T 3; %n

W
where a; = ag + ag

= 4= L ud (111.47)

fD fD
. r e e

and - _ 1Aja — 1. W (bi-wing fracture)

T=- & ann 3 (- )]

AJEI Ki(4a;)1y (J_Z“‘ K1(4r: = )1, (3y)

or T-=

I (Ja1)K, (JET ) + 1 (JET K1 (Yay)

(penny-shaped fracture)

It is important to point out that equation (III.47) has been derived
under the assumption that the pore structure in the formation is not deforming
under the influence of tidal stress. That is, far from the fracture, the pore
pressure is constant. This is clearly not the case, as we showed in the
earlier discussion of pore pressure response in an isotropic homogeneous
aquifer. Therefore, both the deformation of the fracture (i.e. deformation of
asperities or proppant) as well as the deformation of the pore structure of
the formation will influence the measured pore pressure response to tidal
stress. It is easy to show that, under the condition that the formation pore

structure is allowed to deform, equation (III.47) becomes:
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=1 |2 3 .
p‘r:,.w = 1+T[a1 op *+ 32 pm] (111.47')

where p_ is the pore pressure response to tidal strain far from the fracture,
given by equation (I1I.16),

_ apeg

p. = A
® SS o

From equation (III1.47'), we see that:

for a; =0
whHL2(6C, )¢
corresponding to — = 0
f
- T
that p r=r _ I+T Pe (I11.48)
w
and
for ag = 0
% 2
. (uwngC k)%
corresponding to 5 =0
fof
- T
That Plr=r = 13T %n (I11.49)
W

In the first case (ap = 0), the fracture has no storage and the pressure
perturbation at the well is driven totally by formation pore deformation. In
the second case (az = 0), the forﬁation has either no storage or no permeabil-
ity so that the pressure perturbation at the well is driven totally by frac-
ture deformation. Clearly, a realistic case will fall somewhere between these

two extreme cases, determined by the ratio

2n 1 oC . pk |
- ia - -_f -1 = 2 t r
Sl COR oy o [ < :I (I11.50)
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If R<<l, the pore pressure response will be due primarily to fracture defor-
mation. If R>>1, the pore pressure response will be due primarily to drainage ‘;;}
effects caused by pore structure deformation in the formation. In order to
get a feeling for the dependence of R on the host rock permeability, we have
evaluated equation (III.50) under the assumption that the pore fluid is water,
¢Ct = 1.5x10-1° Pa and that the asperity incompressibility is 4.33x10% pa/m.

With these assumptions,
R = 0.9 Jkr(md)

Hence, we see that if the formation permeabi1ity is on the order of 1 md, the
pore pressure response to tidal stress is divided roughly equally between
fracture deformation and formation pore structure deformation. “alith the
exception of the case in which the formation has a permeability in the micro-
darcy range (e.g. crystalline granite), it is clear from the above exercise
that equation (II1.47') must be used as the appropriate general tidal response
model. |

Hooke's law for isotropic elastic bodies, written in tensor form, is:
y

G., = NG, + Zue].k

ik ik

where A and p are Lame's parameters, defined in terms of Young's modulus E and

Poisson's ratio v, as

- _E
A= TRYI-2D)
. E
= zzjq.vs
Thus, the normal stress o, in equation (II1.47') can be written as: ‘iii

g, = AA + 2u fed
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where fied is the normal component of the strain tensor. Therefore, equation

G.ﬂ; (111.47') can be rewritten as:

:Tiz Ae R a2 az
p r=r., sead iew (2unen) + 2 (\) + 2 Pe (II1.51)

The first term in the brackets is the response due to shear deformation of the
fracture. The second term is the response due to a volumetric (isotropic)
strain of the fracture. The last term in the brackets is the response due to
pore deformation in the formation. The multiplier T/(1+T) can be considered a
tidal "transfer function" between the fluid pressure in the fracture and the
measured fluid pressure in the well.

For a vertical bi-wing fracture whose spatial orientation depends only on
strike, it is clear from equations (III.47') and (III.51) that in the most
general case, the measured pressure response depends on four hydraulic param-
eters and one orientation parameter. The hydraulic parameters are: a,, as,
Ss/a, and A/L. For the case of a penny-shaped fracture in which dip is not
constrained, the total number of free parameters is six. We have assumed that
A and p are known and that the strain tensor can be estimated (see Chapter

II). The number of free parameters is reduced for the case in which the

formation permeability kr 0. In this case, a3 = 0 and a; = a,. For a
vertical fracture, there are three free parameters and for an unconstrained
orientation case, there are four free parameters. Since under most practical
situations we usually have amplitude and phase information at the two tidal
frequencies corresponding to the 0; and M, tides, we have a total of four
equations. Therefore, the solution will be unique only under the situation in

which there is little or no drainage to the formation. If there is drainage,

‘iﬁ} the solution will be under-determined. Recovery from the latter situation can
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be accomplished if some of the hydraulic parameters are known a priori or if
information at other tidal frequencies is available. The next chapter shows ‘;;>
how this information can be obtained using a conventional pump test if pres-

sure response data at other tidal frequencies is not available.
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CHAPTER IV
INTEGRATION OF TIDAL RESPONSE WITH CONVENTIONAL
PUMP TESTS FOR FRACTURE CHARACTERIZATICN

The previous chapter indicates that, under some ccnditions, additional
information wiil be required to calculate a unique fracture orientation solu-
tion. A conventional well pump test will, in principal, yield the needed
information. Indeed, with proper test design, it will be possible to obtain
the tidal pressure response information simultaneously with a conventional
well pump test.

Another possible method for determining system hydraulic parameters from
a pressure transient test is that of multi-frequency flow testing (Hanson,
1983). This method is a variation of conventional testing methods that may
allow for better parameter resolution and can also be carried out simultane-
ously with tidal response monitoring.

As an example of the integration of tidal response with a conventional
pump test, we consider a build-up test on a stimulated well with a vertical
fracture (Cinco-Ley and Samaniego-V, 1981). A well is flowed for a time t, at
a constant volume flow rate q and is then shut-in. The diffusion equation

appropriate to this situation is (see Equation III.36):

Fa

{13
N
N

y f ap kr bf/z 32
2n - — =
fof f -

f/2

Rather than assuming an oscillating solution, as we did in equation III.38, we

Laplace transform equation (IV.1) to obtain

bC Pii= 2k Pl
25 - _SH £ I B - SR . | S
Va4p B-K.C (1+ R ) (p = ) b, T (p — ) =0 (IV.2)
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where p =0 is the reservoir pressure prior to the test. Egquation (IV.2) is
the Laplace transform equivalent te equation (I1I1.41), with the exception that
in the present case, the applied external normal stress o, = 0. Following a
parallel development with that presented in Chapter III, we recast equation
(IV.2) in terms of dimensionless parameters. |

vzzp - sd + ZJ-S—d. -

e * Do =0 (1v.3)

P

where d, N¢p» 9¢p° and L are defined in Chapter III. The conservation of mass

boundary condition at the wellface is given by

A, 0Stst,

3¢ (Iv.4)
r=r., 0, tt,

where A will be defined later. The no-flow condition at the crack tip takes

the form

3 =
5%‘ =0 (Iv.5)
2=L

The éo]ution to equations (IV.3) - (IV.5), under the condition of linear flow

within the fracture, is

o| Pl AL (et (IV.6)
r=r s s -
W Ja; tanh [JE;(l-rw/L)]
where
A=
beke
and
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a; = ap + az

a, = ds 2Jds
D

H is the height of the fracture at the wellface.

The pressure history from the beginning of flow at t=0 to time of shut-in
t=t, and later can be obtained by calculating the inverse Laplace transform of
equation (IV.6). An analytic expression for the inverse is likely to be
difficult to obtain. Therefore, a numerical approach (Stehfest, 1969) is the
most expedient. Since there is a discontinuity in 3p/3t at t=t;, a direct
numerical inverse will not obtain a reasonable precision near t=t;. We there-
fore modify the numerical inverse procedure to take advantage of the time

translation operator associated with the term exp(-t,s). Calling

>

L 1

G(s) =
Ja; tanh{a;(1 - r /)]

“|

it is easy to show that

p(t)‘ - p(t=0) = ;f [(l-e'tls)G(S)]
r=r
-! -t (IV.7)
= L1, - L6, Ut

where U is the Heaviside step function defined by

0, tst,
U(t‘tl) = g
: 1, tot,
and the subscripts t and t-t; indicate the time at which the Laplace inverse

is to be evaluated. By this procédure, the function G(s) which is to be

inverted numerically, is well-behaved.
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A least-squares fit to equation (IV.7) to obtain the three system param-

eters AL, nfD/d, and cfo/(sz) will require a considerable computational ‘;;}
effort unless some a priori information is known about the reservoir. However,
under certain conditions, the number of free parameters in the model can be
reduced from three to two. Under these conditions, it is a straightforward
procedure to calculate the mean squared error, or chi-square, as a function of
the remaining two parameters for a reasonable range of parameter values. An
approximate value of the two unknown parameters can be obtained from the
minimum of the chi-square function. These estimates can serve as an initial,
or starting, value for a more refined inversion scheme such as a Marquardt-
type scheme or a grid search. The constraints that decreése the number of

model parameters from three to two are generéted using the following relation-

ships
-1
Jz 1im [s F(s)] = lim f(t)
s ® t-0
o
T tim s F(s)1 = lim f(1),
s>0 te

it is easy to show from equation (IV.6) that

_.~tys
(1) lim dp _ I" Aogyll-e )
- o .
or ]tl:: { Jn_dp/dt )} =y (1. 82)
lim {JEE 99} =Ly (IV.8b)
too at .
t<t, 2yd
(2) lig %% = Jj-‘ AL 1 §75
> zJa-
. Y
or 11m{ 3/4 dp _ °fné
(4t) = AL{— (IV.8¢)
t-0 dt
}t<t1 2Jd
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We have used the time derivative of pressure to determine the constraints in
order to eliminate the requirement of knowing the initial static reservoir
pressure. If this information is known, the above conditions of constraint
are easily modified.

Equations (IV.8a,b) represent the situation in which linear formation
flow regime has been achieved (see Cinco-Ley and Samaniego-V, 1981). This
condition 1is exhibited under the condition of high fracture conductivity,
ofD;BOO. The pressure within the fracture equilibrates rapidly and subsequent
pressure changes are due to drainage from the formation. Equation (IV.8c)
represents the bilinear flow regime in which a linear flow occurs simultane-
ously in both the formation and the fracture. A detailed description of the
conditions under which bilinear flow can be expected is given by Cinco-Ley and
Samaniego-V (1981).

As an example, we consider a vertical fracture of half-length L = 100 m,
width by bf = 1 mm, and height H = 50 m. The asperity incompressibility C =
4x108 pa/m and the formation fluid is water. The formation has a permeability

k, = 10 md and a porosity-total compressibility product ¢C, = 7.3x10-11 pa-1,

The well is flowed for 24 hours at a volume rate of 10 m3/hr and is then

shut-in. Under these conditions, Oep = 83.3, Ngp = 241.5, d = 20.1 hr, and AL

= 4.8 psi. Thus, the three model parameters are:

ag -1
0 - 9,29 hrt
2/d

Nfo
d

12.02 hr-t

AL = -4.8 psi

Figure 4.la shows the pressure history and Figure 4.1b shows the time derijv-

ative of the pressure history based on the numerical Laplace transform inver-
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mEoaratom e ot wybees iste fF mtpipann Too S ldEVIvSL wurt 80 Luan Gendt wl
swon of equat1on (IV 6) F1gure 4. 2a shows the eva1uat1on of the constra1nt
AN TR TR N EA e “u’;?‘a”; o TR

g1ven by equat1on (IV 8a) for the 11m1t of 11near format1on f]ow From this
’ ZioapiTiaatal . ShTandatn

f1gure it is clear that the plotted funct1on is approach1ng asymptot1ca11y a

ye]ge_rqggh]y‘f44.§up§1/{hr The actua] va]ue 15 g1ven by

bl (R FRY s TIPSR SS

2 g CobnoeconTno paad o daf ArlpET WL ("
(AL)( fo ) ( 4 8ps1)(9 29hr 1) ’-d4.s psi/Jhr :

Figure: 4:2b "is vatplot of thé constraint’given’by” equation:(1Vi8c)! From:this
figure, we conclude that) at least ‘priorto”shut-in, ‘the bi=1inear“flow regime
5" hot-obtained:~ This observation’ i%- substantidted by ‘Figure '4.2¢, which is"a
plot' of -the ‘¢onstraint “given by ‘éguation (IV.8b). ~It ds-cléar that, priorito
shut-in, the fracture “conductivity’ is large enough for - the' flow -regime’ to
approach a linear formation flow. This figure shows that the ‘constraint ‘given
by ‘equation - (IV.8b)asymptotically “dpproaches =-4401" psi/Jhr-wWhere again the
actual value §57284:6 psi/yhes &0 vl S SEon o D e e g s

' Ai'éécond examplé’ Fsiipresented ‘which' i's ‘identical ‘to -the' example given
above with- the exception-that the fracture half-length' L is increased from 100
w-to 1000 m. ~ With'this modification, o = 833, ngy = 241.5, d = 2:01x10°

hrs; and:AL = -48 psi:-!Thus, the three model parameters are"

i)
2Jd

i)
d

-l
2.938x10-2 hr 2

1.2x10-2 hr-!

AL = -48 psi

Figure 4.3a shows the pressure history and Figure 4.3b the time derivative of
the pressuré: history “under these-'conditions.®'-Again, *we ‘have plotted-ithe
equations of constraintigiven by equations (IV.8a;b,¢). “Figure 4:4a shows the

linear formation flow congtrain given by equation (IV.8a). It is clear that
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the asymptotic value of (AL)(ofD/Jd) = 1.41 has not been reached after 300
hours into the test. Because of the large fracture length, there is probably
still a component of the bilinear flow regime contaminating this information.
Bilinear flow is clearly indicated by Figure 4.4b which is a plot of the
constraint given by equation (IV.8c). The discrepancy between the theoretical
asymptotic value

1
“ -k

ag
(ALY 8 ) = -8.23 psi-hr
24d

N

and that shown in the figure, namely -7.1 psi-hr 2, is likely due to the
approximation inherent in a numerical Laplace transform inversion.

The fact that the bilinear flow dominates prior to shut-in is substanti-
ated by Figure 4.4¢c which shows a plot of the constraint given by equation
(IV.8b). The theoretical asymptotic value, which is not reached prior to

shut-in, is

fp | _ :
(ALY( — ) = -1.41 psi/yhr
2/d

The examples presented above are primarily for illustrating the fact that
the flow parameters for a fractured reservoir can in principle be obtained
given some realistic model for the reservoir. We have chosen a vertical
bi-wing fraCtﬁfé model to be consistent with the tidal strain response model
given in Chapter III. It is not surprising, therefore, that the model pre-
sented here shares the same hydraulic parameters as the tidal response model.
Given an evaluation of these parameters by a conventional pump test, the
non-uniquenesé of the fracture orientation model given by equation (III.47)

can be overcome.
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Figure 4.la. Pressure history during a drawdown-buildup pressure transient
test. Well is shut-in at t = 24 hours and L = 100 m.
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dp/dt (psi/hr)
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Figure 4.1b. Time derivative of data shown in Figure 4.1a.
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Figure 4.2a. Linear formation flow constraint given in equation (IV.8a).
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Figure 4.2b. Bilinear flow constraint after shut-in
given by equation (IV.8c).
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Figure 4.2c. Bilinear flow constraint before shut-in
given by equation (IV.8b).
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Figure 4.3a. Pressure history during a drawdown-buildup pressure transient
test. Well is shut-in at t = 24 hours and L = 1000 m.
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Figure 4.3b. Time derivative of data shown in Figure 4.3a.‘
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Figure_4.4a. Linear -formation flow constraint given in equation (IV.8a).
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Bilinear flow constraint after shut-in
given by equation (IV.8c).
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Figure 4.4c.

Bilinear flow constraint before shut-in
given by equation (IV.8b).
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CHAPTER V
SPECTRAL ANALYSIS, CORRELATION, AND ERROR ESTIMATION

Extraction of information from signals of tidal origin requires the use
of Fourier spectral analysis methods. However, due to the fact that the tidal
spectrum is a Tine spectrum with all energy contained within a finite Dirac
delta distribution (ignoring the small non-linearity introduced by the ocean
tide loading effects), certain modifications of conventional spectral analysis
methods are required. These modifications make use of the fact that the tidal
frequencies are known with great precision which consequently reduces the
number of degrees of freedom of the problem and therefore improves the tidal
amplitude and phase estimates. This improvement of tidal signal resolution
was first discussed by Munk and Hasselman (1964) for the simple case of two
neighboring spectral lines. An extension of this approach to the full tidal
spectrum is discussed in some detail by Godin (1972). One can show that this
approach can improve signal resolution over the classical Rayleigh resolution
criterion. The latter states that, for a signal record length L, two spectral
1ines separated in frequency by Af can be resolived if LAf21/2.

In the following, we will present a discussion of line spectral analysis,
beginning w1th the 1dea11zed case of a cont1nuous s1gna1 of f1n1te durat1on
‘followed by the case of a d1screte]y sampled signal of finite durat1on.
‘Assuming that, in the practical case, some amount of noise will be present in
the signal, a formulation of the variance-covariance matrix and the subsequent
trans]at1on to uncerta1nty in the amp11tude and phase for each tidal constitu-
ent w111 be presented |
.» We will first begin with the ideal case of a noiseless continuous tidal

signal f(t) on the time interval -L/2 £ t £ L/2 consisting of N discrete fre-
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quencies {wy, Wy, ..., wN} with amplitude and phase distribution {a;,¢q;

as,ba; ...; aN’¢N}' The signal can be represented by the sum:
N
f(t) = nil anCos (wnt + ¢n) (V.1)

The finite Fourier transform of f(t) evaluated at frequency W is given by:

~ L/
Flw) =2 /Z ™kt f(t) dt (v.2)
-2

which, upon insertion of equation (V.1l), obtains the following expression:

N . .
If we npw define:
2 =ae'’n (V.4)
T=12y, Ly ...y 7 | (V.5)
F= (Fwg), Flwp), ...\ Flu} (v.6)
SLCLBE o

Equation (V.3) can be recast as a set of N equations and N unknowns, given by

the matrix equation:
A°Z+A I*X=F (v.8)

where the elements of A’ and A" are given by equation (V.7) and 2; is the com-
plex conjugate of Z. The unknowns, namely amplitude and phase the tidé]

constituents, are contained in the complex vector Z.
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Separating the real and imaginary parts of equation (V.8),

Re F=(A" +A ) Re 7
- + - - (V.9)

ImF=(A -A)ImnZ
The complex vector Z = Re Z + ilm Z can be written as:

Z=H ReF+iH InF (V.10)
where H = (A+ + A-)-1

- - - (v.11)
H o= (a" - A7)t

Equation (V.10) gives the vector of N unknown complex tidal constituents
in terms N complex finite Fourier transforms and two real symmetric matrices
H* and H that serve to couple F with Z. The finite Fourier transforms can
easily be estimated using numerical integration methods. It is important to
point out that the coupling coefficients depend on the duration L of the
signal and the location of the frequencies in the tidal spectrum, as indicated
by equation (V.7). It 1is also noted that, as the duration of the signal L

géts large, that
and thus

where Skﬁ is the Kronecker delta and I is the unity matrix. In this limit,
7 > Fx (v.12)

and thewcomp1ex tidal constituents become uncoupled from each other. It is
clear from the above that, if a conventional Fourier analysis of a finite

length of data is carried out for the purpose of extracting the tidal constit-
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uents (see equation (V.2)), an error in the estimates will be found due simply

to the finite length of data independent of any noise that may also exist on

the record. This is discussed in some detail by Blair (1979). Therefore,
equation (V.10) should be used over equation (V.12) for the purpose of ex-
tracting tidal information from a record.

If the tidal signal is a discretely sampled function and not a continuous
function, the form of equation (V.10) is maintained although the expression
for the matrix elements Atkn given by equation (V.7) is modified to take into
account the discrete sampling. The derivation of this expression is similar
to that presented for the continuous case although the algebra is somewhat

more involved. Therefore, the results will simply be stated:

M

T:'(‘”k) = ‘Z%E ni-M f(nat)e Mt (v.2')
* Sinf(w, * w.) L/2]

A=At k™) -
kj L S‘ln[(wk £ wj) At/2]

where L=(2M-1)At and the solution vector Z is obtained by equations (V.10) and
(V.11). It is evident from equation (V.7') that as At+0, the expression for
Aikn approaches that for the continuous case, namely equation (V.7).

The variance-covariance matrix, which contains the necessary information
to estimate the uncertainties in the computed amplitude and phase of the tidal
constituents, can be formulated relatively easily. The formulation presented
here assumes that the noise, n(t), is "white" --vthat is, the amplitude of its
ensemble average is uniformly distributed with respect to frequency. If the

noise is random, it is automatically "white" noise (Goldman, 1968). We assume

that the noise-contaminated signal is given by:

g(t) = f(t) + n(t) (V.13)
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where f(t) is given by equation (V.1l). Assuming again for the purpose of
illustration a continuous signal, as opposed to a discretely sampled signal,
we may define:

L/
*7 [eiwkt n(t) dt]

C=A"Z7+A 7%+ (V.14)

riro

col
-L/2

where we have simply replaced f(t) with g(t) in equation (V.2). The last term
in brackets is a column vector whose elements range from k = 1 to k = N. 7 is
again the true spectrum (no noise) of the tidal record. If T is defined as

the measured value of the spectral constituents, then we can also write:
G=A T+ A rx (v.15)

Defining an error vector between the true values and the estimated values of

the spectral constituents as:

—

=7-T

we can use equations (V.14) and (V.15) to derive the following expressions:

L/2
Re ;57‘ = % (A"’ + A-)'l / [COS (u)kt) n{t) dt] col
-L72
(V.16)
L/2
mér=2 (-t {Sin (w, t) n(t) dt]co]
-172

where the terms .in brackets are column vectors whose elements -range from k=1

to k=N. The ensemble averages of the following expressions are now obtained:

(a) {(Re 8r); (Re &), >
(b) <(Im &r); (Im &7), 5 (v.17)
(€) (Re &¥); (Im 1), >
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with the assumptions that the noise is a stationary time series and is also

"white", then the ensemble average of n{t)n(t') is given by:

<n(t) n(t' )= 2n S (w) 6(t-t')

where So(w) is the noise power spectrum. If we assume that the signals are

band-limited such that no energy exists beyond the Nyquist band, then

_ Vv3At
So(m) = (v.18)
where v2 is the mean-squared error of the signal and At is the sampling rate.
With the same algebra, it can be shown that the ensemble averages of equations

(V.17) are given by:

<(Re 5Y‘)j (Re 6r)k)= L_ ij , j,k =1,N

— — 2 -
(In &) (In &), = LAt Hip o 3ok = 1N (V.19)
{(Re &1); (Im 5r) > = 0 , 3,k =1,N

where Hi: is given by equation (V.11). For a discretely sampled signal, the
definition for A% given by equation (V.7') is used. v2? can be estimated by:

L/2

v2 = % ./(‘ [g(t) - f(t)]? dt (V. 20)
-172

where f(t) is the least-squares approximation of f(t) using the computed tidal
constituents T. It is easily shown that T is the best estimate of 7 in the
least-squares sense.

Expressions given by equation (V.19) represent the variance-covariance in
the real and imaginary components of the N spectral estimates. It is impor-

tant to point out that, based on these equations, the uncertainty of the
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spectral estimates can be reduced either by increasing the sampling rate (i.e.
decreasing At) or increasing the duration L of the record length. Therefore,
at least in principle, signals of tidal origin, or any stationary repetitive
signal for that matter, can be resolved regardless of the background noise if
the sampling rate is sufficiently fast or the record length is made suffi-
ciently long.

Probabilities can be assigned to the uncertainties in the spectral esti-
mates if a form for the probability density function is assumed. We have
aésumed a two-dimensional normal distribution where the two random variables,
namely (Re S?)j and (Im SF)j, are uncorrelated. The latter is reflected in
equation (V.19) where the ensemble average of the product of these two vari-
ables is found to be zero.

The probability of finding a point (X,Y) in the ellipse defined by the

X = u. ]2 Y - pu2
[ = "] + [TX] = k2 (V.21)
X y

-k2

equation:

is equal to 1-e For the case under consideration, (px, py) are the expec-
tations of the real and imaginary parts of a given tidal constituent and (oxz,
oyz) are the variances of these esfima;es, respectively. Therefore, at a
cbnfidence 1eve1.§, ranging from 0 to 1, the axes of the error ellipse in the

complex plane have half-lengths of:
a= -2 1n(-1-§)'ox
b = J-2 1n(1—§)|0y

1

o , ,
where 5 = [v At H..+]
_ X L 3]
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vaat -
= H..
% T
for the jth tidal constituent. Figure 5.1 serves to illustrate this. Uncer- ‘iﬁ;

h tidal constituent at the confidence

tainties in amplitude and phase of the jt
level £ can easily be obtained by numerically mapping the above error ellipse
from the complex domain (real, imaginary axes) to the amplitude-phase domain.
In the practical case, the measured pressure record will include effects
due to barometric loading and well pumping. These effects must be removed
from the measured pressure record prior to carrying out the spectral analysis
procedure discussed above. A somewhat involved, but straightforward procedure,
is used to accomplish this. Figure 5.2 shows a data analysis flow chart from

data measurement through data interpretation. We begin by assuming that the

measured fluid pressure data can be represented by:
p(t) = f(t) + fb(t) + fp(t) + n(t) (v.22)

where f, fb’ f , and n are the tidal, barometric, pumping, and random noise

p’
constituents, respectively. In general, fb and fp will have fluctuations with
longer periods and larger amp1ifudes than f. We therefore fit a trend func-
tion, using either spline and/or least-squares polynomial fitting, to p(t) to
obtain a first approximation to the sum fb(t) + fp(t). This trend function is
then subtracted from p(t) to obtain a first estimate of f(t) + n(t). Usihg
this first estimate of the tidal component, we carry out a tidal line spectral
analysis as discussed previously to obtain a first estimate of the amplitudes
and phases of the tidal constituents. This signal in turn is subtracted from
the measured fluid pressure data to obtain a second estimate q(t) of the sum

of the pumping and barometric effects. The barometric loading effect at the

tidal frequencies will of course be minimized in this siQna]. In a similar éiii
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fashion, we also remove from the measured barometric pressure pb(t) signals at
the tidal frequencies. The resulting signal r(t) will be used, in conjunction
with g(t) to obtain estimates of the pumping and barometric effects. This is

carried out by minimizing the following integral:

t2
I = [q(t) - BE-r(t) - S, (t)]% dt (v.23)
tl./~ N

with respect to the barometric efficiency, BE. SN is an N-knot spline. The
minimization is carried out by choosing a value of BE, evaluating q(t) -
BE-r(t), fitting an N-knot spline to this function, and evaluating the mean
squared error between q(t) - BE-r(t) and SN over the recording period (t,,
t,]. The process is repeated for various values of BE until I is a minimum.
The result yields: 1) an estimate of the barometric efficiency BE, and 2) an
estimate SN of the pumping component. It is emphasized that we have assumed
that the permeability of the reservoir is sufficiently high so that there will
be no time lag between the applied barometric load and the fluid pressure
response. Criteria for this assumption are given in Chapter III. An uncer-
tainty in the barometric efficiency BE can be estimated by fitting a straight

line to the parametric eqqation

y(t)
x(t)

q(t) - Sy (t)
r(t)

and calculating an uncertainty in the slope BE.
Finally, the pressure signal constituent associated with the tidal re-

sponse is obtained according to:

f(t) + n(t) = p(t) - BE-p (t) - S\(t)
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CHAPTER VI
CASE STUDY - RAFT RIVER GEGTHERMAL AREA

The Raft River geothermal field is a low temperature, single-phase
(1iquid) system located in southern Idaho near the boundary between the Snake
River plain and the Basin and Range province (Figure 6.1). It is situated
within a north-trending upper Cenozoic structural basin filled with nearly
1,600 m of tephra and sediments derived from the surrounding mountains.

North of the Raft River basin is the Great Rift system exhibiting open
fractures in young basalt flows that extend northward 50 km to Craters of the
Moon National Monument. The basin is flanked to the west and south by the
Albion and Raft River mountains which expose gneiss-dome complexes of Precam-
brian adamellite mantled by Precambrian and lower Palezoic metasedimentary
rocks (Felix, 1956; Armstrong, 1968; Compton, 1972). Drill hole data have
demonstrated that a Precambrian and lower Paleozoic metasedimentary complex
directly underlies the Cenozoic fill of the Raft River basin (Dolenc, et al.,
1981). The two principal faults exposed within the valley are two north-
trending normal fault zones along the west side of the valley called the
Bridge and Horsewell fault zones. There is also some geologic and geophysical
evidence (Mabey, et al., 1978) suggesting a possible basement shear, called
the Narrows Structure, that trends northeast across the valley. It has been
noted (Covington, 1980) that the abundance of faults and fractures increases
with depth. In the upper part of tﬁe basin fill the faults dip steeply (60°-
80°) and with increasing depth, fault dip decreases until they become nearly
parallel with the contact between the fill and the Precambrian basement.
Movement along these normal faults produce abundant, and near-vertical, open

fractures near the base of the basin fill (Covington, 1980; Guth, et al.,
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1981). A structure cross-section along line of section B-B' in Figure 6.1 is
shown in Figure 6.2.

In 1971, the United States Geological Survey declared the Raft River
valley a Known Geothermal Resource Area (KGRA). Since 1974, seven deep wells,
ranging from 1176 m to 1994 m, have been drilled (Figure 6.3). Four produc-
tion wells, RRGE-1,2,4, and 5 were drilled near the intersection of the Bridge
Fault and the Narrows Structure. Another production well, RRGE-3, was drilled
away from the major fault zones to see if the resource extended into the
valley. All of the production wells were drilled into the Precambrian base-
ment. Two intermediate-depth wells, RRGI-6 and 7, were drilled further east
for the purpose of reinjecting spent geothermal fluid. These wells are com-
pleted in the Salt Lake formation, a tuffaceous sandstone, siltstone, conglom-
erate sequence. Figure 6.4 shows the distribution of depths and the forma-
tions penetrated by the wells. No significant wellbore skin damage has been
observed at the Raft River wells. From 1974 to 1982, extensive geological,
geophysical and hydrological testing and analyses were carried out at Raft
River under the auspices of the U.S. Department of Energy (Dolenc, et al.,
1981). The Raft River reservoir was an ideal location to test the solid earth
tide response methods because of the vast amount of conventional reservoir
evalution work carried out during the past decade.

Conventional well pumping test data taken between 1975 and 1979 were used
for the tidal response analysis. Pump test duration ranged from 6 to 37 days
with pressure measurement sampling rates of every half hour or every hour.
Wellhead data were obtained during the tests with Paroscientific pressure
transducers. The raw data are shown in Figures 6.5-6.11. Downhole data were
taken with a Hewlett-Packard temperature-compensated quartz pressure probe.

The tidal fluctuations are clearly evident on these data. The pressure record
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Figure 6.5. Raw downhole pressure data at RRGE-1.
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Figure 6.6. Raw downhole pressure data at RRGE-2.
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Figure 6.7. Raw wellhead pressure data at RRGE-3.
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Figure 6.9. Raw wellhead pressure data at RRGI-6.
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Figure 6.10. Raw wellhead pressure data at RRGI-7.
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Figure 6.11. Raw wellhead preésure data at RRGI-7.
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represents the sum of pumping, barometric loading, and tidal strain effects.
In order to isolate the tidal response for further analysis, pumping and ‘ii}
barometric effects were removed. This was accomplished by first removing from
the measured pressure all signals at tidal frequencies using a combination of
Jeast-squares methods and detrending techniques (see Chapter V). Figure 6.12
shows the barometric efficiencies computed in this manner for the wells at
Raft River for which data were available. What is remarkable about these
These variations are due primarily to the nature of the fluid conduits - i.e.,
fracture or pore. Figures 6.13-6.19 show the barometric pressure r(t) re-
corded at Pocatello, Idaho, over the same time periods that fluid pressure was
recorded at the wells. Also shown (crosses) is the value of [q(t) - SN(t)]/BE.
Having obtained the barometric efficiency and a best estimate for the pumping
effects, the barometric and pumping effects can be removed from the measured
pressure record to obtain the isolated response to solid earth tidal strain.
Figure 6.20 shows the solid earth tide pressure response at RRGE-2 removed
from the interference test shown iﬁ Figure 6.6 using the above methodo]dgy.
Tidal gravity is also shown in the fjgure. The resulting pressure signal,
along with the theoretical tidal strain tensor components, are Foufier trans-
formed to obtain amplitude and phase information for the various tidal con-
stituents (see Chapter ,V). Figures 6.21-6.27 show the Foufiérf amplitude
spectra, as determined from equation (V.2), for the tidal pressure response
for the wells. The tidal constituents are clearly seen in these spectra.
Line spectral analysis waé applied to.the tidal pressure data and the theoret-
ical gravity and strain data. Tidal admittance and phase shifts relating the
theoretical volumetric strain and the pore pressure response were computed. ‘;;;

Figures 6.28-6.39 show this information with 90% confidence levels indicated.
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Figure 6.13. Barometric pressure recorded at Pocatello, Idaho (solid line)
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stituents removed.
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Figure 6.14.
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Barometric pressure recorded at Pocatello, Idaho (solid line)
and measured pressure response to barometric loading divided by
barometric efficiency (crosses). Both signals have tidal con-

- stituents removed.
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Figure 6.16. Barometric pressure recorded at Pocatello, Idaho (solid line)
and measured pressure response to barometric loading divided by
barometric efficiency (crosses). Both signals have tidal con-
stituents removed.
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Figure 6.17.
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Barometric pressure recorded at Pocatello, Idaho (solid line)
and measured pressure response to barometric loading divided by

barometric efficiency (crosses). Both signals have tidal con-
stituents removed.
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stituents removed.
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and measured pressure response to barometric loading divided by
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stituents removed.
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Figure 6.21. Fourier amplitude spectrum based on Finite Fourier transform.
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Figure 6.24. Fourier amplitude spectrum based on Finite Fourier transform.
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Figure 6.25. Fourier amplitude spectrum based on Finite Fourier transform.
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Figure 6.27. Fourier amplitude spectrum based on Finite Fourier transform.
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Figure 6.28. Computed tidal admittance showing 90% confidence intervals.
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Figure 6.29. Computed phase shift showing 90% confidence intervals.
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Figure 6.31. Computed phase shift showing 90% confidence intervals.
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Figure 6.34. Computed tidal admittance showing 90% confidence intervals.
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Computed phase shift showing 90% confidence intervals.
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Figure 6.36. Computed tidal admittance showing 90% confidence intervals.
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Figure 6.38. Computed tidal admittance showing 90% confidence intervals.
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Wellhead temperature contaminated pressure at the K, and S, frequencies (solar
tides) is clear in several of the wells analyzed, particularly RRGI-7B.

A confined aquifer model (see Chapter III) was applied to all of the
wells for which data was available for the purpose of computing the specific
storage coefficient and porosity. This was motivated primarily by an interest
in determining the sensitivity of such a simple model for differentiating
fracture porosity from pore porosity in a reservoir that exhibits both. Table
6.1 summarizes the results of this analysis. The effective stress constant a
was taken to be 1 in the evaluation of ¢ and Ss' Only the lunar 0, and M,
tidal components were used in this and later analyses since the K; and S;
components are of solar origin and may contain wellhead heating effects which
will contaminate the measurement. The lunar N, tide is typically of such
small amplitude as to yield a large statistical uncertainty, and therefore was
not used in the analysis. The small calculated porosity and large total
compressibility determined for RRGE-1,2 and 3 are consistent with the hypothe-
sis that the primary production for these wells originates in fracture-domin-
ated production zones. Flowmeter logs and temperature logs (Stoker, et al.,
1977) as well as extensive core analyses (Dolenc, et al., 1981) for these
wells confirm this hypothesis On the other hand, RRGI-6 and RRGI-7, which are
completed in the sedimentary Salt Lake formation, have calculated porosities
of 14% and 16%. These are well within the range of porosities measured by
more conventional methods for the Salt Lake formation. Using values of perme-
ability obtained from conventional well testing to estimate the hydraulic skin
depth, it was found that the above porosity estimates are averages over dis-
tances between 2.5 and 5 km from the well. Calculated porosity for RRGE-4 was

indicative of normal primary porosity even though RRGE-4 is of similar depth
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Summary of Computed Specific Storage and Porosity

Table 6.1

Values for the Raft River Geothermal Field

Well 9oC, (psi-1) . (ft-1) BE ¢ C, (psi-1)
RRGE-1 .3 x 10-7 (04) .4 x 10-7 0.08 0.01 31.8 x 10-8
RRGE-2 x 10-7 (Mp) .2 x 107 0.18 0.04  14.2°x 10-8
RRGE-3 .3 x 10-7 (Mp) .3 x 10-7 0.24 0.05 10.6 x 10-8
RRGE-4 8.2 x 10-7 (M,) x 10-7 0.75 0.24 3.4 x 10-8
RRGI-6 5.3 x 10-7 (04) x 10-7 0.69 0.14 3.8 x 10-8
RRGI-7 x 10-8 (M,) x 10-7 0.30 0.16 8.1 x 10-8
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as RRGE-3 and also penetrates through the base of the Salt Lake formation into
the metamorphic basement complex. In 1978, RRGE-4 was deepened by 137.2 m to
a total depth of 1554.5 m. However, foliowing recompletion neither fractures
nor improvéd production were observed suggesting that primary production of
RRGE-4 remained pore dominated. Core analysis (Communication from D. O.
Enniss, Terra Tek to R. C. Stoker, EG&G Idaho, May 19, 1977) at the 640 m
depth at RRGE-4 indicates an effective porosity of 24.5%, very close to the
calculated results using the tidal response method.

A conventional injection test (Ahmed, et al., 1981) carried out in 1978
at RRGI-7 yielded a value for SSL éf 1.2x 10-2 using an assumed formation
thickness L of 548.6 m. The tidal analysis method, using the same formation
thickness, yields a value of 1.0x10-3 for the same well. Formation thickness
for RRGE-1 and RRGE-2 is ili-defined due to the fractured and heterogeneous
nature of the production zones in these wells. However, using the open-hole
length as an effective formation thickness, the tidal response method yields a
SsL of 1.8x10-% and 4.8x10-* for RRGE-1 and RRGE-2, respectively. A conven-
tional long-term interference test (Narasimhan and Witherspoon, 1977) between
these wells yielded a value of 9.4x10-%. Differences between the tidal re-
sponse method and the conventional pump test for these wells may be attributed
to differences in the nature of the applied load and/or limitations of a
confined aquifer models for interpreting fractured formations. No comparable
conventional well test interpretations were available for RRGE-3, RRGE-4 or
RRGI-6.

The differences in barometric efficiency and total compressibility be-
tween RRGI-6 and RRGI-7 are difficult to account for since both wells are
completed in the same formation and both have similar depth. During an injec-

tion test at RRGI-7 in 1978, a pressure response was observed in RRGE-3 but no
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pressure response was observed in RRGI-6 (Allman, 1978). The report concluded
that the most likely explanation was reservoir heterogeneity in the vicinitﬁEE}
of RRGI-6 and 7 allowing for a hydraulic connection between RRGI-7 and RRGE-3.
This observation may explain the difference in barometric efficiency and total
compressibility observed between RRGI-6 and RRGI-7 and the similarity of these
parameters between RRGI-7 and RRGE-3. |
The fracture orientation model was applied to tidal response data taken
at RRGE-1, RRGE-2 and RRGE-3. Dip and strike were adjusted as discussed in
Chapter III until the theoretical amplitude ratios and phase shifts of the
lunar 0; and M, tidal pressure responses matched the measured.amplitude ratios
and phase shifts. Uncertainties in the dip and strike estimates were computed
by propagating the error in computed spectral estimates of the measured fluid
pressure response as discussed in Chapter V. Figure 6.40 shows the range of
computed strike for fractures intersecting RRGE-1, RRGE-2 and RRGE-3 at the
90% confidence level. RRGE-1 and RRGE-2 have similar computed strikes which
are close to the strike of the Bridge fault. RRGE-3, however, has a computed
strike consistent with the strike of the Narrows Structure. These results
also suggest that, at a high confidence level, primary production at RRGE-1
and RRGE-2 comes from a set of fractures of distinctly different orientation
than the production for RRGE-3. These conclusions based on the tidal response
method are supported by water chemistry studies (Allen, et al., 1979) which
indicate that the waters at RRGE-1 and RRGE-2 originate in the Bridge fault
and are distinct from the waters at RRGE-3, which intersects the Narrows
Structure. Conventional well testing at Raft River indicates that the reser-
voir is anisotropic in the vicinity of the production wells with the major
axis of hydraulic conductivity lying roughly in the north-south dfrectiof,
(Dolenc, et al., 1981). | G
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Figure 6.41 shows a histogram of fracture dip angles measured in core
taken within 200 m of the sediment-crystalline basement decollement at RRGE-1
and RRGE-5 (Guth, et al., 1981). As indicated by the figure, the distribution
is distinctly bimodal with the majority of the fractures having a dip between
40° and 80°. The tidal strain response analysis for dip, which is also shown
on the figure, indicates that production is from the steeply dipping set of
fractures.

Commercial borehole geophysical logging indicates that the Salt Lake
formation sediments, in general, are not very permeable (Dolenc, et al.,
1981). Also, near the base of the Salt Lake formation, considerable thermal
alteration in the form of silica and calcite deposition has occurred (Coving-
ton, 1980). Therefore, the permeability contrast between the fractured pro-
duction zones in RRGE-1,2 and 3 and the surrounding rock can be considered
quite high. This suggests that the simple fracture model consisting of a high
permeability fracture or set of fractures within an impermeable host rock is a

reasonable first-order model for the fractured production zones at Raft River.
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RRGE-5 (from Guth, et al., 1981). Dip estimates based on solid
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CHAPTER VII
SUMMARY AND CONCLUSIONS

Considerable work has been carried out over the last two decades on
characterizing pore pressure response to solid earth tidal strain and baromet-
ric pressure for the case of a homogeneous and isotropic porous rock. In some
cases, these models have been used to interpret measured downhole or wellhead
pressure in terms'of porosity and storage. It has onTy been recently that the
usefulness of solid earth tidal strain for characterizing discrete fractures
in-situ has been recognized. This report presents an indirect confirmation of
the method made through comparison with other information consisting of re-
gional geology, geophysics, reservoir fluid chemistry and hydrology. In a
more direct confirmation of the method, Bower (1982) carried out tidal strain
fracture orientation analysis on shallow wells penetrating crystalline rock.
This work was directed toward evaluating the method as a technique for charac-
terizing discrete natural fractures in crystalline rock for the purpose of
subsurface containment of radiocactive waste. The tidal strain results were
confirmed directly by lowering a borehole televiewer to the packed off section.
Table 7.1 shows a comparison of the orientation using solid earth tidal strain
and borehole TV. It should be emphasized that the borehole TV does not dif-
ferentiate between producing and non-producing fractures and therefore some
care must be taken in comparing these results. Furthermore, we emphasize that
the borehole televiewer yields information about fractured orientation at the
well face only. In the case of a borehole penetrating a pre-existing fracture,
the televiewer results probably reflect the fracture orientation away from the
wellbore. A stimulated fracture, however, will 1likely exhibit orientation at

the wellface different from the orientation of the fracture away from the well
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Table 7.1
Radiocactive Waste Containment Tests -

Chalk River Nuclear Laboratories, Ontario
Canada, 1982 - Borehole CR8*

(Dip, Strike)

Packed Off Interval (m) Tidal Analysis Borehole TV
180.8-196.7 (32°,278°) (20°,280°), (53°,246°)
197.6-240.9 (37°,312°) (36°,313°), (54°,316°)
275.3-281.1 (37°,228°) (31°,248°)

*(1) Boreholes cased and perforated intervals packed off
(2) Completion in crystalline rock - no drainage effects.

From: Internal Report
Chalk River Nuclear Laboratories
June, 1982
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face, causing a televiewer estimation to be incorrect. The tidal method, on
the other hand, can see far from the well face. It is most encouraging that,
at every packed-off interval, there 1is good -correlation between fractures
detected by the borehole TV and the orientation evaluated on the basis of
solid earth tidal strain. These results, along with the work carried out at
the Raft River system, indicate that the analysis of pore pressure response to
solid earth tidal strain can be an exceedingly powerful tool for determining
fracture orientation.

"The advantages of the solid earth tidal strain approach for fracture
orientation analysis are many. Unlike potential field methods (e.g. resistiv-
ity, IP, magnetic proppants, etc.) and most seismic methods, the tidal strain
method has no depth limitations. As in all methods based on fluid pressure
transient analysis, the signal propagation speed is almost instantaneous when
compared with the actual fluid velocity. Therefore, the ability to predict
the migration of injected fluid in a reservoir far exceeds conventional tracer
methods which track the fluid directly. By the time tracer methods indicate a
problem associated with waste water reinjection, it is likely to be too late
to take corrective action to reduce the problem to an acceptable 1level.
Another advantage of the tidal strain method is the modest equipment necessary
to carry out the procedure. Wellhead or downhole fluid pressure measurement
and simultaneous ‘barometric pressure measurement over a"period of a few weeks
is . required. Sufficient pressure measurement resolution is obtained with
"off-the-shelf" quartz pressure gauges.

- What +is clearly -indicated at present is the need for an expanded data

base to test more thoroughly the tidal strain response models. The method has
been applied to date only to fractures exhibiting minimal drainage to the

formation. In the work by Bower (1982), the formation permeability was in the
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microdarcy range characteristic of granites. For the case of the Raft River
system, considerable thermal alteration in the form of silica and calcite
deposition in the pores had occurred in the basement Palezoic metasedimentary
complex. As a result, the formation permeability was greatly reduced. One
cannot typically expect to find this optimum situation. Horizons for geother-
mal waste water reinjection are usually chosen for the opposite reason --
namely a moderately high permeability for the purpose of minimizing pumping
costs associated with reinjection. Often times, however, a large part of the
observed permeability in injection horzons can be attributed to fractures or
other high permeability channels. A good example of this is given by Einars-
son, et al. (1975), for the case of geothermal waste water injection at the
Ahuachapdn geothermal field in E1 Salvador. A rapid response at one of the
wells due to the injection of a tritium tracer slug at a nearby well clearly
indicated channelling, although the total quantity of tritium recovered indi-
cated that most of the injected tritium was lost by migration into the forma-
tion. Another example of flow channelling in injection horizons has been
given in this report. The difference in barometric efficiency found between
the injection wells RRGI-6 and RRGI-7 at Raft River and the similarity between
the barometric efficiency between RRGI-7 and the production well RRGE-3 sug-
gests very strongly that the horizon chosen for reinjection at Raft River is
not isotropic. This was confirmed by a conventional pump test that indicated
a hydraulic connection between RRGE-3 and RRGI-7. The nature of this connec-
tion is not totally clear although the tidal analysis indicates that it is not
a simple non-draining fracture. The calculated connected porosity is much
more consistent with a porous injection horizon (the Salt Lake Formation) than

with a fracture.
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Further testing and use of the tidal strain method in the field is clear-
ly warranted based -on the: results obtained at the Raft. River Geothermal Field
in Idaho and at the Chalk River Nuclear Laboratories in Canada. Several
1ikely candidates for future field testing of the tidal strain method are: 1)
continued work. at Raft River, .2) the Fenton Hill "Hot Dry Rock" system in New
Mexico, 3) geothermal systems in the Salton Trough in Southern California, and
4) other systems in the Basin and Range province. This list contains most of
the expected geologic and hydrologic environments likely to be encountered in
future geothermal development. Potential sites, however, should not be limited
to these.alone. The Raft River system is a most appropriate candidate in that
a considerable amount of knowledge has accumulated over the past decade re-
garding the regional and local structure and extent of the hydrothermal system.
The reservoir exhibits both fracture and pore porosity as well as a demon-
strated -large scale hydraulic connection between the shallower pore-dominated
and deeper fracture-dominated regimes. The conclusions drawn in this report
regarding the Raft River system are based on tidal response data obtained from
conventional well tests. A field experiment -tailored specifically for tidal
strain response. analysis at this reservoir would no doubt improve the resolu-
tion of the data and..therefore refine the-conclusions -reached in this report.

The Fenton Hil1 "Hot. Dry Rock" system . in New Mexico, conceived and estab-
lished by .Los "Alamos: Scientific Laboratory (LASL), is a man-made fracture
system in deep, hot crystalline rock. Cold water is injected into the frac-
ture system. via an-intersecting borehole, is subsequently heated by the rock,
and the hot. water is- then removed.from the system through-a second intersect-
ing borehole. . -Although” the .long-term :economic viability of this type of
system for electrical power production has yet to be verified, there is con-

siderable interest, both in the U.S. and abroad, in its. space heating applica-
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tions. Response of the Fenton Hill system to solid earth tidal strain has
been observed and is roughly 0.02-0.04 psi (personal communication, J. Al-
bright, LASL). The application of tidal strain analysis to this kind of
system include: 1) fracture orientation analysis, necessary for successfully
intersecting the hydraulic fracture with the second borehole, 2) evaluation of
effective fracture size, and 3) long-term fracture dilatancy due to thermo-
~elastic effects.

The Salton Trough is a northward extension of the Gulf of California
spreading center. It is an extensive region of crustal thinning, faulting,
and dike injection which has resulted in many near surface thermal anomalies
of large magnitude. Considerable thermal alteration in the form of silica
deposition within many of the thermal reservoirs has resulted in the estab-
Jishment of fracture-dominated systems. . Local on-going tectonic activity
associated with- the Pacific-North American plate interaction keeps these
fracture systems open. Environmental requirements necessitate that the pro-
duced fluid, which is extremely saline (up to 300,000 ppm total dissolved
solids), be reinjected. Reinjection is also a most important consideration in
the Imperial Valley, where ground subsidence has the potential of modifying
the gravity-driven irrigation in this heavily agricultural area. Pore pres-
sure response to solid earth tides has been observed at the Salton Sea Geo-
thermal Field (Hanson, 1979) and at the East Mesa Geothermal Field (Kanehiro,
1980).

Finally, a typical "Basin and Range" type reservoir should be considered
for the reasons that: 1) these are structurally dominated system usually
controlled by steeply dipping normal faults, and '2) these types of systems
dominate all others in number of occurrences and total thermal energy in the
U.S. and will probably represent the future "type" system for geothermal

energy exploitation.
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The immediate applications of earth tide analysis to geothermal reser-
voirs are three-fold: 1) as a complementary method to be used with conven-
tional pressure transient testing for characterizing the nature of the fluid
conduits (pore or fracture) within the production and injection zones, 2) as a
method for determining the structural nature (i.e. spatial orientation) of the
fluid conduits, and 3) as a method for monitoring long-term structural modifi-
cation of the reservoir due to extensive production or injection which results
in significant changes in effective stress. An example of the latter is given
in Figure 7.1. This figure shows the measured wellhead pressure history of a
shut-in 0i1 well in a Western Canadian oil field (Hanson, 1982). This partic-
ular well, which had been hydraulically fractured, produces from a formation
that is also slightly fractured. The well was shut-in shortly after nearby
wells had undergone a period of injection. It is clear from this figure that
above a certain reservoir pressure, roughly 1330 psi, the behavior of the
reservoir is as one would expect based on the results of Chapters II and III.
At a 90% confidence level, the pore pressure response to tidal strain was less
than 0;1 psi whf]e the static pres;ure stayed above a critical pressure of
1300 psi. However, an interesting phenomena occurred as the reservoir pres-
sure dropped be]ow this critical pressure. During this phase, the response to
tidal étfain eﬁe;gedl énd: fndééd”ﬂwagx amblified- ovér; tge exbecfed response.

Figure 7.2 shows a maximum entropy amplitude spectrum of a 50 hour segment of

the data between t 410 hours and t = 460 hours. There are two possible
explanations for the amplification. The first is that the fractures were
deforming "globally" rather than "locally". Formulation presented in Chapter
IIT uses a local fracture deformation expression (equation III.35) which does

not take into account the effect of fracture size on fracture dilatance. If

this were done, the observed amplication can be easily explained (Hanson,
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Figure 7.1. Measured wellhead pressure at a stimulated well in a Western
Canadian oil field.
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Figure 7.2. Maximum entropy amplitude spectrum of a portion of the data shown
in Figure 7.1. Analysis is on 50 hours of data, from t = 410 hrs
to t = 460 hrs. Amplitude is in arbitrary units.
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1982). The other possibility is some sort of resonance effect between the
fracture elasticity and borehole storage (see for example Bodvarsson and
Bjornsson, 1976). In any event, it‘is c}ear that the response to tidal strain
was very dependent on effective stress. An undgrstanding of this dependency
will be extremely useful for evaluating the dynamics of fracture systems
including in-situ fracture aperture-effective stress interfe]ationships.

The tidal amplification question fs but one of several duestions that
need to be answered. Others include: 1) effects of formation permeability
anisotropy and formation compressibility anisotropy on the determination of
fracture orientation, 2) connection of the-primary subsurface fluid conduit
with other conduits with different hydraulic characteristics or spatial orien-
tation, 3) the effect of non-ideal fracture geometry on tidal response, 4)
optimization of data acquisition methods for improved resolution, and 5) the

practical feasibility of accounting for ocean loading effects in the models.
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