
DISCLAIMER 

Gonr—wL fkiti^tkUoitedSuicsGovcnmieatBoraiiyaj^acrtbercor. n o r a a y o T ^ 
rmplojMi, make* aay wunurty, express or implied, or asnmcs any legal liability or rapoasi-
bffity for the acoiracy. complcteBwa, or wefamwt of any Mormatioa. apparatas. prodact, or O R N L 6 2 4 2 
process disclosed, or rcpreseats tkat it* Me woald sat iafriage privately onmed rights. Refer-
tace kcrcn to aay specific commercial prodact, pmest, or senrice by trade Maine, trademark, OR ft 6 0 0 4 6 6 1 
—~ •" t " i * i , or othenrae doc* sot atxwiarily comitate or asply it* cadorsemeat, rccom-

, or farorng by the Uaited States Govenmcat ot « y ageacy thereof. The views 
of aathors expressed heren do sot acccssariiy state or reflect those of the 

Uaited States Gomaawiil or aay ageacy thereof. 

MODELING OF COMPLEX MELTING AND SOLIDIFICATION BEHAVIOR 

IN LASER-IRRADIATED MATERIALS 

[A Description and Userr fe*1de to the LASER8 Computer Program] 

G. A. Gel st and R. F. Vtood 

Date Published: November 1985 

R-search supported by the Exploratory Studies Program 
of Oak Ridge National Laboratory 

and by the Division of Materials Sciences 
U.S. Department of Energy 

Prepared by the 
0A< RIDGE NATIONAL LABORATORY 

Oak Ridge, Tennessee 37831 
operated by 

MARTIN MARIETTA ENERGY SYSTEMS, INC. 
for the 

U.S. DEPARTMENT OF ENERGY 
under Contract No. DE-AC05-840R21400 

^ 

mmman or rws DOOTT \s nrcira 



i i i 

TABLE OF CONTENTS 

Abstract 1 
1.0 Introduction 2 
2.0 Experimental and Theoretical Background 4 

2.1 Some Effects of High-Power Laser Pulses on 
Semiconductors 4 

2.2 Classical Crystal Growth Theory 8 
2.3 Phenomenologlcal Nucleatlon Theory 10 
2.4 Mathematical Approach 13 

3.0 Model for Heat Transfer and State Change 14 
3.1 General Assumptions 14 
3.2 Enthalpy Form of the Heat Flow Problem . . . . . . . 15 
3.3 Source Term 18 
3.4 Discretization 20 
3.5 Simulation of Nucleatlon 22 

4.0 State Diagrams and Arrays 24 
4.1 The State Diagram 24 
4.2 Transition States, Mushy Zones, and Slush 29 
4.3 State Arrays 31 

5.0 Numerical Methods 37 
5.1 Dynamic Rezone 37 
5.2 Phase Front Location and Velocity 38 
5.3 Treatment o f Thermal Conductivity 40 
5.4 Analytical Approximations of Numerical Functions . . 43 

6.0 Results of Test Calculations 44 
6.1 Accuracy Tests 44 
6.2 Test Runs 45 
6.3 Performance of Methods 52 
6.4 A Complex Multiphase Laser Annealing Example . . . . 53 

7.0 Concluding Remarks 63 
Acknowledgements 65 
References 66 
Appendix A. A Guide to the Use of LASER8 69 
Appendix B. Program Listing of One Version of LASER8 . . 81 



-1-
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[A Description and Users Guide to the LASER8 Computer Program] 

G. A, Gelst 
Engineering Physics and Mathematics Division, Oak Ridge National Laboratory 

Oak Ridge, Tennessee 37831 
and 

R. F. Mood 
Solid State Division, Oak Ridge National Laboratory 

Oak Ridge, Tennessee 37831 

ABSTRACT 
The conceptual foundation of a computational model and a computer 

program based on It have been developed for treating various aspects of the 
complex melting and solidification behavior observed in pulsed laser-irra­
diated materials. A particularly important feature of the modeling 1s the 
capability of allowing melting and solidification to occur at temperatures 
other than the thermodynamic phase change temperatures. As a result, Inter-
facial undercooling and overheating can be Introduced and various types of 
nucleation events can be simulated. Calculations on silicon with the model 
have shown a wide variety of behavior, Including the formation and propa­
gation of multiple phase fronts. Although originally developed as a tool 
for studying certain problems arising 1n the field of laser annealing of 
semiconductors, the program should be useful In treating many types of 
systems in which phase changes and nucleation phenomena play important 
roles. 

This rsport describes the underlying physical and mathematical ideas 
and the basic relations used in LASER8. It also provides enough specific 
and detailed information on the program to serve as a guide for its use; a 
listing of one version of the program is given as an appendix. 
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1.0 Introduction 

In the work described here we developed a nathenatlcal Model and a 

conputer program, called LASER8, for the study of heat conduction and phase 

change problens arising in connection with the pulsed-laser Irradiation of 

semiconductors.1 The need for a prograa like LASER8 arose because of the 

Inability of existing programs, such as HEATING5,2'11 to treat phase-change 

problems with sufficient generality. This difficulty Is overcome in LASER8 

through the Innovation of the state array concept, through which the state 

of the material In each small volure element 1s continuously monitored and 

controlled. Me expect LASER8 to be particularly useful In the study of a 

wide class of problems In which melting and solidification of any material 

occur so rapidly that overheating and/or uhuercoollng of the parent phase 

cannot be neglected. LASER8 also contains provisions for simulating bulk 

and surface nucleation effects under certain conditions. As far as we 

know, these are unique capabilities 1n a computer code and should be of 

widespread interest for a variety of problems. However, 1t should be 

recognized that nucleation theory is st i l l primarily phenomenologlcal and 

requires much further development to be put on a firm theoretical basis. 

LASER8 is presently restricted to treating problems that can be 

approximated by a one-dimensional analysis, i .e . , semi-Infinite, slab, and 

spherically symmetric geometries. It 1s anticipated that this restriction 

will be removed after accumulating a body of experience with one-d1mens1ona1 

applications. 

The computer program 1s not particularly long t»* i t was deliberately 

constructed in a modular programming style; there are no subroutines in the 
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version given here as Appendix B. This method Mas chosen for several 
reasons. First, LASER8 ureaks new ground in the numerical treatment of 
moving boundary problems and Ne expect the program to continue to evolve 
as it is applied more extensively. Secondly, we anticipate that the 
problems for which the program is used will fall as much into the area of 
fundamental research as in the area of engineering applications. As a 
consequence, the program was developed from the beginning in a different 
spirit than that of a program like HEATING5, which can treat many different 
geometries and combinations of materials but is based on overly restrictive 
assumptions about phase changes and does not address the question of 
nucleation. Finally, for problems involving complex state changes, very 
small finite-difference cells, long laser pulses, or various combinations 
of these factors, the running times can become quite long. (For a great 
variety of problems, however, LASER8 is simple enough and fast enough *o 
program and run on a personal computer.) In order to reduce these timer., 
certain segments of the program are "hardwired" for the material being 
studied and analytical fits to functions, rather than table look-up proce­
dures, are used throughout. These restrictions can easily be removed if 
it appears desirable to do so. 

In the next section we first describe two classes of experimental 
observations that illustrate the need for a program such as LASf.kS, ve then 
review briefly classical solidification and nucleation theories, a.id lastly 
give an overview of the mathematical approach we found most useful 1n 
developing the program. In Section 3, a detailed description of the foun­
dations of the modeling and our approach to its Implementation are presented. 
In Section 4, an explanation 1s given of the manner in which chafes of 
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phase and state, overheating and undercooling, and nucleatlon can be treated 
In the aodel. This explanation Involves a detailed description of state 
diagrams and state arrays and examples of how they are constructed and used 
In the coMputer prograM. Section 5 contains discussions of several aspects 
of the nunerical Methods used, and Illustrative results froM the extensive 
testing of LASER8 are provided In Sectlr.n 6. A few concluding remarks 
about various aspects of the work reported here are contained In Section 7. 
Applications of the Modeling to systems other than elemental semiconductors 
are also briefly considered In this section. Appendix A 1s a guide to the 
use of one version of LASER8 and Appendix B 1s a prograM listing of that 
version. These Appendices are reasonably self-contained and a reader may 
find it useful to consult them frequently while reading Sections 3-5. 

2.0 Experimental and Theoretical Background 

2.1 Some Effects of high-Power Laser Pulses on Semiconductors 

Pulsed laser processing of materials, especially semiconductors, is a 
field of condensed matter physics and materials science that has developed 
rapidly over the last few years.1 It has proved to be of considerable 
interest for both applied and fundamental research for a variety of reasons 
discussed extensively in the literature.5 Me are most interested in 1t here 
because 1t provides for the first time a tool for well-controlled studies 
of physical processes occurring far from thermodynamic equilibrium; it was 
the results of such studies that stimulated the development of LASER8. To 
be more specific, radiation of semiconductors with nanosecond (10~ 9 sec) 
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and picosecond (10~ 1 2 sec) pulses from high-powered lasers can result in 

complex changes of the near-surface regions brought about by uitrarapid 

melting and solidification. There are two well-documented classes of 

observations in silicon that illustrate complementary aspects of the phase 

change and nucleation phenomena to be modeled by LASER8. 

The first class demonstrates that when liquid (x) silicon is caused 

to solidify in a 100 direction with a phase-front velocity of 15-20 m/sec 

(by a proper choice of laser pulse), the solid regrows In an amorphous (a) 

rath?r than crystalline (c) state. 6" 8 There is good evidence that the 

melting temperature Ta of a-Si is ~200-300°C lower than T c , 9 the melting 

point of c-Si. From a purely thermodynamic standpoint, the formation of 

a-Si from l-Si would seem to imply that an undercooling of at least T c-T a 

has been achieved without nucleation and growth of the c-phase. Without 

delving into the details of classical phenomenological crystal growth 

theory, i t should be apparant from this example that inclusion of liquid 

phase undercooling is essential in mathematically modeling the uitrarapid 

solidification involved in this example. In fact, interfacial undercooling 

of the liquid is required for solidification at any rate (see Sec. 2.2), 

but for most materials of interest here i t Is only at relatively high growth 

rates that the effects of undercooling become important. 

The observation complementary to the foregoing one involves the pulsed 

laser melting of an a-Si layer, formed on a substrate by a variety of tech­

niques, and the subsequent solidification of the X.-S1. 1 0 " 1 5 Since this is 

the situation used 1n describing the model developed here, we will consider 

the experimental results in somewhat more detail than for the preceding 



-6-

case. The upper schematic Illustration In Fig. 2.1 represents the Initial 
condition of the sample; it consists of a c-Si substrate with an a-S1 sur­
face layer formed directly in the c-S1 by, for example, Ion Implantation. 
When this a-Si layer is partially melted by a laser pulse, highly under-
cooled i-Si is formed (T * T a at the interface between the a- and x-SI). 
After such a pulse it 1s observed that two regions of polycrystalline 
silicon (p-Si) have been formed and the extent of these regions varies with 
the pulse energy density E*. For values of E A just above the threshold for 
melting of the a-S1, only a fine-grained (FG) p-Si is formed. As E x is 
increased, a region of large-grained (LG) p-Si begins to appear in the 
region nearest the surface, followed in succession by the FG material, the 
a-Si, and finally the c-Si substrate; this situation Is Indicated in the 
lower Illustration of Fig. 2.1. As E A is Increased still further, the LG 
region increases at the expense of the FG arvi amorphous regions until both 

BEFORE AMORPHOUS SILICON 
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F1g. 2.1. Illustration of the morphological changes Induced by pulsed 
laser Irradiation of an a-S1 overlayer on a c-S1 substrate. 
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of these regions disappear altogether. At sufficiently high values of E^, 
the LG p-Si is no longer formed and only single crystal material is observed. 
The lowest energy density at which this occurs is interpreted as the E A 

required to melt through the a-c interface and produce liquid-phase epitaxy 
from the c-Si substrate; the c-Si formed in this way is virtually defect 
free. Further complicating this already complex behavior, is the recent 
observation 1 6 that in some instances large-scale three dimensional features 
may be superimposed on the essentially planar morphologies of Fig. 2.1. 

He saw. in the above two examples that large undercoolings of A-Si are 
an important o.^ect of the solidification behavior of pulsed laser melted 
silicon. As already mentioned in the Introduction, one of the primary 
motivations for the work described here was to develop a method for including 
overheating and undercooling in the calculations. Also, as already noted, 
to adequately treat the many cases arising in practice it would seem 
necessary to Include an approximate method for simulating nucleation events 
and their effects on the heat flow problem. Consider, for example, the 
case illustrated in Fig. 2.1 in which FG and LG p-Si are formed from under-
cooled I-Si that 1s separated from the c-Si substrate by an a-Si layer. It 
1s generally thought that nucleation of some form, heterogeneous or homo­
geneous bulk nucleation or nucleation at an Interface, is required to explain 
the observation of a crystalline phase formed from a liquid phase completely 
embedded in an amorphous or glassy matrix. Provisions for simulation of 
nucleation phenomena have been Incorporated Into our modeling through the 
Introduction of nucleation temperatures and timers, as described below. 
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2,2 Classical Crystal Growth Theory 

The classical phenomenological theory of crystal growth 1 7" 1 9 expresses 

the velocity of a liquid-solid interface as the difference between forward 

and reverse kinetic rate constants, i .e . , 

v - Kf - K,. . (2.1) 

Kf is the rate (in velocity units) at which atoms leave the liquid and join 
the solid, while Kp is the rate for the reverse process. Kf and Kp are 
generally considered to represent activated processes and are expressed as 

Kf » A fexp (-AH« / kT) (2.2) 

Kp = Apexp (-AH** / kT) . (2.3) 

A H * S and A H S A are the activation energies, defined by reference to Fig. 2.2, 
and T is the temperature. From Fig. 2.2 it can be seen that AH* S — A H 5 * is 
Lc, the latent heat of crystallization per atom. By simple algebraic 
manipulation of Eqs. 2.1-2.3, an expression for the melt-front velocity can 

C9 a. 
Ml z 
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K r « K e / -
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K f * K * 
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F1g. 2.2. Kinetic processes at the Hqu1d-sol1d Interface. Lr 1s the 
latent heat of crystallization. W 1s the width of the Inter-
fad al region. 
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be obtained in the form 

v = M T i M l - exp(- (Lc/kT c) (AT i / ty ) } , (2.4) 

in which Tc is the crystallization temperature, T-j is the "interface tem­

perature", and the interfacial undercooling ATj is given by AT̂  = T C - T-J. 

The ratio of the pre-exponential factors in Eqs. 2.2 and 2.3 is fixed from 

the equilibrium condition that the phase interface (melt front) be sta­

tionary, i . e . , v = 0. An expression such as Eq. 2.4 is important because 

i t demonstrates that ATJ * 0 is necessary for any motion of the interface 

and illustrates how the velocity of the melt front may depend on atomic 

processes in the interface region. In other words, this means that under­

cooling of the liquid is required for solidification and overheating of the 

solid for melting. Here we will be concerned primarily with undercooling, 

but the requirement of overheating for melting should be kept in mind. 

From conventional heat conduction equations, 2 0 the velocity of a planar 

interface for crystallization can be obtained from the one-dimensional heat 

flux boundary condition at the liquid-solid interface, i . e . , 

$ ' M « | f = Kx[grad T ] M - KjCgrad T ] i f S . (2.5) 

The product Adx is the volume of material changing phase in time dt, p is 

the density, KA and K$ are the thermal conductivities in the liquid and 

solid respectively, and the notation indicates that the gradients of T in 

the liquid and solid are to be evaluated at the interface. I t 1s usually 

assumed in calculating the gradients that the interface is at the thermo­

dynamic phase change temperature T c . This assumption together with Eq. 2.5 

and the heat diffusion equation (see Sec. 3.2) are frequently referred to 

as the Stefan problem. 2 1 " 2 2 We note again that 1f the Interface temperature 
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were actually T c, ATJ in Eq. 2.4 would be zero and there Mould be no move­
ment of the phase front. For snail values of AT-J and large temperature 
gradients, the errors made In calculating the gradients as though the inter­
face were at T c should be very small, and the velocity of the interface 
given quite accurately by Eq. 2.5. If ATJ becomes large, this may no longer 
be the case, particularly because of the activated rate constant appearing 
in Eq. 2.4. It will then be necessary to explicitly introduce interfacial 
undercooling effects into the calculations; this Is precisely one of the 
problems LASER8 was designed to address although a discussion of it will 
be deferred to a later publication. If the motion of the melt front is 
controlled by Eq. 2.5 it 1s said to be heat-flow limited and if it is con­
trolled by Eq. 2.4, it is said to be limited by the interfacial kinetics. 

2.3 Phenomenologlcal Hucleation Theory 

Nucleation theory 1 7» 2 3» 2 l f deals with the problem of how a new phase 
begins to form In a material not initially containing that phase. Me will 
assume that some type of nucleation event must occur In order to Initiate 
growth of small nuclei, sometimes called embryos, of the new phase. The 
nucleation events may occur at free surfaces or Interfaces, at Impurities 
or Impurity aggregates, or they may occur homogeneously In the bulk of the 
pure material through statistical fluctuations. In the case of amorphous 
materials formed by 1on Implantation, sputtering, or electron beam eva­
poration, 1t 1s possible that minute Inclusions of crystalline material 
are embedded 1n the amorphous phase. 
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Although most metallurgists apparently feel that true homogeneous bulk 
nucleation is rare, a simplified theory of it will be sketched here to illu­
strate the general ideas involved in phenomenological nucleation theories. 

To be specific, let us assume that a molten material, totally devoid 
of impurities, is enclosed in a container with which it has no interactions 
that will themselves serve to nucleate a phase change. As the temperature 
of the liquid is lowered below the thermodynamic phase change t&aperature, 
the liquid phase becomes metastable relative to the solid phases. At any 
given undercooling, clusters of atoms may begin to form into solid-like 
configurations. However, these clusters will generally be unstable because 
the surface energy of the phase interface is greater than the energy gained 
by formation of the more stable solid phase. Stated another way, the 
liquid is constantly undergoing local fluctuations from the liquid to the 
solid state, but the probability that the fluctuations will result in solid 
nuclei large enough to be stable and to begin to grow is exceedingly small. 
As the temperature is lowered still further the size of a critical nucleus 
becomes small enough and the fluctuations large enough that stable nuclei 
can form and grow. The nucleation rate then increases so rapidly over a 
small temperature range that ic is a good approximation to speak of a 
ftucleation temperature. 

The foregoing can be stated more quantitatively for spherical nuclei 
as follows. For a nucleus of radius r the change of free energy associated 
with the formation of the nucleus 1s given by 

AG - 4wr 2a + 4wr 3AG v/3 , (2.6) 

1n which a and aG v are the surface and volume free energies, respectively. 



-12-

Setting dAG/dr - 0 gives 

r* = -2a/AGv , n* = 4*r*3hV/3 (2.7«) 

and 

AG* = 16*o*/3[l<*,)2 . (2.7b) 

r* is radius of the critical nucleus in the undercooled liquid, n* is the 
number of atoms in it, and Ny is the number of atoms per unit volume. If 
the difference in heat capacity between the liquid and crystalline solid 
can be neglected, AGy can be expressed in terms of the interfacial under­
cooling as 

AG V = -LcATi/Tc . (2.8) 
The surface free energy is seldom known accurately, which makes it difficult 
to estimate AG*. For our purposes, however, it 1s sufficient to recognize 
that AG* is the free energy barrier that must be surmounted for a nuclei to 
reach critical size and begin to grow. The temperature at which this occurs 
can be referred to as the nucleation temperature, T n. 

The nucleation rate 1s given in terms of AG* by 

I = IoexpJ-AG*/^) , (2.9) 

in which IQ has the units of cm" 3 s" 1. The nucleation rate may be a dif­
ficult quantity to determine experimentally 1f it is high because of lack 
of time resolution in the experiments. Again, however, from the standpoint 
of our present goal of roughly simulating nucleation processes, It 1s 
enough to recognize that a nucleation temperature and rate, or a time 1f we 
deal with the reciprocal of I 1n Eq. 2.9, can be used 1n the simulations. 
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It Is apparent from the foregoing discussion that nucleation events 
are likely to be two and three dimensional processes and we must be con­
cerned about how they can be simulated in a one-dimensional calculation. 
Frequently it may be that this can only be done In some quite approximate 
way. Me will discuss this later after the finite-difference equations have 
been Introduced. 

2.4 Mathematical Approach 

A variety of methods for treating moving boundary problems was investi­
gated during the course of the development of LASER8. 2 5 We sought a method 
that would enable us to study the physical problems discussed above and 
that would serve as a basis for a flexible and efficient finite-difference, 
or finite-element,26 computer program. A method apparently first developed 
by Rose 2 7t28 w a s finally chosen. As discussed in the next section, this 
method emphasizes the fundamental role of enthalpy in a phase change process 
and uses the temperature simply to determine the heat fluxes. This has the 
advantage that the determination of a phase or a state of 2 small volume 
of materiel is based on Its enthalpy content rather than its temperature. 
Thus, a phase change can occur, in principle, at any temperature, with the 
result that overheating and undercooling can be included in the formalism. 
A relationship between the extent of overheating or undercooling and the 
velocity of the phase Interface mus1: be specified as a boundary condition 
(see the discussion in Sec. 2.2), bu-: this condition need not be restricted 
to the commonly used requirement thit the phase change occur at the equi­
librium thermodynamic melting temperature. For the same reason, nucleation 
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effects can be treated because a Material can be overheated or undercooied 
to £ prescribed nucleatlon teaperature and held there for a prescribed tlae 
before the latent heat of the nucleating phase coaes into play. To realize 
the full flexibility of this method, the various changes of phase and 
state, and the conditions under which they can occur, can be specified by 
a state array. The only fundaaental restriction on the state array Is that 
all of the processes Involved aust conserve energy. This will be Illustrated 
In detail In Sec. 4. 

3.0 Model for Heat Transfer and State Change 

3.1 General Assumptions 

The laser-irradiated sample is Modeled as either a slab or a seal-

Infinite solid extending in the positive x-directlon and coaposed of up to 

nine layers, each of arbitrary but uniform thickness. The laser pulse 1s 

assumed 1) to have a cross section large compared to the depth Into the 

sample for which significant teaperature rises occur and 2) to be homoge­

neous in energy across any y-z plane. In practice, condition 1) is easily 

realized and, with care, 2) can probably be approximated adequately although 

complete homogeneity is basically unattainable. As a result of these con­

ditions, the laser annealing process can be treated as a one-d1mens1onal 

problem, provided that any nucleatlon effects to be Included can be simu­

lated within the framework of a one-d1mens1ona1 approximation. As already 

mentioned, this will be discussed in more detail below. 
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The optical and themal properties of the Individual layers of the 

sample may be functions of temperature, phase, and st?te. For example, with 

reference to the case Illustrated In Fig. 1.1, 1t Is well known that the 

Materials properties of a-, c- v and A-Si are quite different (see Fig. 5.1 

for the themal conductivity of a-, c-, and I -Si ) , but I t Is also likely 

that a property such as the thermal conductivity of polycrystalllne silicon 

depends on the grain size and orientation. Provisions for handling these 

differing properties are Incorporated Into the computer prograa, but I t Is 

often difficult to know reliable values of the Input data for a complex 

state. 

The left boundary, I.e. the surface at x = 0, 1s assumed to be Insu­

lated. Calculations have shown that this 1s a good approximation for laser 

pulses of nanosecond and picosecond duration because the times Involved are 

too short for convection or radiation losses'* to be important. Should 

convection and radiation losses become Important for long duration pulses, 

they can easily be incorporated into the model. If the sample is semi-

infinite, the temperature of the right boundary is assumed to remain constant 

at its initial value throughout a calculation. Calculations for a finite 

slab may require other boundary conditions. The way in which the right 

boundary is actually treated in the finite-difference calculations is 

described in Sec. 5.1. 

3.2 Enthalpy Form of the Heat Flow Problem 

I t has been customary 1n the past 1n trie vast majority of treatments 

of heat flow problems to maintain the temperature distribution T(x,t) in 
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the sample at the focus of attention. In the laser Irradiation case, thlj 
leads to the usual partial differential equation for T(x,t) with the 
expression for the energy In the laser pulse providing a source, or heat 
generation, term.1* He have not found this a convenient Method for dealing 
with problems 1n which phase change's can occur at temperatures that May 
vary during the problem, e.g., when undercooling must be taken Into account. 
Instead, we have employed the above-mentioned Method developed by Rose, 
which Is based on an enthalpy formulation of heat flow. 2 9 Although 1t 1s 
straightforward to convert the differential equation for T(x,t) Into an 
equation for the enthalpy, for completeness and to remind the reader of 
some of the approximations Involved, Me will derive the enthalpy equation 
directly from the usual energy balance condition. In Integral form this 
condition 1s given by 

£ /pedv = /Sdv + /kvT • nda = 0, (3.1) 
V V A 

In which p 1s the density, e the Internal energy, and K the thermal conduc­
tivity 1n a given differential volume element dv. S 1s the heat generation 
function describing the effects of the laser pulse and n 1s an outwardly 
directed unit vector normal to the element of area da. The left hand side 
of Eq. 3.1 1s the rate of change of the energy stored 1n the volume V, the 
first term on the right hand side Is the rate at which energy 1s generated 
by the laser pulse and the second term 1s the rate of change of stored 
energy due to conduction Into and out of A, the surface bounding V. The 
heat balance equation at any time 1s Illustrated schematically 1n F1g. 3.1. 
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F1g. 3.1. Schematic Illustration of heat balance In a small volume of 
materia]. 

The enthalpy h Is related to the internal energy and the pressure p 
by the equation 

e = h - p/p, (3.2) 

which when substituted in Eq. 1 gives 

g | iCprt - p]dv = fsdv + JKVT • nda . (3.3) 
V V A 

The pressure is generally assumed to be independent of time during a phase 

change30 (isobaric process) and Eq. 3.3 then becomes 

3 ! Jphdv = fsdv + fKVT • nda. (3.4) 
V V A 

Application of the divergence t.ieoren; to the second term on the r ight hand 

side and interchange of the order of integration and d i f f e r e n t i a t i o n y ie lds 

/ a f < P n ) d v B J*" + / v ' (WT)dv (3.5) 
V V V 

Since Eq. 3.5 1s true for any volume element, we finally obtain the enthalpy 

equation 

~(ph) - 7 • (KvT) + S. (3.6) 

In one dimension this becomes 



-18-

which Is the starting point for the LASER8 discretization. One further 
simplification Is often possible because p 1s very nearly Independent of 
temperature a n <j phase for nany Materials, e.g. silicon, and hence does not 
change with time. 

3.3 Source Tera 

The absorption of energy from the laser pulse and the conversion of 
this energy into heat provide the source term, represented by S in Eq. 3.7, 
In the problem. This term can become very complicated and a detailed treat­
ment of it here would be inappropriate. Instead, we will provide a simple 
illustrative treatment that is valid for many cases and then briefly indi­
cate some of the complexities that may arise. 

Because the penetration depth of the laser radiation may be comparable 
to the region over which significant temperature changes occur, it 1s not 
accurate to assume that the laser pulse can be represented simply by a flux 
term at the surface of the slab. In order to model the absorption of the 
laser pulse accurately, the source term must be made a function of depth 
as well as time. For a constant absorption coefficient a (linear regime), 
the absorption of light by a solid or liquid follows an exponential law. 
In such a case, the amount of energy penetrating to a particular depth at 
time t can be approximated by 

S(x,t) - (1 - R(x,t)) P(t)oe-«*. (3.8) 

where R(x,t) 1s the reflectivity of the sample and P(t) gives the variation 

in Intensity of the laser pulse with time. Reflection of light from a 
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material is not a purely surface phenomena and can therefore depend on both 
x and t, primarily because of the change in temperature and phase with x 
and t. For simplicity, we assume that R is a function only of the temper­
ature and phase of the surface finite-difference cell. The separation of 
the absorption function into a product of time-dependent and x-dependent 
factors will also not be discussed. P(t) is often very nearly a gaussian 
for solid state lasers, but can have complex forms for gas lasers. A typ­
ical excimer laser pulse shape is shown in Fig. 3.2. Although the sharp 
structure on this pulse need not be duplicated, the overall shape should be 
reproduced resonably well. In order to determine the amount of energy that 
is deposited in a finite region of the slab, the factor aexp(-ox) in Eq. 3.8 
can be integrated to obtain 

KrF (248 nm) LASER PULSE 
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F1g. 3.2. The time dependence of a typical excimer laser pulse. 
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f*2 oe-« dx = -e-«* \ 2 . (3.9) 
J *i «i 

This expression when substituted back into Eq. 3.8 leads to a very simple 

analytical relation for determining the Internal heat generation rate in 

any finite-difference cell of the sample. 

I t nay happen that the absorption coefficient a 1s not constant and 

then the sinple treatment given here no longer holds. I t is not difficult 

to include temperature- and intensity-dependent (nonlinear) absorption in 

the modeling but this has not bean implemented in the present version of 

LASER8 because the values of a for the laser radiation used in the experi­

ments modeled to date are so high (> 106 cm*1) that these effects are 

unimportant. For long-wavelength radiation, such as that from a C02 laser, 

a for a semiconductor can be expected to be a complex function of doping 

concentration, temperature, radiation-induced free carriers, carrier dif­

fusion, etc. In such cases, separate routines for the calculation of a 

and R(x,t) may be usefully Introduced. 

3.4 Discretization 

Equation 3.7 was discretized using the classical forward time dif­

ference scheme. This gives an explicit method for updating the enthalpies 

from time step n to n + 1. For the 1-th cell 1n the bulk of the material 

the finite difference equation becomes 

(3.10) 
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It should be noted that the effective thermal conductivity for heat con­
duction between cells 1 and i+1 is given as an average of the conductivity 
in the two cells. The question of how to treat the conductivity of a cell 
that is partially solid and partially liquid is discussed in Sec. 5.3. 

The boundary cells must be handled differently from bulk cells. The 
cell at the surface will be discussed here and the one at the back boundary 
in Section 5. Since the surface is assumed to be insulated in the present 
version of LASER8, the appropriate boundary conditions on the temperature 
and energy profiles can be obtained by reflection of these profiles in the 
plane of the surface. The second order discretization scheme can then be 
preserved if the surface cell is assumed to be half as wide as a bulk cell 
and the method of images is used. Thus, the equation for the surface node 
becomes, 

n+1 n 
"1 - " 1 _ M*KZ / T n Tn* . «.n ,, i n 

p A t — 7rTZT { T 2 " T l ' + sl ( 3 * u > 

There were two main reasons why a more complex discretization scheme 
(for example Crank-Nicholson) was not used. First, the intensity of the 
source term 1s often so large and changing so rapidly that small time steps 
are generally required to describe 1t. The Intensity of the laser pulse 
may also cause the melt front to move at very high velocities (as high as 
100 m/s). The advantage of using higher order schemes 1s that they typi­
cally allow much larger time steps at the cost of computational effort. 
Since 1n most of the cases of Interest here the time step must be small to 
track the front accurately and model the laser pulse satisfactorily this 
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advantage Is lost. Second, state arrays are set up on the assumption that 
only one change of phase can occur 1n a tine step. This 1s a reasonable 
assumption only 1f the tine step 1s small. If a large time step were used, 
•ore than one path through the state array night yield an energy balance, 
thus leading to a lack of uniqueness in the solution. Again since a snail 
tine step is needed to model the probien with sufficient accuracy, the 
explicit finite-difference scheme proved computationally more efficient 
than more complex schemes. 

3.5 Slnulation of Nucleatlon 

He now turn to a brief discussion of the extent to which two- and 
three-dimensional nucleatlon events can be simulated in a one-dimensional 
calculation. He assume that a nucleatlon event releases latent heat and 
rapidly raises the temperature of the just-formed embryo to some temperature 
greater than that of the surrounding undercooled liquid; for convenience 
let us assume that this temperature is T c, the melting temperature of the 
crystalline material. If the undercooling is large, very large temperature 
gradients will be set up and the flow of heat from the growing nuclei may 
be wry rapid, depending on the thermal conductivity of the liquid. If 
many nucleatlon events occur in close proximity to one another and more or 
less simultaneously, the temperature of an extended region will be raised 
nearly uniformly. The composition of the material in this region will be 
a mixture of solid and liquid (referred to as "slush" 1n the next section). 
As the heat 1s conducted away from this region, the nuclei will continue 
to grow until the material completely solidifies. 
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Now assume that a planar phase interface, separating an undercooled 

liquid such as i-Si and a solid such as a-Si, is present. The thermal 

conductivity of l-Si is an order of magnitude or more greater than that of 

a-Si. Suppose that a nucleation event occurs at or near this interface. 

The heat liberated will flow rapidly into the liquid and much less rapidly 

into the solid. Again, i f the density of nucleation events occurring nearly 

simultaneously is high, the temperature of the JL-Si will be raised more or 

less uniformly and the planar interface approximately preserved. Rapid 

liquid phase epitaxial regrowth can be thought of as a limiting case of this 

type of situation. Every lattice site is a potential nucTeation site and, 

at least for a rapidly moving interface where step growth is relatively 

unimportant, the nucleation events over the interface occur virtually simul­

taneously; in this case a one-dimensional calculation would seem to be 

justified. 

In view of the above discussion, we conclude that the density and 

frequency of nucleation events, the volume to which they are confined, and 

the relative magnitude of the liquid and solid thermal conductivities will 

be important in determining the adequacy of a one-dimensional calculation. 

Unfortunately, it is unlikely that reliable Information about nucleation 

processes in a given situation will be available. We must then reiy on the 

experimental results and the agreement between these and results of model 

calculations to establish the adequacy of a one-dimensional calculation, 

ex post facto. 
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4.0 State Diagram and Arrays 

Me have discussed above the general assumptions of our Model, the 

boundary conditions, and the discretization scheme. He now turn to the 

two most Important Innovations of our approach. In order to cope with the 

conplexetles of the problems we wish to address, I t Is necessary to have a 

scheme in which the Material in each finite-difference cell can change Its 

phase or its state in accordance with a set of prescribed conditions and 

subject only to the requirement of energy conversation. In order to accom­

plish this, we have Introduced the state diagram and the state array which 

are discussed in this section, together with the interpretation of the mixed 

two-phase state referred to as "slush". 

4.1 The State Diagram 

Figure 4,1 gives a form of the entire state diagram for the case of 

silicon, while Fig. 4.2 shows a schematic of the region in the neighborhood 

of the liquid-solid transitions on an expanded scale. The state diagram is 

drawn in a manner that reflects our emphasis on enthalpy as the most useful 

thermodynamic quantity. We note here that a horizontal line on the state 

diagram corresponds to the evolution of latent heat at constant temperature, 

and therefore to a first order phase change. There 1s good evidence that 

a-S1, unlike true glasses, undergoes a first order phase change on melting 

and solidifying. Let us consider several examples of a succession of 

changes and transformations that may occur 1n a small volume element of 

material subjected to heating and cooling. 
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Fig. 4.1. State diagram for silicon. The zero of enthalpy 1s taken as 
that of the crystalline material at the melting point of c-SI. 
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F1g. 4.2. State diagram for silicon 1n the neighborhood of the solid-liquid 
phase transition or an expanded scale. 
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In the first example, we assume the material to be initially c-Si and 
to be subjected to slow heating and cooling. As the sample is heated, the 
temperature and enthalpy increase along the line labeled "crystal or large-
grain poly" on Fig. 4.1 until Ec and T c on Fig. 4.2 are reached. The 
material undergoes melting along the line marked "slush," with the tem­
perature remaining constant at T c, while the enthalpy changes until enough 
latent heat is absorbed to completely melt ttr volume of material under 
consideration. At E A C on Fig. 4.2 the temperature of the liquid begins to 
increase again with increasing enthalpy and continues to do so until the 
vaporization line is reached. If at some time after melting but before 
vaporization the material is allowed to cool, the temperature falls until 
E A C and T c are reached. When, as we have assumed, the cooling rate Is small, 
so that there is little undercooling, and there is crystalline material 
contiguous to the material under consideration, the'system will very nearly 
reverse its heating path. This would correspond to near-equilibrium epi­
taxial growth either from a crystalline substrate or from already formed 
crystallites in polycrystalline material. 

Suppose, however, that the liquid is completely isolated from any solid 
material that could serve as a template for epitaxial crystal growth. Then 
the liquid may sustain large undercoolings until some nucleation event 
occurs to initiate crystalline growth or until the system reaches E A a and 
amorphous material forms at T a. In fact, it may be possible that such a 
system could be further undercooled to some other state resembling a true 
glassy material. We will not consider this possibility here, although 1t 
could be Incorporated Into the modeling without difficulty. If no nucleation 
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event occurs, Fig. 4.2 suggests that the system will return as a-Si. To 

our knowledge, a-Si has never been formed by slow cooling from the liquid 

state but the possibility cannot be ruled out. The more common observation 

is that polycrystalline Si is formed, triggered presumably by some nucleation 

event. The nucleation may occur in the bulk or at an interface, as discussed 

in Sec. 2.3. 

Returning now to our state diagram, we must consider what happens when 

a nucleation event occurs. A precise answer to this is very difficult, 

and probably not known in most cases of interest. In the present modeling 

we have assumed that when nucleation occurs, the temperature of the solid 

embryo is suddenly raised to Tc because of the release of latent heat. 

Although this may seem like a reasonable assumption, i t is probably in fact 

an oversimplification since the kinetics of the nucleation process and the 

thermal conductivity will govern the release of latent heat and its rate 

of diffusion into the surrounding liquid. In other words, the growth of an 

embryo will probably be interface limited. Moreover, the difficulty 1n 

treating nucleatlon 1s compounded by the fact that i t 1s essentially a three 

dimensional process and we are trying to simulate its effects in a one-

dimensional, finite-difference calculation. If the density of nucleation 

events is sufficiently high that three-dimensional effects occur only owr 

spatial regions small compared to the cell size of the finite-difference 

calculations, a one-dimensional treatment can probably be justified, as 

discussed in Sec. 4.2. In any case, i t 1s assumed here that when a nucle­

atlon event occurs in a given cell the temperature of the entire cell is 

raised to Tc by a vertical transition from the EjurEJln ^ n e t 0 t n e ^c'^u 
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line. Such a transition 1s guaranteed to conserve energy. The quantities 
E A n and T n appearing on F1g. 4.2 are nucleation enthalpies and temperatures. 
They are utilized in the modeling as follows. If the system (I.e., 1n 
practice a finite-difference cell) is undercooled to temperatures In the 
range from T a to T n and renalns there for a time t n, a nucleation event can 
occur, provided certain other conditions specified by the state array are 
satisfied. 

Our second illustration of the use of the state diagram deals with the 
situation shown in Fig. 1.1, i.e., melting of an a-S1 layer and resolidlfi-
cation on a c-Si substrate. In this case the enthalpy and temperature 
increase along the "amorphous" line of Kig. 4.1 until E a and T a in Fig. 4.2 
are reached. The a-Si then begins to melt along the line E a" Exa * i t n t n e 

temperature remaining constant. At E A a the material 1s fully molten but 
highly undercooled. If the temperature remains between T a and T n long 
enough for nucleation to occur, transitions to the terete line will be made 
as described In the preceding example. If the line segment Exa"Ein 1 s 

traversed rapidly enough, nucleation will be suppressed although the liquid 
may still be undercooled. For high enough energy input from the laser, the 
liquid will be heated to T > T c. On cooling a variety of events can occur, 
depending on the conditions specified in the state array discussed In 

Our final example deals with the case mentioned In subsection 2.1 In 
which solidification 1s so rapid that material that was crystalline before 
melting 1s found to be amorphous on solidifying. For simplicity, we assume 
that the melting part of the process follows the same path as that for the 



-29-

first case considered. On cooling, however, we assume that when the velocity 
of the melt front reaches some critical value v a, the liquid does not have 
tire to form a crystalline solid and instead makes a transition to the 
amorphous phase. Since such high velocities imply large undercoolings, it 
is again necessary to treat the undercooling in some detail. However, it 
is apparent that both the magnitude and the rate of undercooling are impor­
tant. For example, adhering strictly to the diagram on Fig. 4.2, it would 
appear that the material must traverse the line Ejm~Ejia ™ a t' n , e l e s s t h a t 

t n so that nucleation can be suppressed if a-Si is to be formed. 

4.2 Transition States, Mushy Zones, and Slush 

As mentioned above, the si ite diagram of Fig. 4.1 shows a segment 
labeled "slush". In this subsection we elaborate on this terminology and 
its meaning. 

From the standpoint of a finite difference calculation, any particular 
cell is said to be undergoing a transition whan the material in the cell 
1s changing from one state to another; the most common transition will be 
between the solid and liquid states. The liquid (or solid) fraction in a 
given cell will be determined by the amount of latent heat given up at any 
time relative to the total amount of latent heat involved in the phase 
change. More specifically, the transition ratio can be defined as the 
ratio of heat which has been absorbed or liberated after the transition 
temperature .ias been reached to the total heat needed to complete the phase 
change for a material 1n a given cell. The transition ratio says nothing 
about the location of the phase front 1n the cell, and to locate such a 
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front within a cell additional assumptions have to be made, as discussed 

In the next section. If several contiguous cells are undergoing transitions 

at the sane tine, the position of a phase front cannot be defined on the 

spatial scale of the finite-difference calculation. The Material in these 

cells can then be envisioned as in a "mushy" state frequently referred to 

as "slush". Although this terminology is not elegant, i t is descriptive 

and i t is often encountered in the literature 3 1 in various contexts related 

to the one discussed here (e.g., the growth of dendrites into undercooled 

liquids). 

The discussion above seems to suggest that we should think of the 

slush state on Fig. 4.1 more as an artifact of the finite-difference for­

mulation than as a true physical state. In those cases where there is a 

well-defined phase front with an Inter facial region much smaller than the 

width of the finite difference cell In which i t 1s located, i t is ciear 

that reference to the whole cell as being in a mushy state 1s an outgrowth 

of the finite-difference formulation. In those cases in which many cells 

are undergoing transitions more or less simultaneously, 1t seems likely 

that these cells constitute an extended zone 1n which a two-phase mixed 

state resembling ice-water slush actually exists. An unlikely alternative 

to this interpretation would be to assume that the entire extended region 

constitutes an Interfacial region 1n which the properties of the material 

are changing from those of one phase to those of another uniformly. In any 

case, we believe 1t 1s appropriate to classify slush or mush as a distinct 

state on the state diagram. 
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We should point out In connection with this discussion, that homoge­
neous or heterogeneous bulk nucleation over regions of only a few finite 
difference cells should also lead to the formation of extended slush zones 
consisting of the nucleated solid material embedded in Jie undercooled 
liquid. These effects are easily identifiable in some of the modeling that 
has been done with LASER8. 

4.3 State Arrays 

LASER8 has the capability of treating many different phases and states 
simultaneously. In fact, the only fundamental requirement for a given 
finite-difference cell is that at any instant its state must be specified 
by the equation of state, or in other words, its temperature and enthalpy 
must correspond to a point on the curves of the state diagram. The time 
evolution of the state of a cell is determined by transitions between points 
on the curves of the state diagram. We have found it convenient to sum­
marize the conditions under which a transition can be made from one state 
to another in the form of a state array. This array is used only for book­
keeping and is not Involved in any algebraic manipulations; Its Implemen­
tation in the computer program is by way of a computed branching statement. 

Figure 4.3 gives the simplest non-tr1v1al form of a state array. It 
would be appropriate for the case in which only melting and crystallization 
of a single material, e.g., c-S1, is considered and overheating and under­
cooling effects can be neglected. This 1s the Stefan problem treated so 
often 1n the literature and already referred to above (see Refs. 21 and 22). 
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c mc A 

E>Ec 

E<Ec E > E A C 

E > E A c 

Fig. 4.3. State array for simple case of melting and crystallization, 
c - crystalline; mc - mushy crystalline; l - liquid 

Let us consider the elements of this array and how a given cell is trans­

formed from one state to another. The diagonal elements of the array are 

blank because they represent no change of state. The (c, i) and (x, c) 

elements are blank because all transitions between solid and liquid states 

must go through an Intermediate mushy state as the melt front moves through 

a cell . The melting and subsequent crystallization process 1s given by the 

sequence c + m c + i + mc+c. Because of the simplicity of this problem 

the conditions making up the array elements depend only on the enthalpy and 

i t is not necessary to specify the state of neighboring cells, values of 

nucleatlon timers, etc. 

Figure 4.4 shows a version of the very complicated state array used 

in setting up LASER8 for studies of the situation depicted 1n Fig. 2.1. 

This version 1s used here only for Illustrative purposes and 1s not neces­

sarily the one most appropriate for reproducing the experimental results 
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Fig. 4.4. One version of the state array for the melting and resol idi f i -
cation of an a-Si layer on a c-Si substrate. The labels on the 
right-hand side provide the correspondence with the numbering 
scheme of the array elements; m. stands for "mushy." tx and t 2 

represent timers contained In the computer program. See the 
text for further details of the notation. 
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that have been obtained for Melting of a~Si overlayers. Detenil nation of 
the proper form of the state array for a conpiex problen can Itself become 
a research undertaking. It should be noted that the state array contains 
a state labeled "n. fine grain". Me fount* it useful to explicitly Introduce 
such a state even though Its latent heat and transition temperatures Mere 
assumed to be the sane as those for nushy c-S1. In the sane way, a nushy 
L6 p-Si state could have been Introduced but Me did not find this useful. 
The physical significance of mushy zones has already been discussed in 
Section 4.2 and Mill not be considered further here. Fron a strictly 
programming standpoint they always appear as precursors to their solid state 
counterparts because the material in a finite-difference cell cannot change 
from a liquid to a solid state instantaneously (or more precisely in one 
time step). We will also consider a few of the elements of this state array 
and exaroples of how a cell can be transformed from one state to another. 

The first example is a very simple one involving melting of the c-
state. When the enthalpy of a given cell is increased to > Ec the material 
makes a transition to a mushy crystalline state, as indicated by the (1,6) 
element 1n the state array. If the enthalpy continues to increase until 
E > E i c , the cell makes a transition to the normal liquid state with T > T c; 
this transition 1s given by the (6,8) element of the array. If there were 
no amorphous layer present and overheating and undercooling effects were 
negligible, melting and subsequent solidification on cooling would follow 
the path 1 + 6 + 8 + 6 + 1. The (8,6) and (6,1) elements of the array give 
the conditions on the enthalpy for the Indicated transitions to occur, but 
they also show that certain other conditions involving neighboring cells 
must be satisfied in more general cases. 



-35-

First let us introduce a notational forn to help in specifying these 
conditions. The general form eaployed consists of a sequence of three 
letters abc and neans the following: the cell under consideration is the 
b cell and it can in principle be assigned any state number, the cell imme­
diately to its left is the one nearer the surface and is labeled a, the 
deeper lying neighbor of b is the c cell. When a or c can be any state they 
are assigned the value x. If a neighboring cell is solid but the form of 
the solid is unimportant, a and c are assigned the letter s. If a neigh­
boring cell is liquid but it is unimportant whether the liquid is normal or 
undercooled, a and c are assigned the letter A. In all other cases, a 
state index number will indicate the condition of cells a and c. 

Let us now consider the (8,6) element further. The appearance of the 
notation s8x means that the b cell (the cell under consideration) is in a 
liquid state, its neighbor to the left is solid, and the state of the neigh­
bor to its right need not be specified. If these conditions are satisfied, 
the cell can make a transition to mushy crystalline material. However, the 
cell can also make the same transition if the states of a and c are inter­
changed. In either case the b cell is now 1n a mushy crystalline state and 
can make a transition to crystalline (6,1), LG polycrystalline (6,2), or FG 
polycrystalline (6,3) If the enthalpy drops below Ec, If the enthalpy of 
the cell Increases to above E A C due to additional energy input worn the 
laser pulse or from the release of latent heat 1n other cells, the b cell 
can remelt. 
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In the second example we will consider the conditions for each of the 
transitions that a supercooled liquid cell can undergo according to Fig. 4.4. 
These conditions are all on row 9 of the array. The (9,5) element requires 
that the change from supercooled liquid to mushy a-Si occurs when the 
enthalpy of the cell falls below E ^ , the minimum enthalpy that a cell can 
have and still be entirely liquid. The second possible change, given by 
(9,6), is from supercooled A-Si to mushy c-Si. For this to occur a timer 
(TIMER1 in the program listing of Appendix B) must be greater than t<j, a 
specified nucleation or growth delay. This delay can be thought of as the 
time it takes for solidification of a supercooled liquid from an imperfect 
crystalline (e.g., a FG p-Si) interface to become established in a preferred 
growth direction; it is associated with the interface kinetics. TIMER1 
keeps track of how long a supercooled cell has a neighboring cell that is 
either crystal, large-grained polycrystalline, or fine-grained polycrystal-
line. This state array assumes that nucleation and growth of a crystalline 
phase cannot occur off an amorphous interface. (The justification of such 
an assumption has not been clearly established.) The third transition (9,7) 
is from supercooled liquid to mushy FG material. This was assumed to be the 
path taken when the liquid nucleates. Two conditions must be met. First, 
the enthalpy must be less than E n, the enthalpy above which bulk nucleation 
is improbable, and secondly a timer (TIMER2 in the program listing) must 
be greater than t n, the specified nucleation time. Physically 1t 1s the 
time it takes for a nucleus of critical diameter to form within a cell under-
cooled below T n. Finally, element (9,8) indicates that supercooled liquid 
can change to normal liquid. This occurs when the temperature of the liquid 
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equals or exceeds the raelt temperature of the crystalline state. The con­

dition for the change is that the enthalpy of the cell must exceed E A c , the 

minimum enthalpy for which normal liquid material can exist. 

5.0 numerical Methods 

In this section we discuss several aspects of the numerical methods 
used in LASERS. Additional information about these methods can be found 
in Appendix A and by studying the program listing in Appendix B. 

5.1 Dynamic Rezone 

Two forms of grid expansion are employed in LASER8. There is an initial 
growth of the mesh which follows the energy diffusion into the material, 
and then there is a buffer region added to the deepest part of the mesh to 
approximate a semi-infinite slab. With the exception of the buffer region 
all the nodes are equally spaced on the grid. This facilitated the coding 
and perserves the order of accuracy for the scheme. Grid expansion is done 
in the following way. Initially N nodes spaced AX apart are laid down 
starting at the surface. This mesh need not extend deeper than the depth 
the laser radiation penetrates into the slab. As the problem progresses 
the enthalpy of each of the nodes changes, and in particular the enthalpy 
of the N-l node may exceed some small value AE above the ambient value. 
When this occurs a new node of width AX 1S added to the grid at ambient 
conditions, and N 1s Incremented accordingly. When the enthalpy of the new 
N-l node exceeds A E , another node 1s added and the process repeats itself 
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untll N equals NNAX, the maximum number of nodes specified. NKAX should 
be large enough to extend the mesh well beyond the anticipated maximum melt-
front penetration. This type of expansion of the equally spaced grid Is 
completed when NNAX Is reached and the second type of expansion 1s Initiated, 
as described next. 

Once the grid has been expanded to Its Initially defined maximum value, 
NHAX, and the NNAX-1 nodal enthalpy has exceeded AE, LASER8 adds N more 
nodes as a buffer to the grid. These nodes are laid down on a geometrically 
expanded buffer mesh where the expansion factor of each succeeding cell 1s 
given by 2™, e.g., the first added cell has width 2 AX, the second 4 AX, 
etc. Thus the total width of this buffer is z y" AX into the slab. After 

m=l 
the buffer 1s added, only the NNAX •» N-th node is considered to be at ambient 
conditions, the enthalpy and temperature of all the other nodes are calcu­
lated using the finite-difference equations described in Sec. 3.4. Although 
an expansion rate of 2 m has worked well with all the problems to date, 
there may be times when another rate is desired. This rate is set in a 
module of the program, as discussed in Appendix A. 

5.2 Phase Front Location and Velocity 

Strictly speaking the position of a phase front in a finite-difference 
calculation cannot be determined with greater accuracy than one cell width. 
If the mushy zones discussed in Section 4.2 extend across more than one 
cell, the location and even the definition of phase fronts become uncertain. 
However, in those cases in which a mushy zone does not extend more than 
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one finite cell width it is possible to interpret the fraction of the latent 
heat of melting given up by the cell (i.e., the transition ratio of Sec. 
4.2) as defining the position of the melt front within the cell. In a one-
dimensional calculation the procedure is particularly simple because the 
position of the melt front can be determined straightforwardly from the 
melt fraction by linear interpolation. This is how LASER8 treats the problem 
of locating a single melt front. In those cases in which more than one melt 
front is present in the material at the same time, the present version of 
LASER8 follows only the front nearest the surface. However, after a calcu­
lation is over the movements of all fronts can be determined from the final 
output showing the history of all the cells (see, e.g. Figs. 6.8 and 6.9). 

At each time step the state of ewery cell is specified. If a particular 
cell is known to be in a mushy state, its enthalpy will change from one 
time step to another while its temperature remains constant. The change 
in enthalpy can be interpreted as a change in the position of the melt 
front and this change divided by the fundamental time interval gives the 
velocity of the melt front. The difficulty with this procedure is that the 
time step is so small (~10"llf sec) that the position of the melt front may 
oscillate about the true position and give large fluctuations in magnitude 
and sign of the velocity. This can have serious implications for certain 
applications of LASER8 because some of the program switches may be based 
on the velocity of the melt-front, as for example in the case in which it 
1s known that a-Si 1s formed from --Si when the melt-front velocity exceeds 
~15-20 m/sec 1n 100 directions. Also, 1n the application of a boundary 
condition such as that of Eq. 2.4, 1t 1s necessary to know the velocity 1n 
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order to determine the interfacial undercooling. Finally, one may wish to 

base some switching on the condition that the melt front has reached its 

maximum penetration. This condition is most easily determined by monitoring 

the change in sign of the velocity, but it will be reliable only if spurious 

fluctuations in the velocity can be removed by an averaging procedure. 

In order to define the front velocity with sufficient accuracy, i t is 

necessary to carry out some form of averaging of the melt-front position 

over time before calculating the velocity. To do this we have used an 

equation of the form 

v = (a 2 -3^/NAt , (5.1) 

*ith 

S2 = I d 2 (ti)/n; dt = I d^tiJ/n . (5.2) 
i=l 1=1 

n is the number of consecutive time intervals over which the distances d 2 

and d 1 are averaged to determine 3 2 and 3 X to be used in Eq. 5.1. The 
choice of values of n and N to use in a given calculation should be related 
to the magnitude of v and how it changes with time. Presumably n can always 
be taken « N and in many cases it may be sufficient to take n * 1. 

5.3 Treatment of Thermal Conductivity 

Primarily because of the existence of mushy cells, the best method for 
dealing with the thermal conductivity 1n a finite-difference treatment of 
a moving boundary problem 1s not obvious. As a consequence, we carried out 
extensive testing of three different methods for treating the conductivity 
under the assumptions that the phase front 1s sharp and that Its position 
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1s given by the solid fraction of the cell , as discussed above. It can be 

seem from Eq. 3.10 that the effective conductivity between two cells has 

been taken as the average of the conductivity of the material In each of 

the two cells. This Is the standard approach used In most finite-difference 

calculations, but problems can be expected when one or both of the cells 

contain slush.. The problem is particularly troublesome when the conduc-
r * 

tlvities of the material composing the slush differ greatly. Figure 5.1 
shows the thermal conductivity of c-, a-, and A-Si as a function of tem­
perature; also shown Is the specific heat. The value of K for a-Si Is an 
order of magnitude less than that for X-Si. The question then concerns the 
value of K to be assigned to a cell containing a changing mixture of phases 
as the melt front moves through. 
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In the first method tried, an equivalent conductivity In a mushy cell 

was calculated from the equation 

or 

_1 KsK A 

Here, Xj is the solid fraction and Kg and K A are the thermal conductivities 
of the solid (crystalline or amorphous) and liquid, respectively. This 
conductivity was then used In Eq. 3.10 to determine the conductivity between 
cells. Intuitively this method Is the most physically reasonable of the 
three tried. Unfortunately Its Implementation in the calculation led to 
nonphysical behavior of the temperature near the melt front. As a melt 
front moved through a cell, oscillations of the temperature 1n the neigh­
boring cells were set up that worsened as the range over which the conduc­
tivities varied increased. 

The second method was similar to the first except the effective con­
ductivity of a cell was assumed to vary according to the relationship 

K e ' XJKJ • (1-X S)K X. (5.5) 

This method reduced the temperature oscillations seen with the first method 
but did not eliminate them. As the mesh was refined, the magnitude of the 
oscillations decreased, confirming that this behavior was nonphysical. 

The third and final method tried was the simplest and gave the best 
results 1n the discrete formulation. In this method the conductivity was 
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assumed to be constant as a melt front moved across a cell. The conductivity 
between cells was taken to be the average of conductivities of adjacent 
cells. This method eliminated the oscillations, leaving only the step 
changes in temperature present in all three methods and caused by the change 
of phase process. 

5.4 Analytical Approximations of Numerical Functions 

Input data such as the thermal conductivity and specific heat as a 
function of temperature, the temporal shape of the laser pulse, and the 
various segments of the state diagram (T = T(e)) will generally be given as 
numerical functions. To make the computer program as efficient as possible, 
it was decided to approximate these functions by analytical forms so that 
table look-up and interpolation subroutines could be avoided. 

All of the functions used in the program can be approximated by simple 
analytical forms over one or more ranges of the independent variable. Study 
of the program listing given in Appendix B will show that the excimer laser 
pulse shape used in some of the test calculations has been approximated by 
two quadratics, the function used to describe the temperature as a function 
of enthalpy was obtained by solving a quadratic for e(T), and the thermal 
conductivity of c-Si was approximated by an exponential, while that of x-Si 
was approximated by a straight line. 

Obviously, a user who prefers to work directly with numerical functions 
can easily modify the program to make this possible. 
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6.0 Results of Test Calculations 

In this section results of several test problems will be considered. 
The accuracy of LASER8 was explored using two problems with analytic solu­
tions as well as by comparison with results from HEATING5. Information on 
the performance and efficiency of the program was gathered while running 
several test cases which are described fully in Ref. 25. Finally, the 
results of a multiphase laser annealing example are given to demonstrate 
some of the unusual capabilities of LASER8. All the tests and examples were 
run on the IBM 3033's of Oak Ridge National Laboratory. 

6.1 Accuracy Tests 

The accuracy of the LASER8 program was tested by comparison of the 

finite-difference solutions with solutions of two problems that can be 

solved analytically. One of these problems does not Involve a phase change 

and will be discussed in Sec. 6.2; i t 1s given in Carslaw and Jaeger2' as 

problem VI on page 80. The other problem, also given in Ref. 21 (page 287, 

problem I I I ) , Involves the propogation of a melt front Into a material and 

represents a fairly stringent test of LASER8; we discuss i t first as a test 

of accuracy. 

The problem considered first deals with a semi-infinite sample in which 

the solid 1s initially at a constant temperature Tj n less than the melting 

temperature T c . For all t > 0 the surface is held at some temperature 

T$ur > T c Expressions for the melt-front position and the temperature 

profiles 1n the liquid and solid as a function of time are given 1n ana­

lytical form. The test problem was simplified by assuming the thermal 
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properties of the liquid and solid to be the same. The temperatures T^ n, T c, 
and T s u r were taken to be 0°C, 50°C, and 100°C, respectively. The tempera­
ture profiles generated by the analytic solution and by LASER8 at a time 
1.301 sec after t = 0 differed by less than 0.5 degrees except at the 
position of the melt front where the differences were somewhat higher, as 
might be expected. The maximum absolute error of the finite-difference 
calculations is large at early times because of the difficulty in treating 
the step change in temperature at the surface. However, this error quickly 
damps out and is less than a half a degree at 1.5 sec. 

We concluded from the results of the tests calculations mentioned in 
this subsection that LASERS gives an excellent approximation to the solutions 
of the analytical test cases. 

6.2 Test Runs 

a) Linear Picosecond Test Problem 
The experiment simulated involves a constant-Intensity laser pulse of 

200 psec duration impinging on the surface of a silicon wafer assumed to 
have the constant optical and thermal properties given in Table 6.1. 

Figure 6.1 shows the location of the melt front as a function of time. 
The two curves were generated by HEATING5 and LASER8, as indicated on the 
figure. Shortly after the laser pulse stops, at 200 psec, the liquid silicon 
begins to recrystal11ze and the melt front to retreat back to the surface. 
Both codes show complete resol1d1f1cat1on at about 1.26 nsec. Figure 6.2 
1s an enlargement of the region around the onset of melting on Fig. 6.1. 
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Table 6.1. Input data for the linear picosecond test case. 

Variable Value Units Description 

Ex 0.3 J/cm2 Incident laser energy 

U 10-10 sec pulse half width 

R 0.6 — surface reflectivity 

a 10 6 cm-i absorption coefficient 

K 1.5 J/g deg sec thermal conductivity 

CP 1.0 J/g deg specific heat 

P 2.33 g/cm3 density 

L 1500 J/g latent heat 

Tc 1410 °C melting temperature 

Tin 20 °C in i t ia l temperature 

The "scallops" evident in this figure are Inherent In a finite volume formu­
lation, with the size of the scallops dependent on the cell size used in 
the discretization. From F1gs. 6.1 and 6.2 it 1s evident that the agree­
ment between the two calculations is excellent even though some quite 
different numerical techniques are used 1n the two computer programs. 

The temperature at the surface produced by the models 1s also of 
interest. The rapid Increase in surface temperature produced by the laser 
pulse 1s shown 1n Figure 6.3. When the pulse 1s over, the surface tempera­
ture quickly drops to the melting temperature where 1t remains until soli­
dification is complete; this 1s the same behavior generally found in this 
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type of calculation*1. Figure 6.4 provides a detailed examination of the 
surface temperature at the onset of melting. As Me would expect, the tem­
perature remains constant at T c for the short time it takes the first cell 
to melt. It then begins a stair-step rise as each successive cell accumu­
lates the energy required for the melting process. As the distance between 
the melt front and the surface increases, the effect of the scalloping of 
the melt depth in Fig. 6.2 is reduced because of the increasing amount of 
liquid silicon. The rise in surface tessperature on Fig. 6.4 becomes smoother 
the farther the melt front penetrates into the sample and away from the 
surface. 

An analytic solution for this heat conduction problem is possible before 
the onset of melting. Temperature profiles at 8.25 psec after the beginning 
of the laser pulse are shown in Fig. 6.5; obviously there is again excellent 
agreement between the analytic and LASER8 solutions. This figure provides 
good evidence that the cell width used for these runs, AX - 25 x 10~ 8 cm, 
was adequate to accurately resolve the laser energy profile. 

b) Nonlinear Picosecond Test Problem 
The constant properties used in the problem above are not realistic 

because both the thermal conductivity and the specific heat vary with tem­
perature. From measured values of these properties, either table look up 
procedures or fitted analytic functions can be used to obtain the values 
at a given temperature. 

The nonlinear picosecond case differed from the linear one in only two 
respects. First, the values for C p and K were temperature dependent. The 
LASER8 code used a fitted function to evaluate the properties while the 

^•m^£^f'mm:.Z:jMiA1it0-i:i^iM>ii- •-*»*» '"- •*•'•'•*• * -' 
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HEATING5 code used linear Interpolation between tabular values. Second, 
the energy density was lowered to 0.1 0/cm2 so that the surface would not 
vaporize before the pulse was over. Vaporization in the linear problem was 
not allowed although the temperature exceeded the vaporization point 
briefly. The thermal conductivity of silicon falls rapidly with temperature 
to a value much less than that shown in Table 6.1 (see Fig. 5.1). As a con­
sequence a pulse of 0.3 J/cm2 would cause excessive surface vaporization. 

Figure 6.6 compares the computed melt depths and surface temperatures 
from HEATIKG5 and LASER8 calculations. Again excellent agreement between 
the results obtained with the two codes was found. The calculations with 
HEATIN65 were terminated after ~300 psec because of the long running time 
on the computer. 
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Fig. 6.6. Comparison of melt depth and surface temperature as a function 
of time from LASERS (L8) and HEATINGS (H5) calculations for the 
for the nonlinear picosecond test case. 
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c) Nanosecond Test Problem 

In additional testing of LASER8, we ran a problem with a triangular 

(isoceles) pulse of 20 nsec FWHM using temperature-dependent values of the 

thermal conductivity but a constant value of the specific heat (C p = 1 J/g 

deg). These choices were made in order to reduce the differences introduced 

by the use of analytical (LASER8) and numerical (HEATING5) functions for 

Cp and the pulse shape. Figure 6.7 shows the comparison of the melt-front 

profiles obtained with the two programs at energy densities of 1.2 and 1.4 

J/cm 2. The agreement is very good with the greatest differences being less 

than the finite-difference cell size of 100 A. Correspondingly good 

agreement was also obtained for the surface temperature as a function of 

time, but we will not show that here. 
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6.3 Performance Comparisons 

A study was made to compare the computational efficiencies, or per­
formance, of LASER8 with HEATINGS and with two research codes developed 
during the evolution of LASER8. The results of these studies are discussed 
in Ref. 25 and will be summarized only briefly here. First, however, we 
again emphasize that LASER8 was designed to study problems inaccessible to 
HEATIN65, and that as a consequence the programming philosophy of the two 
programs is quite different. To be more specific, the constraints imposed 
by the state array and by temperature-dependent thermal and optical pro­
perties made it difficult, and probably undesirable, to employ in LASER8 
some of the numerical techniques used in HEATING5. For example, HEATIN65 
uses Levy's modification of the classical explicit procedure (see page 10 
of Ref. 3) to speed up the calculations by adjusting the time step as the 
calculation proceeds. The introduction of the Levy technique into LASERS 
was judged to be undesirable because of the requirement of energy conser­
vation while iterating on the state array. 

For problems in which the time step was held constant during a calcu­
lation, LASER8 was found to be more than a factor of ten faster than 
HEATIN65. However, when HEATING5 was run with the Levy option to adjust 
the time step, the running times became comparable for calculations such 
as those leading to Fig. 6.7. Presumably, any type of accelerator Intro­
duced into LASER8 would result 1n it again being faster; this might be a 
direction for the future development of the program but because of the 
state array considerable care will be needed to ensure that stability con­
ditions and conservation of energy are not violated. 
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6.4 A Complex Hultiphase Laser Annealing Fxample 

In order to demonstrate the unusual capabilities and f lexibi l i ty of 

LASER8, a more complex example than those used in the test cases given above 

will now be considered. The basic problem corresponds exactly to that shown 

schematically in Fig. 2 .1 . One version of its state diagram is shown in 

Fig. 4.2 and discussed extensively in Section 4. We will not provide the 

details of the problem and the choice of input data here except to remark 

that the a-Si layer was 1900 A thick, the cell size was 100 A, and the laser 

pulse shape corresponded y/ecy closely to that shown in Fig. 3.2. Instead, 

attention is drawn to the richness of the results that can be obtained, as 

illustrated in the following discussion which considers how the effects of 

bulk nucleation and the phenomena of "explosive crystallization 1 1 can be 

simulated. We emphasize that the examples given here are not intented to 

closely replicate experimental results; they were chosen simply to i l lustrate 

the power of LASER8. 

Figures 6.8 and 6.9 are reproductions of one form of the computer 

output, with lines indicating the boundaries between various regions drawn 

in by hand. The letters on a figure indicate the state of each f in i te -

difference cell at the time printed on the lef t hand side. The letters 

have the following correspondence: C •»• c-Si; A + a-Si; S •*• A-Si below T c 

(supercooled); L •• A-Si at Tc or above; F -• fine-grained polycrystalline 

material, and P • large-grained polycrystalline material. 

a) Hulk Nucleation 

Figures 6.8a-c show the type of behavior that follows from a simula­

tion 1n which bulk nucleation, leading to the formation of f1ne-gra1ned 
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noncrystalline material, was forced to play a prominent role. From Fig. 
6.9a, which shows the results of a calculation for E A = 0.2 J/cm2, we see 
that the material in the first finite-difference cell began to melt at ~18 
nsec and so became mushy (H). The nucleation timer was set at 4 nsec and 
consequently the first cell nucleated at 22 nsec, followed by nucleation of 
the second cell at 26 nsec; the nucleation temperature T n, set at 1250° for 
these calculations, was never exceeded in these cells before the nucleation 
event. During the time from 22 to 38 nsec, the region from the surface to 
the melt front consisted of a mixture (slush) of solid and supercooled 
liquid due to bulk nucleation events. The penetration of the melt front 
into the a-Si was produced primarily by the release of latent heat. This 
effect becomes particularly apparant after 36 nsec when the surface region 
had solidified but a buried molten layer continued to penetrate into the 
solid, driven by the release of the latent heat of crystallization (Lc = 
1800 J/g) which is greater than the latent heat of melting of a-Si (La -
1319 J/g). This effect is yery similar to explosive crystallization 
described below but differs from it in that the latent heat is released by 
successive nucleation events rather than by growth from a solid-liquid 
interface trailing behind the melt front (see Fig. 6.9a). The resolidified 
layer 1s shown as being composed of a mixture of FG and LG p-Si, but exper­
imentally the LG material with 200 A grain size would be Indistinguishable 
from the FG material with 100 A grain size. 

Next, we consider the sequence of events Illustrated on F1g. 6.8b for 
a laser pulse energy of 0.4 J/cm2. At ~10 nsec the first cell began to 
melt and 4 nsec later nucleation occurred in 1t; by the time the first cell 
nucleated the melt front had penetrated to the fifth cell (~500 A). By the 
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30th nsec, additional nucleation events and the formation of F6 material 
have occurred in the 3rd, 8th, and 11th, resulting in an extended region 
filled with a mixture of phases and states. At the 38th nsec the maximum 
melt front penetration has been reached, most of the mixed region has 
solidified, while the temperature of the molten material near the surface 
has risen above 1410°C, as indicated by an L in the surface cells. Finally, 
at -60 nsec, the melt front originating from this near-surface region 
returns to the surface and solidification is complete. The appearance of 
a LG p-Si region within approximately 10 cells of the surface and a F6 
region in the 11th to 15th cells in the solidified material was dictated 
by conditions specified in the state array, which were chosen to qualita­
tively simulate the experimental observations. 

Figure 6.8c shows the results for E A = 0.6 J/cm2. Nucleation occurs 
only at the surface and near the liquid-solid interface. This behavior 
results from the fact that although for times less than 30 nsec the majority 
of the liquid is undercooled for longer than 4 nsec, bulk nucleation does 
not occur in most cells because the temperature is above the nucleation 
temperature. Only when the melt front pauses at its deepest penetration is 
the liquid below T n for the 4 nsec required for nucleation. For times 
greater than 32 nsec, the temperatures of all molten cells, Including that 
of the remelted surface cell, are above the melting point of c-S1 at T c * 
1410°C. The melt front subsequently returns to the surface in a manner 
typical of c-S1 at a velocity of ~4 m/sec. 

b) Explosive Crystallization 
Figures 6.9a-c show the results of calculations designed to simulate a 

somewhat different physical phenomena than that of Figs. 6.8a-c. Whereas 
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TIKE (NSEC) DEPTH (0.10000D-05 CM) 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 

0 10 20 AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAWOWWOOOOWVAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC ACC 

30 40 

CC cc ccccccc ccccccccccccccccccccccccc ccccccccccccccccccccccccc ccccccccccccccccccccccccc ccccccccccccccccccccccccc ccccccccccccccccccccccccc Gcccccccccccccccccccccccc ^ccccccccccccccccccccc ccccccccccccccccccccc ccccccccccccccccccccc ccccccccccccccccccccc ccccccccccccccccccccc ccccccccccccccccccccc -cccccccccccc cccc _CCCt CCCCCCCCCCCCC 'CCCCCCCCCCCC 

CCCCCCCCCCCC msm CCCCCCCCCCC "CCCCCCCCCC CCCCCCCCCCCC 

CCCCCCCCCCCCC CCCCCCCCCCCCC 

F1g. 6.9a. Results of a calculation similar to that of Fig. 6.8a but with 
the LASER8 program modified to simulate "explosive crystalli­
zation". The energy density was 0.15 J/cm2. 
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TINE (NSEC) DEPTH (O.lOOOOD-05 CM} 

1 2 I 
5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 V 28 
29 

32 8 8 
39 40 41 

0 10 20 
AAAAAAAAAAAAAAAAAAACC AAAAAAAAAAAAAAAAAAACC 

AAAAAAAAAAAAAAAAAAAC 

30 40 

1«W 
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^CCCCCC 
cccccccccccccccccccccc ccccccccccccccccccccc sranra. 

cccccccccccc 
'" CCCCCCCC 
cccccccccc 

FFFFFFL „ FFFFFFFFF FFFFFFFFFl FFFFFFFFFFFL. FFFFFFFFFFFFFl.. FFFFFFFFFFFFFFFt.... FFFFFFFFFFFFFFFAAAAi 

Fig. 6.9b. The same as F1g. 6.9a but with E A • 0.2 J/cm2. 
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Fig. 6,9c. The same as Fig, 6,9a but with EA - 0.4 J/cm2. 
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the Modeling leading to the latter allowed bulk nucleation to occur through­
out an extended region, the calculations discussed here confined the nucle­
ation events (indicated by the first appearance of F6 material) to a region 
very near or at the interface. Once a nucleation event occurred, the newly 
solidified material was allowed to serve as a seed for further growth thus 
making additional nucleation events unnecessary. 

Figure 6.9a shows what night be described as a pure explosive crystal­
lization process. The laser pulse with E A = 0.15 J/cm2 caused the surface 
to aelt at 15 nsec and the melt front initially just barely penetrated 
beyond the first cell. The basic LASER8 program was modified slightly to 
require that the nucleation of polycrystalline silicon be suppressed until 
after the melt front just began to return to the surface (by monitoring the 
sign of the melt-front velocity). The release of latent heat then drove the 
melt front Into the next cell in a manner similar to that shown in Fig. 6.8a. 
However, in the present case, polycrystalline material was allowed to grow 
off the already crystallized layer at the surface so that after each new 
cell was melted it could resolidify by using the cell adjacent to it on the 
surface side as a seed. 

Figures 6.9b and c show the evolution of the solidification behavior 
as the energy density 1s first increased to 0.2 J/cm2 and then to 0.4 J/cm2. 
This behavior can be described as a mixture of normal and explosive crystal­
lization, with F1g. 6.9c showing the simultaneous propagation of a buried 
molten layer into the solid and a more normal return of the melt front to 
the surface from the initially nucleated cell. 
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7.0 Concluding Remarks 

In this report we have described the conceptual basis, the development, 
and the usage of the computer program LASER8. Here we wish to emphasize 
again that LASER8 is primarily a research tool, designed to have the capabi­
lity of investigating some of the most difficult problems presented by the 
experimental results on pulsed laser processing of semiconductors, such as 
Si, Ge, and GaAs. These problems are associated primarily with ultrarapid 
melting and solidification and include the role of undercooling and over­
heating in a phase change, the way in which interfacial kinetics influence 
the undercooling, and the way in which phase nucleation can be simulated 
in a heat flow calculation. Because definitive solutions to these problems 
are not yet known, our treatment of them will continue to be studied 
intensively, with the result that LASER8 will undergo continual evolution. 
It is really not appropriate then to speak of a single computer code called 
LASER8 that can be used routinely as a tool to study engineering type 
problems. We believe the ideas and numerical techniques underlying LASER8 
are much more important than the code itself. Consequently, those who 
choose to use LASER8 are encouraged to experiment freely with it if they 
feel so inclined. 

The illustrative examples given in the report are just that, and not 
intended to reflect our current thinking on the problems they represent. 
For example, the very complex solidification behavior and morphologies of a 
pulsed laser irradiated a-S1 overlayer on a c-Si substrate are still being 
studied Intensively and the results shown on F1gs. 6.8 and 6.9 are meant 
only to illustrate that complexity. The results of more refined studies of 
this problem will be reported 1n later publications. 
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Another comment 1n this sane vein concerns the other problen discussed 
In Sec. 2 which stimulated the development of LASER8, i.e.. the transfor­
mation of c-SI to a-SI by pulsed laser Irradiation. The picosecond test 
cases of F1gs. 6.1 and 6.6 show regrowth velocities of ~100 ra/sec, well 
above the velocity at which a-SI should be formed although we did not allow 
for it. The processes Involved in this transformation almost certainly 
involve very strong undercooling of the liquid during the return of the melt 
front to the surface. Although LASER8 provides a framework for including 
this undercooling, the exact way in which it is to be incorporated into a 
calculation has not been discussed here. This too 1s a research problen we 
hope to report on shortly. 

Finally, it should be apparant that the techniques used in LASER8 are 
applicable to a much wider class of problems than those of laser annealing 
of semiconductors. Obviously the same techniques can be applied to rapid 
heating and cooling of metals, insulators, and ceramics. Silicon has been 
emphasized in this report because it was the material entering most promi­
nently In the development of laser annealing. As we have seen, a-S1 has a 
latent heat associated with its melting and solidification that is almost 
as great as that of c-Si (Fig. 4.1). True glassy materials do not melt or 

solidify in this way. LASER8 should provide a powerful tool for the study 
of t*e glass transformation 1n glass forming materials because of the great 
flexibility provided by the state diagram and the state array. 
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Appendlx A 
A Guide to the Use of LASER8 

A.O Introduction 
LASER8 Is controlled through four Input lists: DIMEN, PULSE, BCIC, 

and MATPRP. These set values of parameters associated with the finite-
difference calculation, the laser pulse, the Initial conditions, and the 
material properties respectively. In the version of LASER8 described here, 
starting conditions are limited to a pure crystal, an amorphous layer on a 
crystalline substrate, an all amorphous material, or restarting from any 
configuration of the nine allowable states shown In the state array of 
Fig. 4.4. The laser pulse can have any user-defined profile (a specific 
exclmer laser profile 1s given in the program listing In Appendix B) or the 
user may wish to use the triangular or square pulse approximations built 
into the code. A triangular pulse is often a satisfactory approximation 
to a gaussian or a skewed gaussian. 

LASER8 is written in modular, top-down programming. Thus modifications 
can be made inside a module, for example by adding other states or materials 
into the module "UPDATE NODE STATFS", or entire modules can be removed and 
replaced with compatible modules. Of course, a series of similar problems 
can be run just by modifying the Input parameters. A description of all 
the input quantities follows. 

INPUT LIST MEMBER DESCRIPTION 
DIMEN 

N * number of nodes actually being calculated; 1t 
should Initially be large enough to fully 
describe the penetration of the laser radiation 
into the material. 
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NMAX » naxlMn number of nodes that will be used (< 240); 
once NNAX Is reached 10 nodes are extended into 
the slab to a depth of 1024 tines DX. 

DX = constant space step used for entire problem. 
NVS = number of time steps between two averaged Melt-

front positions used in a velocity calculation. 
NVW = number of time steps used in averaging the melt-

front position for use in a velocity calculation. 
DTOUTG = time step between state graph outputs. 
DTOUTD = time step between temperature and energy profile 

outputs. 

PULSE 
TH 
EL 
ALPHA 

RS.RL 
ISHAPE 

half the total width of the pulse. 
energy density of the pulse. 
absorption coefficient of material at the wave­
length of the laser pulse. 
reflectivity of solid and liquid, respectively. 
1 for a square pulse, 
2 for a triangular pulse, and 
3 for a user supplied pulse profile (area must be 

normalized to unity). 

BCIC 
TINIT 
XA 

ISTART 

initial temperature of entire slab. 
depth of the amorphous layer; XA » 0 if no 
amorphous layer 1s present. 
0 1f starting time » 0.0, and 
1 1f a restart file continuing from a set of 

conditions is to be read. 

MATPRP 
TD 

TP 

decision value for TIMER1 

decision value for TIMER2; usually taken as the 
time required for a c r i t i c a l nucleus to form in a 
ce l l in a supercor/.ed melt. 
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RHO 3 density of material; presently assumed constant 
and equal for all phases. 

TA = melt temperature of amorphous material. 
HA = latent heat of amorphous material. 
TN = temperature above which a critical nucleus cannot 

form in a supercooled melt. 
HC = latent heat of crystalline material; polycrystal-

line material assumed to have same value. 
TC = melt temperature of crystalline and polycrystal-

line material. 
CL = specific heat of liquid material (assumed 

constant). 

A.l Inputing a Laser Pulse Profile 

To input a laser pulse profile into LASER8 the module labeled CALCULATE 
ABSORBED LASER ENERGY PROFILE must be modified. Certain properties of the 
profile are assumed by the code and care must be taken that these are met. 
First, for any given profile, the area should be determined and used to nor­
malize the area under the new profile to unity. The normalized numerical 
profile should then be piecewise fit with some continuous functions, e.g., 
parabolas. Usually two or three parabolas are sufficient. For continuous 
profiles the area is normalized by dividing the functional representation by 
the original area. 

Inside the module labeled CALCULATE ABSORBED LASER PROFILE are three 
sections. The first 1s for a square pulse. The second is for a triangular 
(isosceles) pulse. The third 1s for a user supplied normalized profile. 
The first line of this section must be labeled with 89 and the last line of 
the section 1s GO TO 86. The profile 1s Inserted 1n the following form: 
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Sl > S1*PULDUR*(value of profile at this time). 
If the profile 1s a piecewlse fit of several curves and/or straight lines, 
then this line would be preceded by an IF test like: 

IF(TINE.LE.end of piece one) SI = S1*PULDUR*(...), 
and so on for each of the pieces of the profile. The profile 1s a function 
of TINE Mhlch 1s the elapsed tine 1n seconds since the pulse began. The 
other variables, SI and PULDUR, are described In the following section. 

A.2 Variables used In LASER8 

Here we give an alphabetical listing of all the variables used In 
LASER8 and a short description of each. 
ALPHA Absorption coefficient of the material at the laser wavelength 
CL Specific heat of liquid material 
DE Difference in enthalpy between crystal and amorphous phases at 

the melt temperature of amorphous material 
DELTAE Increase 1n enthalpy needed before a new node Is added 
DEPTH Depth of the melt front 
DIFMAX Maximum dlffuslvlty of the material - used to determine stability 

criterion 
DT Time step 
DTOUTD Time between outputs of temperature and energy profiles 
DTOUTG Time step between state graph outputs 
DX Constant space step used for entire problem 
E() Enthalpy array 
EA Enthalpy at which amorphous material begins to me t 
EAINIT Initial enthalpy in amorphous cells 
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EC Enthalpy at Mhlch crystalline material begins to melt 

ECINIT Initial enthalpy in crystalline cells 

EIN Enthalpy above which no nucleatlon occurs 

EL Energy density of the pulse 

ELA Enthalpy above which amorphous mater ia l I s l i q u i d 

ELC Enthalpy above which c r y s t a l l i n e material Is l i q u i d 

HA L a t e n t heat o f amorphous m a t e r i a l 

HC Latent heat of crysta l l ine material 

IPHASE State number of a part icular ce l l (see ISTATE) 

ISHAPE Selects type of laser pulse pro f i le 

ISTART Selects restart from stored data or no restart 

ISTATEO Array of the state of each ce l l 

K() Array of the conductivities of each cel l 

KAKI. Average of K-amorphous and K-liqu1d 

KCKL Average of K-crysta l and K - l i q u i d 

KEQL Equiva lent c o n d u c t i v i t y across l e f t boundary of c e l l 

KEQR Equivalent conduct iv i ty across r i g h t boundary of c e l l 

KFKL Average of K- f ine gra in and K-I1qu1d 

N Number of nodes being c a l c u l a t e d 

NHAX Maximum number o f nodes t h a t dynamic rezone al lows 

NSTATEO Output array of s t a t e of each c e l l as a s ingle l e t t e r 

NVS ( NVW Number of time steps used in ca lcu la t ing mel t - f ront ve loc i ty 

PULDUR Total pulse duration 

RATIO Stability criterion for explicit method < Vz 

RHO Density of mater ia l 

RL Reflectivity of liquid in the surface region 
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RS Reflectivity of solid in the surface region 
S() Array of the fraction of surface energy absorbed in a cell 
SI Laser energy at the surface 
SCONST Constant used to calculate SI 
T() Temperature array 
TA Melt temperature of amorphous material 
TC Melt temperature of crystalline material 
TD Decision value for TIMER1 
TH Half the total pulse duration 
TIME Time from the beginning of the pulse 
TIMERlO Array of timers for comparison to TD 
TIMER2() Array of timers for comparison to TP 
UNIT Initial temperature of the material 
TN Temperature above which nucleation cannot occur 
TOUTD Time step between temperature and enthalpy profile outputs 
TOUTG Time step between state graph outputs 
TP Decision value for TIMER2 
W Constant used in updating enthalpy 

A.3 How LASER8 Works: Description of Principal Modules 

Whenever a module must delineate between the many possible states the 
material of a finite-difference cell might be in, a computed GOTO statement 
is used. In the version of LASER8 given in Appendix B and discussed here, 
each label in the GOTO statements is a two digit number. The first digits 
correspond to the ISTATE numbers and have the following correspondence: 
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1-crystalline 2*LG polycrystalline 3=FG polycrystalline 
4=amorphous 5*aushy4 6=mushyl 

7=«ushy3 8=liquid 9-supercooled 

The second digit is constant for a given computed GOTO statement, for example, 

i t is 0 in the module labeled UPDATE NODE STATES. These labels are kept in 

numerical order. For efficiency, state calculations are combined when they 

are identical. For example, the conductivity of liquid and supercooled 

liquid are assumed to be the same function of temperature so there would be 

only one label for both in the GOTO statement for the calculation of thermal 

conductivity. I f labels are necessary between the computed GOTO cases, they 

have three digits and their leading digit is the ISTATE number. An example 

of this can be seen in the UPDATE NODE STATES module of the l ist ing in 

Appendix B. 

If it is desired to add different materials or simply more states to 
the STATE ARRAY, new iSTATE numbers (10, 11, 12,...) can be added to the 
possible cases of each computed GOTO statement. Care should be taken that 
identical labels are not used in the program. If a conflict occurs, the 
above labeling criteria should take precedence over any other labeling 
scheme used in the program. 

If a user wants only to modify a particular aspect of an existing state, 
he would go to the module that deals with that aspect and state and modify 
the appropriate lines; the labels will not be changed in this case. 

READ IN INPUT PARAMETERS 
This nodule reads 1n the four input lists: dimensional parameters, 

pulse parameters, Initial conditions, and material properties. It then 
prints a header for the output. 
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CALCULATE HISC VALUES 
With the input values established, this module initializes the time 

variables and calculates the largest stable time step. It also calculates 
various constants used in the program. 

SWITCH CRITICAL TEMPERATURES INTO ENTHALPIES 
This module takes the materials properties and the initial temperature 

and calculates the critical enthalpies on the temperature/enthalpy state 
diagram. 

INITIALIZE ARRAYS WITH IC AND BC 
This module uses TINIT, XA, and the enthalpies calculated in the pre­

ceding module to initialize the temperature, enthalpy, state, and S(heat 
generation) arrays. 

LOAD RESTART VECTORS 
If ISTART equals 1 then this module reads in restart data from unit 1 

which will overwrite some znd perhaps all of the initial conditions. 

CALCULATE INITIAL CONDUCTIVITIES 
Given the startup temperature array, this module calculates the Initial 

conductivities K(T). The present module assumes the material is silicon. 
It uses a computed GOTO statement. 

CALCULATE PERCENT OF ENERGY ABSORBED IN EACH CELL 
This module uses DX and ALPHA to Integrate EXP(-ALPHA*X) over each 

cell. It stores this value 1n the S array. 
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OUTPUT PARAMETER VALUES 
Input parameter values are printed here, with the exception of the 

initial conditions which 'LOAD RESTART...1 may have changed. 

OUTPUT INITIAL VALUES 
The temperature and enthalpy profiles are output at the initial time. 

This gives the initial condition of the slab even if 'LOAD RESTART...1 is 
executed. 

BE6IN TIME LOOP 
Label for the beginning of the time loop. The value of NM1 is also set 

at this point. 

FIND SURFACE REFLECTIVITY 
Given ISTATE(), E(l), RS and RL, the surface reflectivity RO is calcu­

lated. The reflectivity changes linearly from RS to RL as the surface cell 
melts. This module uses a computed GOTO statement. 

CALCULATE ABSORBED LASER ENERGY 
Given the value of ISHAPE, this module selects the appropriate pulse 

profile and then calculates the amount of laser energy SI transmitted 
through the surface during any time step. (Also see 'Inputing a Laser Pulse 
Profile'.) 

UPDATE ENERGY BY ROSE'S SCHEME 
This module updates the enthalpy array E(), by a scheme proposed by 

Rose. (See Sec. 3.) 
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CHECK DIFFUSION INTO NOOEL 
This nodule checks to see 1f thermal diffusion has raised the enthalpy 

in the deepest node above the Halt set by DELTAE. If It has, then a new 
node is added to the grid, as described In Sec. 5. 

CHECK IF MUX IS REACHED 
If N equals NMAX then a new node will not be added. Instead, E(NKAX) 

is found by extending 12 nodes deep into the slab. Each node is twice as 
wide as the previous one so the Maximum depth reached by these nodes Is 
greater than 4096 * DX. The accuracy will be degraded if NMAX is so low 
that the melt front reaches into this region. 

UPDATE NODE STATES 
This module uses a computed GOTO statement to update the timers, and 

the previous states of the cells from their values at the preceding time 
step. 

DETERMINE CONDUCTIVITIES AND TEMPERATURES 
The updated states and energies are used to calculate the new tem­

peratures and conductivities for all the cells by a computed GOTO statement. 
The module shown here assumes the material is silicon. 

FIND DEPTH AND VELOCITY OF FRONT CLOSEST TO SURFACE 
Calculates melt-front penetration and velocity for the melt-front 

closest to the surface. 



OUTPUT STATES 
Output the NSTATEO array for each DTOUTG time step on unit 2. This 

produces a line printer graph of the state of each cell as a function of 
time. This module uses a computed GOTO statement. 

OUTPUT TEMPERATURE AND ENTHALPY PROFILES 
Output the T() and E() arrays for each DTOUTD time step on the standard 

unit. 

CHECK IF TINE TO STOP 
This module checks to see If it is time to stop the calculation. The 

criteria 1s as follows: First, do not stop while the pulse Is still on. 
This makes the code robust In the sense that pulses that peak late or even 
double pulses can be modeled. Secondly, do not stop until the entire slab 
is solid. This criterion became necessary when mushy or liquid regions 
remained deep in the material after the pulse was off. 
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APPENDIX B 

Program Listing 

c 
c ••• LASERS • •• 
C LASER MELTING PROGRAM 
C ASSUMES TEMPERATURE DEPENDENT OPTICAL AND THERMAL PROPERTIES 
C ALLOWS FOR LAYERS OF AMORPHOUS,CRYSTALLINE.AND POLYCRYSTALLINE 
C INITIALIZE WHOLE ARRAY. CALCULATE ONLY CHANGING VALUES 
C LET N FOLLOW PROBLEM 
C 
C FOR MORE INFORMATION CONTACT AL GEIST 
C P.O. BOX Y Bldg. 9267A 
C OAK RIDGE NATIONAL LABORATORY 
C OAK RIDGE TN 37836 
C 
CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC c 
C DESCRIPTION OF INPUT VARIABLES 
C 
C N - NUMBER OF NODES ACTUALLY BEING CALCULATED 
C SHOULD INITIALLY BE LARGE ENOUGH TO ENCOMPASS 
C LASER PENETRATION INTO MATERIAL 
C 
C NMAX - MAXIMUM NUMBER OF NODES THAT WILL BE USED < 248 
C ONCE NMAX IS REACHED 12 NODES ARE EXTENDED INTO 
C THE SLAB TO A DEPTH OF 4896 • DX 
C 
C DX CONSTANT SPACE STEP USED FOR ENTIRE PROBLEM 
C 
C NVS - NUMBER OF TIME STEPS BETWEEN TWO AVERAGED MELT-FRONT 
C POSITION USED IN A VELOCITY CALCULATION. 
C 
C NVW NUM8ER OF TIME STEPS USED IN AVERAGING THE MELT-FRONT 
C POSITION FOR USE IN A VELOCITY CALCULATION. 
C 
C DTOUTC- TIME STEP BETWEEN STATE GRAPH OUTPUTS 
C 
C DTOUTD- TIME STEP BETWEEN TEMPERATURE AND ENERGY PROFILE OUTPUTS 
C 
C TH HALF THE TOTAL WIDTH OF THE PULSE 
C 
C EL ENERGY DENSITY OF THE PULSE 
C 
C ALPHA - ABSORPTIVITY OF MATERIAL AT THIS WAVELENGTH 
C 
C RS, RL- REFLECTIVITY OF SOLID AND LIQUID RESPECTIVELY 
C 
C ISHAPE- 1 SQUARE PULSE 
C 2 TRIANGULAR PU'.SE 
C 3 USER SUPPLIED PULSE PROFILE - AREA MUST EQUAL 1 
C 
C TINIT - INITIAL TEMPERATURE 
C 
C XA - DEPTH OF AMORPHOUS LAYER. 6 IF NONE 
C 
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C ISTART- e START AT TIME -0.0 C 1 READ RESTART FILE CONTINUE FROM THESE CONDITIONS C C TP - TIME REQUIRED FOR SURVIVABLE NUCLEUS TO EXIST IN C A REGION OF DX IN A SUPERCOOLED MELT. C C TO - NUCLEA* ON DELAY FOR FORMATION OF LARGE GRAIN POLY C OFF OF FINE GRAIN POLY IN A SUPERCOOLED MELT. C C RH0 - DENSITY OF MATERIAL ASSUMED CONSTANT OVER PHASES C C TA MELT TEMPERATURE OF AMORPHOUS MATERIAL C C HA - LATENT HEAT OF AMORPHOUS MATERIAL C C TN - TEMPERATURE ABOVE WHICH A SURVIVABLE NUCLEUS CANNOT C EXIST IN A SUPERCOOLED MELT C C HC - LATENT HEAT OF CRYSTAL AND POLYCRYSTALLINE MATERIAL C C TC - MELT TEMPERATURE OF CRYSTAL AND POLYCRYSTALLINE MATERIAL C C CL - SPECIFIC HEAT OF LIQUID MATERIAL ASSUMED CONSTANT. C C VMAX - MELT-FRONT VELOCITY AT WHICH AMORPHOUS MATERIAL FORMS C CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC C IMPLICIT REAL*B (A-H.O-Z.K) CHARACTER*1 NSTATE(250) DIMENSION K(256),E(25e)rT(256),S(250) , k ISTATE(250).TIMER1(250),TIMER2(250) C DATA TIMER1/250«0.0D0/.TIMER2/250*0.BD0/ C 
C OPEN FILES FOR OUTPUT DATA OPENM, FILE-' restart, dot') OPEN(2.FILE-'state.dot') 

OPEN( 
C C C READ IN DIMENSIONAL PARAMETERS READ • ,N.NMAX,DX,NVS.NVW,DT0UTC,0TOUTD C C READ IN LASER PULSE PARAMETERS READ • ,TH,EL,ALPHA,RS,RL,ISHAPE C C READ IN INITIAL AND BOUNDARY CONDITIONS READ » .TINIT.XA.iSTART C C READ IN PHYSICAL PROPERTIES OF THE MATERIAL READ » ,TP,TD,RH0.TA.HA.TN 

l(2.FILE-'stots.dat'; l(6.FILE-'tsap.dat') 
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READ • .HC.TC.CL.VMAX 
C OUTPUT HEADING PRINT 168 166 FORMAT (• ' .23X. 'LASERS'./' '.15('*').' LASER ANNEALING '. 

k 'MODEL '.15('•')/) 
C MISC VALUES 

TIME-6.606 TOUTG-6.06 T0UTD-6.D6 OEPTH-6.06 DEP1 -6.06 DEP2 -6.06 V -6.06 VPR0D-6.D6 VAPRE-6.06 NCOUNT-6 ICOUNT-6 IFRMAX-6 SUMS1-6.6D6 PULDUR-2.6D6*TH KAKL-(6.6206+6.406)«.506 KCKL-I6.21606+6.506)•.506 KFKL-(6.10-1+6.506)».5D6 K(NMAX)-1.6D6 C DIFMAX • LARGEST DIFFUSIVITY ENCOUNTERED IN PROBLEM C FOR SILICON IT IS AT 26 DEGREES C DIFMAX-1.606 RAT 10-1.806/2.606 DT-RAT10*DX*DX/DIFMAX W-6.SD6/(DX*DX*RH6) SC0NST-EL/(2.6D6*RH6«TH*DX) RATDX2-RATI0*DX«DX»RH6 
C SWITCH CRITICAL TFMPERATURES INTO ENTHALPIES EC-6.606 ELC—HC ELA-CL*(TA-TC)+HC EA-ELA-HA DE-EA-(8.91425906-DSQRT(6.835869306+.46760-3*(TC-TA)))/.23380-3 EIN-(TN-TC)*CL+HC ECINIT-(.814259D6-DSQRT(.8358693D6+.4676D-3*(TC-TINIT)))/.23380-3 EAINIT-ECINIT+OE 
C INITIALIZE ARRAYS WITH IC AND BC IX-6 IF(XA.E0.6.6D6) CO TO 6 IX-XA/DX+.5D6 DO 6 1-1.IX T(I)-TINIT E(I)-EAINIT S(l)-6.906 



ISTATE(I)-4 
6 CONTINUE 

IX-IX+1 
NMAXP-NMAX+13 
DO 6999 I-IX.NMAXP 
T(I)-TINIT 
E(I)-ECINIT 
s(i)-e.eoe 
ISTATE(I)-1 

6989 CONTINUE 
C FIND INITIAL ENERGY IN CELLS AT TIME 6 (ET9) IF(IX.£Q.8) THEN 

ET9-(NVAX-1)«ECINIT 
ELSE 
ET9-(IX-.5)*EAINIT+(NIIAX-IX-.5)*ECINIT 

END IF 
DO 6919 1-1.12 
ET9-ET9+(ECINIT)*(2**(I-2)+2**(l-1)) 

6919 CONTINUE 
C LOAD RESTART VECTORS 

IF(ISTART.EQ.9) CO TO 999 
READM.2199) TIME.N.DX.DT 
READ(1.2299) (T(M2),E(M2).ISTATE(M2).M2-1.N) 

999 CONTINUE 
C CALCULATE INITIAL CONDUCTIVITIES (K) 

DO 9 I-1.NMAXP 
IPHASE-ISTATE(I) 
GO TO (14.14.14.44.54.64.74.84.84).IPHASE 

14 K(I)-DEXP(-.399671D-2*T(I)+.36578609)4-.225894D9 
GO TO 9 

44 K(I)-9.92D9 
GO TO 9 

54 K(I)-KAKL 
GO TO 9 

64 K(I)-KCKL 
GO TO 9 

74 K(I)-KFKL 
GO TO 9 

84 K(I)-3.2435111D"4*T(I)+3.8711424D-2 
9 CONTINUE 

C 
C STORE INITIAL STATE OF CELL 1 FOR CALCULATION OF UELT DEPTH 

IF(ISTATE(1).EQ.4 ) THEN 
EX1-EA 
ELX1-ELA 
HX1-HA 

ELSE 
EX1-EC 
ELX1-ELC 
HX1-HC 
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ENDIF 
C 
C CALCULATE PERCENT OF ENERGY ABSORBED IN EACH CELL 
C ASSUMING IT IS GENERATED IN THE SURFACE LAYERS 
C BY INTEGRATING [ALPHA EXP(-ALPHA*X)] OVER EACH CELL 

DPTH1-0.De 
DO 7 1-1.N 
DPTH2-DX*(I-.5D0) 
IF(DPTH2.GE.5.D-S) GO TO 7060 
S(I)-DEXP(-ALPHA«DPTH1)-DEXP(-ALPHA«0PTH2) 
DPTH1-DPTH2 

7 CONTINUE 
7eee CONTINUE 

OUTPUT INPUT VALUES 
PRINT 1 1 * 
PRINT 120 .N.NMAX.DX.DTOUTC.DTOUTD.TH.EL.ALPHA,RS.RL. 

ft ISHAPE.TP.TD.RHe.TA.HA.TN.HC.TC.CL.VMAX 
110 FORMAT( 
120 FORMAT( 

ft 
ft 
k 
k 
k 
k 
k 
k 
k 
* / 
k 

NAME ALL UNITS KG W J CM SEC'/) 
DIMEN'./' N-'.I3.' NMAX-'.I3.' 0X-'.D10.4. 

DTOUTC-'.Die.4.' DTOUTD-'.010.4.// 
PULSE'./ 

HALF WIDTH (TH)-'.010.4.' LASER ENERGY (EL)-'.019.4./ 
ALPHA-'.Die.4.' REFLECTIVITY(RS)-'.F5.3. 
REFLECTIVITY(RL)-'.F5.3,' ISHAPE-*.12.//' MATPRP'./ 
NUCLEATION TIME (TP)-'.D10.4. 

NUCLEATION DELAY (TO)-'.010.4./' DENSITY (RH0)-'.F5.3./ 
TCR AMORPHOUS (TA)-',F0.1,' LATENT HEAT (HA)-',F0.1./ 
NUCLEATION TEMP (TN)-'.F6.1.' LATENT HEAT (HC)-'.F8.1. 
TCR CRYSTAL (TC)-',F$.1,' SPECIFIC HEAT (L)-'.F0.3. 

VMAX -\F6.1) 
C OUTPUT INITIAL VALUES 

PRINT 150 .TIME.DT 
PRINT 20S 
PRINT 210 . (T(M2).M2-1,NMAX) 
PRINT 215 
PRINT 170 .(E(M2).M2-1.NMAX) 

150 FORMAT(' './/' TIME -',013.5.' SEC DT-'D13.5) 
170 FORMAT(* '.(12X,ie(Die.4.1X))) 

C OUTPUT HEADING FOR LINE PRINTER GRAPH OF STATE VS TIME 
WRITE(2.22e) 
WRITE(2.23e) DX 

230 FORMAT(' './' TIME (SEC)',15X.'DEPTH ('.D11.5,' CM)'//.17X. 
* ' e ' . 8 X . ' 1 0 ' . 8 X . ' 2 0 ' , 8 X , ' 3 0 ' , e X . ' 4 0 ' . 8 X , ' 5 0 ' . 8 X . ' 0 e ' , S X , 
* '70') 

C 
C - — — — — — — — — — — — — — — — — . - — » - — 
C 
C BEGIN TIME LOOP 

27 NM1-N-1 
IF(N.GT.NMAX) NM1-NMAX-1 

http://DPTH1-0.De
file://-/F6.1
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c 
C FINO SURFACE REFLECTIVITY (R6) 

IPHASE-ISTATE(I) 
60 TO (12.12.12.12.52.62.62.92.92).IPHASE 12 R6-RS 60 TO 1666 52 SF-(ELA-E(1))/HA R6-RS*SF+RL*(1-6D6-SF) 60 TO 1666 62 SF-(ELC-E(1))/HC R6-RS*SF+RL«(1.6D6-SF) 60 TO 1666 92 R6-RL C C CALCULATE ABSORBED LASER ENER6Y PROFILE 1666 IF (TIME.6T.PULDUR) 60 TO 840 C DEFAULT IS SQUARE PULSE S1-SC0NST«DT*(1.6D6-R6) CO TO (86,87.89).ISHAPE C TRIANCULAR PULSE 87 IF(TIME.LE.TH) S1-2.6D6«TIME*S1/TH IF(TIME.GT.TH) S1-2.6D6*(S1-(TIME-TH)«S1/TH) 60 TO 86 C USER SUPPLIED NORMALIZED PROFILE (AREA UNDER CURVE - 1) C THIS IS AN EXCIMER PROFILE 89 IF(TIME.LT.46.D-9) CO TO 841 SI-SI•PULDUR*(7.84728D7+TIME«(-2.33377D15+1.74295D22 * «TIME)) CO TO 86 841 IF(TIME.LT.16.D-9) 60 TO 842 SI-SI•PULDUR»(2.74662D7+TIME»(4.63853D14-1.91274C22 ft «TIME)) 60 TO 86 842 S1-S1*PULDUR*(2.46685D6+TIME*(3.45663D15-1.11884D23 * *TIME)) CO TO 86 C 846 S1-6.6D6 86 CONTINUE SUMS1-SUMS1+S1 C UPDATE ENERCY (E) BY ROSE'S SCHEME E(1)-E(1)+2.6D6»(1I»DT»(K(1)+K(2))»(T(2)-T(1))+S1»S(1)) DO 2 1-2.NM1 KEQL-(K(I-1)+K(m KEQR-(K(I)+K(I+1)) E(I)-E(I)+WOT»(KEQR»(T(I+1)-T(I)) 
* +KEQL«(T(I-1)-T(I))) +S(I)«S1 

2 CONTINUE C C CHECK FOR SIGNIFICANT DIFFUSION INTO MATERIAL C ADD RI6HTM0ST NODE AS NECESSARY IF(N.LT.IX) CO TO 586 
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IF(£(NN1).LT.< 
IF(N.CE.NMAX) 

DELTAE-ECIMIT+.25O0 
GO TO 581 

58* DELTAE-EAINIT+.25D0 
581 CONTINUE 

.DELTAS) GO TO 1408 
GO TO 57 

ADD NODE 
N-N+1 
GO TO 1488 

C IF NMAX REACHED FIND E(HMAX) BY EXTENDING 12 NODES DEEP INTO THE SLAB 
C EACH NODE IS TWICE AS VIDE AS THE PREVIOUS ONE 
C THE EXPANSION RATE IS ADJUSTED WITH THE 2«*I TERNS 
57 H~HMAXP 

E(NMAX)-E(Nt(AX)+W*DT* ( (K(MVAX+1 )+K(NUAX) ) • (T(NMAX+1 )-T(NMAX) ) 
k +(K(NMAX)+K(NIIAX-1))*(T(NMAX-1)-T(MIAX))) 
DO 1400 1-1.12 
NI—NMAX+I 
KEQL-3.D6*K(NI-1)*K(NI)/(K(NI)4-2.D6*K(NF-1)) 
KEQR-3.De*K(NI)*K(NI+l)/(K(NI+1)+2.D6*K(NI)) 
E(NI)-E(NI)+2.D6MIOT/(2««I+2««(I-1))«(KEQR«(T(NI+1)-T(NI))/(2*«I) 

t +KEQf(T(NI-l)-T(NI))/(2..(I-l))) 
1400 CONTINUE 

C 
C 
C UPDATE NODE STATES : 1-CRYSTAL 2-LARGE POLY 3-FINE POLY 
C 4-AMORPHOUS 5-MUSHY4 0-NUSHY1 
C 7-MUSHY3 8-LIQUID {-SUPERCOOLED 

DO 1100 1-1. .OH 
IF(I.EQ.I) THEN 

IM1-2 
ELSE 

IM1-I-1 
ENOIF 
IPHASE-ISTATE(I) 
GO TO (10.10.30.40.50.80.70.80.90).IPHASE 

10 IF(E(I).GE.EC) ISTATE(I)-6 
GO TO 1188 

38 IF(E(I).GE.EC) ISTATE(I)-7 
GO TO 1188 

48 IF(E(I).GE.EA) ISTATE(I)-5 
GO TO 1188 

58 IF(EM).LT.EA) ISTATE(I)-4 GE.ELA ) ISTATE(I)-9 
GO TO 1188 

E(I).GT.ELC) CO TO 881 
E(I).LT.EC) GO TO .882 
V .CE. -VMAX) GO TO 1188 
E(I).GT.EA) ISTATE(I)-5 
( i ) .r 

68 IF 
IF 
IF 
IF(E(I).CT.ELA) ISTATE('l)-9 
GO TO 1188 

681 ISTATE(I)-8 
GO TO 1166 

662 IF(ISTATE(I+1).E0.1 .OR. ISTATE(IM1).EO.1) CO TO 603 
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ISTATE(I)-2 
60 TO lie* 

883 ISTATE(I)-1 
60 TO 1188 

78 IFfE(I).LT.EC) ISTATE(I)-3 
IF(E(I).6T.ELC) ISTATE(I)-8 
60 TO 1188 

88 IF(E(I).LT.ELC) CO TO 881 
60 TO 1188 

881 IF(ISTATE(I+1).LT.4 .OR. ISTATE(IMI)-LT.4) 60 TO 882 
ISTATE(I)-9 
60 TO 1188 

882 ISTATE(I)-6 
60 TO 1188 

98 IF(E(I).6E.ELC) GO TO 986 
IF(Efl).LT.ELA) CO TO 985 
IF(EU)-LT.EIN) GO TO 991 
TIMER2(I)-».D6 
CO TO 982 

981 TIUER2(I)-TIMER2(I)+DT 
992 1F(ISTATE<I+1).E0.1) CO TO 997 

IF(ISTATE(I+1).LT.4 .OR. ISTATE(IMI).LT.4) 60 TO 963 
TIMER1(I)-9.D9 
60 TO 994 

993 TIMER1(I)-TIMER1(I)+0T 
994 IF(TIMER1(I).6T.TD) ISTATE(I)-6 

IF(ISTATE(I),EQ.6 .AND. ISTATE(I-1).EQ.3) ISTATE(I)-7 
IF(TIMER2(I).6T.TP) ISTATE(I)-7 
60 TO 1166 

995 ISTATE(I)«5 
60 TO 1196 

996 ISTATE(I)-8 
60 TO 1196 

997 ISTATE(I)-6 
1166 CONTINUE 

C DETERVINE CONDUCTIVITIES (K) ••• HARDWIRED FOR SILICON ••• 
C DETERyiNE TEMPERATURES (T) 

DO 1 1-1,N 
IPHASE-ISTATE(I) 
CO TO (11,11,31,41,51.61.71.81,81),IPHASE 

11 T(I)-1416+E(I)*(.9142589998D6-1.1691960-4*E(I)) 
K(I)-DEXP(-.66399671D6*T(I)+.36576606)4.22589409 
CO TO 1 

31 T(I)-1416+E(I)*(.9142589998D6-1.169196D-4*E(I)) 
K(I)-.16D6 
CO TO 1 

41 EI-E(I)-DE 
T(I)-14164EI*(.9142569998D6-1.169196D-4«EI) 
K(l)-«-615De 
CO TO 1 

81 T(I)-TC+(E(I)-HC)/CL 
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IF(T(I).GT.3267.De) T(I)-3267.D9 
K(I)-3.2485111D-4*T(I)+3.8711424D-2 
60 TO 1 

51 T(I)-TA 
K(I)-KAKL 
60 TO 1 

61 T(I)-TC 
K(I)-KCKL 
60 TO 1 

71 T(I)-TC 
K(I)-KFKL 

1 CONTINUE 
C 
C 
C FIND DEPTH OF FRONT CLOSEST TO THE SURFACE 

IF(E(1).LT.EX1) 60 TO 894 
DPTHM1-DEPTH 
IF(E(1).6T.ELX1) 60 TO 891 
DEPTH-e.5D6*DX«E(1)/HX1 
60 TO 894 

891 DO 892 1-2.N 
IF(ISTATE(I).6T.4 .AND. ISTATE(I).LT.8) 60 TO 893 
IF(ISTATE(I).LT.5) CO TO 897 

892 CONTINUE 
60 TO 894 

C 
C NEXT THREE STATEMENTS ARE FOR MELT FRONT AT CELL BOUNDARY 
897 IFRNT-I 

DEPTH-DX»(IFRNT-1.500) 
60 TO 894 

893 IFRNT-I 
HX—HC 
IF(ISTATE(I).EQ.4) HX-HA 
DEPTH-DX.(l-1.5De)+DX»E(I)/HX 

894 CONTINUE 
C 
C CALCULATE VELOCITY OF THE FRONT CLOSEST TO SURFACE 

VAPRE-" 
NCOUNT-NCOUNT+1 
IF(NC0UNT.LC.(NVS-NVW/2)) CO TO 895 
DEP2-DEP2+DEPTH 
IF(NC0UNT.NE.(NVS+NVW/2)) 60 TO 895 
V-((DEP2/NVW)-(DEP1/NVW))/(NVS«DT) 
DEP1-DEP2 
DEP2-9.D9 
NCOUNT-9 

C 
C ESTABLISH MAXIMUM MELT-FRONT PENETRATION AND TIME 

VPROD-V*VAPRE 
IF(VPR0D.6E.e.D9 .OR. IC0UNT.EQ.1) 60 TO 895 
DEPMAX-DEPTH 
TMAX-TIME 
IFRMAX-IFRNT 
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ICOUNT-I 895 CONTINUE 
TAKE NEXT TIME STEP TIME-TIME + .DT TOUTG-TOUTC+DT TOUTD-TOUTD+DT 

C INCREASE TIME STEP TO MAXIMUM ALLOWED BY STABILITY CRITERION CPNMAX-1.66476D6+E(NMAX)•(-8.62645D-5 
k -2.51611D-7«E(NMAX)) IF(T(NMAX).6T.ieee) CPNMAX-1.D8 DT-RATDX2«CPNMAX/K(NMAX) 

C 
C C TIME TO OUPUT TEMPERATURE AND ENERGY PROFILES ? IF(TOUTD .LT. DTOUTD) GO TO 3586 TOUTD-6.6D6 C SUM ENERGY STORED IN FIRST NMAX+12 CELLS SUME-.5D6*E(NMAX)+.5D6*E(1) NXM1-NMAX-1 DO 186 I-2.NXM1 SUME-SUME+E(I) 186 CONTINUE DO 196 1-1,12 SUME-SUME+(E(NMAX+I)+E(NMAX+I-1))« t (2»*(I-3)+2»»(I-2)) 196 CONTINUE SUME-(SUME-ET6)«DX«RH6 SUMSX-SUMSt*DX*RH6 C SOME ENERGY ESCAPES OUT FIXED TEMP BACK BC PRINT 266 . TIME.N.V.DEPMAX.TMAX.DEPTH PRINT 211 . SUMSX.SUME PRINT 265 PRINT 216 . (T(M2).M2-1.N) PRINT 215 PRINT 216 . (E(M3),M3-1,N) C 266 FORMAT(' './/' TIME -',013.5,' SEC N-'.I4,' V-', * F8.1,/' DEPMAX-'.D13.5.' TMAX-',013.5, * ' DFPTH-',D13.5) 'LASER ENERGY IN -'.D13.5, ENERGY IN NMAX+12 CELLS -\D13.5) 211 fORMATC 

216 FORMAT 225 FORMAT 265 FORMAT 215 FORMAT 226 FORMAT 

,(12X,16(D16.4.1X))) ,(12X,16(A1,11X})) .' TEMPERATURE') ' ENTHALPY') STATE A-AMORPHOUS C-CRYSTAL P-LARGE POW , 
k ' F-FINE POLY M-MUSHY L-LIOUID S-SUPERCOOL?Q') 

C 
C TIME TO OUTPUT STATES ? 3566 IF(T0UTG .LT. DTOUTG) GO TO 27 T0UTC-6.D6 

file://-/D13.5
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: PREPARE OUTPUT STATE ARRAY 
DO 1299 1-1.N 
IPHASE-ISTATE(I) 
60 TO (13.23.33.43.53.53.53.83.93).IPHASE 

13 NSTATEUi-'C 
60 TO 1299 

23 NSTATE(I)-*P" 
60 TO 1299 

33 NSTATE(I)-'F* 
GO TO 1299 

43 NSTATE(I)-*A' 
60 TO 1299 

53 NSTATE(I)-'ir 
60 TO 1299 

83 NSTATE( I )-•!.• 
60 TO 1299 

93 NSTATE(I)-'S' 
1209 CONTINUE 
OUTPUT LINE PRINTER 6RAPH OF STATE VS TIME 

NG-MIN(N.IOe) 
WRITE(2.235) TIME.(NSTATE(M1),M1-1,NG) 

235 FORMAT(' ',013.5.3X.100(A1)) 

CHECK IF TIME TO STOP 
IF(TIME .LT. PULOUR) CO TO 27 
DO 1300 1-1.N 
IF(ISTATE(I).GT.4) CO TO 27 

1300 CONTINUE 

WRITE OUT RESTAR VECTORS 
112 WRITE(1.2166) "MME.N.DX.DT 

WRITE(1.2200) (T(M2),E(M2),ISTATE(M2),M2-1,N) 
2100 
2200 

FORMAT 
FORMAT 
CLOSE 
CLOSE 
CLOSE 
STOP 
END 

ii 
020.14.15.013.5,013.5) 

'.(D29.14.5X.D20.14,5X,I2)) 

••• ••••.•••••*•• SAMPLE INPUT FILE •< 
20,33,1.0-8,500,100,1.0-9,10.D-9 
33.5D-9,.3D0,1.D0..58D0..69D0.3 
20.000.10.0-0,0 
4 . D - 9 , 8 . D - 9 . 2 . 3 3 0 9 , 1 2 6 9 . 0 9 , 1 3 1 8 . 8 0 9 , 1 3 1 0 . D O 
1 7 9 9 . 1 0 9 , 1 4 1 9 . 0 9 , f . 6 0 6 , 1 5 6 6 . 0 6 

N.NMAX,OX,IVS,IVW.DTOUTG,DTOUTD 
TH,EL.ALPHA,RS.RL.ISHAPE 
TINIT.XA.ISTART 
TP,TD,RH6.TA,HA,TN 
HCTC.CL.VMAX 
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