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High speed rxaaora play important rolee in all areaa of science but are moat often used in the

execution of Iarge-ecale numerical simulations. IDthie role they help aciemtieta and engineers gain insight

by

● enabling them to treat complexity in modelethat ia not otherwisetractable,

● enabling them to study phenomena that are not feaaible to study in tbe laboratory, and

● helping to test theory.

This ability to help the ecientist gain insight coustitutee the greateat value of computers and proviaes tte

primary motivation for this panel.

Historically, scientinta engaged in modeliag have constrained their numerical simulation IJOthat the

●verage executiori time ia about ten houm. This constraint reflecte the ecientmt’s need to make daily

progress. Thus, the amount of complexity incorporate in models ie limited by the amociated computer’s

ability to produce results in about ● ten-hou? execution time. This limitation combined with ● computer’s

●bility to help the scientiet gain insight caueea us to continually eeek bigger aad faater computers.

TRENDS

The growth rate in execution bandwidtb of bigb sped proceaeom ia dimi~ishing, This is illustrated

in Figure 1, which shows the execution bandwidtb of some high speed prommore over tbe era of electronic

computstioa. Tbeee data have been ●pproximated by a modified C30mpertxcurve, ●nd the aaymptote to

that curve ie ●bout 3 billion operations per second. Note that tbe Cr~=l is already within an order Of

magnitude of th~t aaymptote, 0[ course, we must ask if the curve will accuratelyforecest performance in

view of new and exciting developments in very Iarge=acaleintegrated circuit technology, Dr. Takamltau

Tsuchlmoto, Fu]iteu Limited, will discuaa tbie ●nd related ioeuea, If, indeed, this Clompertz curve

continues to forecaat tbc future accurately, then we are left with tbe unpleasant conclusion that ● eingle

proceeeor hw a maximum performance level ●nd that state-of-the-art quipment ie ●pproaching it. An

obvious wBy to r{rcumvent tbia rnax!mum is through the uw of parallelism. Thlo panel will duo address

some potentials arrdproblems of parallel processing,
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Profeuaor Arvind, Maaanchu~e’ts Institute of Technology, will diaenaasome architectural and

performance iaauea that ariae in paraUel proceaaing architeeturea that are based on von Neumann style

uniproceaaora and will sketch datablow solutions to them. Profeaaor S. Levitddi, Enstituto Scienze

dell’Informaaione, Bari, Italy, will review some parallel computer amhitecturea for image processing. Dr.

V. Kotov, Novoaibirak, lXSR, will diacuaa interrdatiocs between computer technology, architecture,

programming Iaoguagea, and algorithms. In tbe next few minutes 1 will take a brief look at systems of a

few tightly coupled proceaaom. In the comae of my remarks 1 hope to show that algorithm and syutem~

related iaaues will be critical to the overall succlm of tightly coupled systems.

ASYNCHRONOUS SYS1 EMS OF A FEW TIGHTLY COUPLED HIGH SPEED PROCESSORS

Asynchronous systems of a few tightly coupled hish speed proceaaoraare a natural evolution from

high S* uniproceaaor aystwna. Indeed, a system with >4 proceaaorawill aeon be ●vailable, e.g., the

Cray XMP and the Cray-2. Systems with *M procesaora ●re likely by the early 1990’s. What are the

prospecte of usinz the parallelism in such eyetems to achieve high speed in the execution of ● sing!e

application? Answering this question is ●n exercise in reeearch. ‘he remainder of this paper will diacuw

some of the aaaociated issues.

The key iaaue in parallel processing ● single application ia speedup s] a fuaction of the number of

processors used. We clef! le speedup w

$, - czecution time *AU one proce8@(~
ezecution time u8in# p proce800r0

THE WARE MODEL

To estimate performance of ● tightly coupled system on a sing!a ●pplication, we u~ a mudel of

parallel computati m intrduced oy Ware [1],

Let

p - numhr of poce880r8,

mid



a - percent Oj poraflel proccsmblc work in the explication.
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Aaaumeat anyinatant thateitherallp proce=ora areoperating oronlyone proceaaor iaoperating.

I! we normalize the execution cimc using one proceaao: to anity, then

s, - 1

(1-a)+: “

Also

dsp
~lcf-1-p% .

Figure two shows the Ware model of speedup M a function of a for a 4-proceaaor, an Sprocezsor,

and a 16-proceaeor system. The qusdratic behavior of the derivative ia dramatic and results in low

speed up for a kza than .9. Consequently to achieve sigrrillcant speed up, we must have highly parallel

algorithms. It is by no means evident that algorithm in current uee on uniproceawm contain the

rquisite parallelism. In casea where they do not, reamrtb will be required to find suitable replacements,

When highly parallel algorithms are availsble they must be implemented (combined) with care because a

spans the entire application. Quadratic behavior of the derivative ●t Iafge a means that a mna!l change

in it produces a large change in speedup.

Those who have experience with vector proceuma will note a striking similarity between the Ware

curves and models of vector performance where the ●beciaea ia the percent of total vectorimble

computation, This is becauae the assumption of the Ware model implies a two-state machine, that ia, in

one stab only one proceaaor works ●nd in the other stateallp procetaora work. A vector processor cau

alao be viewed aa s tw-state machine. In one a’ate it ie ● relatively slow genwd purpoze machine, and in

the other state it is capabk of high performance on vector operations, Thuu Ilgure 2 alaogivc~ tbe

performance of vector proceaeorawhere P k the relative performance of the vector ●ud scalar~tatee,

THE MODIFUID WARE MODEL

Warp’s model & Inadequate h that it emumea that exwtly the same instruction stwsm will be

executed on s parsllel syctem that k executed on a ainale proceeaor, and, thus, ttat the same amount is of

6
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work ia done in both. Seldom b this the caae becauae synchronization nnd communication in

aeynchronoug aysterm usually require execution of instmctions that are not present in a uniprocesw

impkmentation. Further, parallel algorithms may rquire additional instructions. To correct for this, we

add a term, 4P ), to the ex-ution time for parallel implementation. u is at beat nonnegative,and usually

monotonically !ncrexaing with p. Actually, it ir a function not only of p, but of the algorithm and the

architecture, even of a. Let f$pdenote the modified model, then

$ = 1

(l-a) + :+ u(p)

.*ata. l.

Consequently in general the maximum spee6up of a real syutem will be less than p, and it may be

. .
significantly Ieee (note aleo that SP<1 for small a). Further, S, will have a maximum for suficientiy

large p, i.e., ~ becomes insignillcrmt while u(p) continues to increase, Thus ●nether reeearch opportunity

involves findinS algorithm, programming Ianguagee, and parallel architectures that, when used aa a

system, yield “small” u’b.

An important secondary question ie bow doee one determine that ● guod O(P) baa been achieved?

Note that

1-.
s,

6a

St h proportional to execution time in parallel mode. So a plot of execution time versus +- will reveal

when high u and low u have been acldewd, For exampk researchers at Loe Alamoa ●re engaged iti elforte

to parallel procese several ~eoenc cbee of acientidc computation. One of these claaeea b particle-ia-eel!

simulationri that ●re wideb ueed in plaem~smodeling. Figure 3 thowa the reaulte. Similm remits have

been obtained for Ouid Bow modele aad MOW Carlo simulations for up to p .8,



NONREPEATABILITY

Throughout the eta of Von Neumann architecture we have enjoyed repeatability in computation,

i.e., repeated computation with invariant code and data yields invariant reoulta. Repeatability ia not

aaaured co an aaynchronouo system because the pmciaesequenceof compuhtioa dep@udson the temporal

correlation of proceaaor activitica. Absence of repeatahWy haa already been mxmifeat in hfonte Carlo

simulations 12] ml may have impot tant conaequencea in other algonthme, e.g., roundofl error critical

algorithms. Debugging w definitely complicated by nonrepeatability. Similar difficulties are well known

to developers of computer network software, and progmmming Iaaguagea that permit side affects will

provide one way o? creating them. The result may he an increaced intereet in new programming

languages, code management tools, etc., for #peci.tlcuae in parallel proceming.

We began this diemasion by aaking about the possibility of gaining higher speed by exploiting

paralleiiam in aayncbronous systems ofs few tightly coupled procewors. The question at preaemtia not

answmable. In 1970 Minsky 13]conjectured that average speedup in parallel systems would b?

proportional to fogp. Becau~ of economic and performance considerations this result would be

unacceptable in the systems under diacumion. Yet Ware’s model confirme that to do better than Minsky’s

conjecture will require highly parallel algorithms. Furth~r, they must be imenuitive to nonrepeatabilicy.

The modified Ware model indicatca that they must be supported by eUicient ayetcms and programming

Ianguagee. Other studiee 14,5] suggest that average speed up might be proportional top /logp.

Regrettably there u a paucity of experimental data with which to validate or invalidate theee and similar

etudiea. This is a great misfortune. A ~ce~t study noted 16]

“There is an abundante Of concepts for parallel computing and ●bundant opportunities for developing

tbecw concepts and their applicrititme. The current bottleneck to progreaa is the difficulty of executing

significant experimental aiudiw. Three studies are eeaential to evaluation of total system roncepto.”

Thus there is need for experimental asynchronous syetime md data on the use thereof.
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suMMARY

SyetcEM of a few tightly coupled high performance processors have the potential to provide

significant increasee ia computational capability. Realizing this potential will rquire development of

highly parallel algorithms. These must be combined with suitable programming languages and

architectures suck that the overall implementation introduces little additional work re!ative to

uniprocessor implementation. Experimentally validated models of performance will facilitate this

reeearch. In general, availability of experimental quipment will be a pacing factor in research on

asynchronous systems.
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