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High spced r-ocessors play important roles in all areas of science but are most often used in the

execution of large-scale numerical simulations. Ir this role they help scientists and engineers gain insight

by

° enabling them to treat complesxity in models that is not otherwise tractable,

) enabling them to study phenomena that are not feasible to study in the laboratory, and
. helping to test theory.

This ability to help the scientist gain insight constitutes the greatest value of computers and provides the

primary motivation for this panel.

Historically, scientints engaged in modeliag have constrained their numericsl simulations so that the
average execution time is about ten hours. This constraint reflects the scientisi's need to make daily
progress. Thus, the amount of complexity incorporated in models is limited by the associated computer's
ability to produce results in about a ten-hour execution time. This limitation combined with a computer's

ability to help the scientist gain insight causes us to continualiy seek bigger and faster computers.

TRENDS

The growth rate in execution bandwidth of high spesd processors is dimirishing. This is illustrated
in Figure 1, which shows the execution bandwidth of some high speed processors over the era of electronic
computatioca. These data have been approximated by a modified Gomperts curve, and the asymptote to
that curve is about 3 billion operations per second. Note that the Cray-1 is already within an order of
magnitude of thit asymptote, Of course, we must ask if the curve will sccurately forecast performance in
view of new and exciting developments in very large-scale integrated circuit technology. Dr. Takamitsu
Tauchimoto, Fujitsu Limited, will discuss this and related issues. If, indeed, this Gomperts curve
coptinues t¢ forecast the future accurately, then we are left with the unpleasant conclusion that a single
processor has a maximum performance level and that state-of-the-art equipment is approaching it. An
obvious way (o vircumvent this maximum is through the use of parallelism. This pane! will also addreas

some potentials aprd problems of parsllel processing.



Professor Arvind, Massachuse‘ts Institute of Technologv, will discuss some architectural and
performance issues that arise in parallel processing architectures that are based on von Neumann style
uniprocessors and will sketch datablow solutions to them. Professor S. Levisidi, Instituto Scienze
dell'Informagziore, Bari, Italy, will review some parallel computer architectures for image processing. Dr.
V. Kotov, Novosibirsk, USSR, will discuss interrelatiors between computer technology, architecture,
programming languages, and algorithms. In the ncxt few minutes I will take a brief look at systems of a
few tightly coupled processors. In the course of my remarks I hope to show that algorithms and systems-

related issues will be critical to the overall success of tightly coupled systems.

ASYNCHRONOUS SYST1EMS OF A FEW TIGHTLY COUPLED HIGH SPEED PROCESSORS

Asynchronous systems of s few tightly coupled high speed processors are a natural evolution from
high speed uniprocessor systerns. Indeed, a system with 2-4 processors will soon be available, e.g., the
Cray XMP and the Cray-2. Systems with 8-14 processors are likely by the early 1000's. What are the
prospecta of using the parallelism in such systems to achieve high speed in the execution of a single
application? Answering this question is an exercise in research. The remainder of this paper will discuss

some of the associated issues,

The key issue in pazallel processing a single application is speedur *3 a fuaction of the sumber of

processors used. We det e speedup a.

execulion fime uging one procesrnr
ezecution time using p processors

’

THE WARE MODEL

To estimate performance of a tightly coupled system on 32 singl2 applicstion, we use a model of

parallel computati = introduced oy Ware [1).

Let
p = number of processors,

sad



a == percent of parallel processable work in the application.

Assume st any instant that either all p processors are operating or only one processor is operating.
I we normalize the execution time using one processor to unity, then

1

S,———-——l ) p
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Also

%— lom = P2 -p .

Figure two shows the Ware mode} of speedup as a function of a for a 4-processor, an 8-processor,
and a 16-processor system. The quadratic behavior of the derivative is dramatic and results in low
speedup for a less than .9. Consequently to achieve sigrificant speedup, we must have bighly parallel
algorithms. It is by no means evident that algorithms in current use on uniprocessors contain the
trequisite parslielism. In cases where they do not, research will be required to find suitable replacements.
When bighly parallel algorithms are available they must be impleraented (combined) with care because a
spans the entire application. Quadratic behavior of the derivative at large @ means that a sma'l ckange

in it produces a large change in speedup.

Those who have experience with vector processors will notc a striking similarity between the Ware
curves and models of vector performance where the shscisea is the percent of total vectorizable
computstion. This is because the assumption of the Ware model implies a two-state machine, that is, in
one state only one processor works and in the other state all p procecsors work., A vector processor can
also be viewed 28 a two-state machine. In one s'ate it is a relatively slow general purpose machine, and in
the other state it is capable of high performance on vector operations. Thus figure 2 also gives the

performance of vector processors where p is the relative performance of the vector and scalar etates,

THE MODIFIED WARE MODEL

Ware's model is inadequate in that it sssumes that exactly the same instruction stream will be
executed on a parallel system that is executed ob a single processor, and, thus, ttat the same amount is of

N



work is done in both. Seldom is this the case because synchronization and communication in
asynchronous systems usually require execulion of instructions that are not present in a uniprocessor
implementation. Further, parallel algorithms may require additional instructions. To correct for this, we
add & term, o{p), to the execution time for parallel implementation. o is at best nonnegative,and usually
monotonically increasing with p. Actually, it it a function not only of p, but of the algorithm and the

architecture, even of a. Let §, denote the modified model, then

1
(1-a) + =+ op)

5 =

-——L-— -
l+pa(p) o o 1.

Consequently in general the maximum speedup of a real system will be less than p, and it may be

significantly less (note also that 5‘,(1 for small a). Further, .§, wilt have a maximum for suflicientiy
large p, i.e., -%'- becomes insignificant while o{p) continues to increase. Thus another research opportunity

involves finding algorithms, programming languages, and parallel arckitectures that, when used as a

system, yvield “small” o'.

An important secondary question is how does one determine that a good o(p) bas been achiieved?

Note that
—.l—- -l—[p(l-d)-f a+ po(p)]

& -i-if a large and alp) emull

S’, is proportional to execution time in parallel mode. So a plot of execution time versus %—will revesl

when bigh a and low o have been achieved. For example researchers at Los Alamos are engaged iu efforts
to parailel process several generic classes of scientific computation. One of these classes is particle-in-cell
simulations that are widely used in plasma modeling. Figure 3 shows the results. Similar resulis have

been obtained for fluid Bow models and Mcnte Carlo simulstions for up to p == 8,



NONREPEATABILITY

Throughout the era of Von Neumann architecture we have enjoyed repeatability in computation,
i.e., repeated computation with invariant code and data yields invariant results. Repeatability is not
assured cn an asynchronous system because the precise sequence of compuiation depends on the temporal
correlation of processor activities. Absence of repeatability has already been manifest in Monte Cario
simulations [2] and may have impo:iant consequences in other algorithms, e.g., roundoff error critical
algorithms. Debugging is definitely complicated by nonrepeatability. Similar difficulties are well known
to developers of computer network software, and programming languages that permit side affects will
provide one way of creuting them. The result may he an increased interest in new programming

languages, code management tools, etc., for specific use in parallel processing.

FUTURE RESEARCH

We began this discvssion by asking about the poaaibility of gaining higher speed by exploiting
parallelism in asynchronous systzms of s few tightly coupled processors. Tlie question at preszut is not
answerable. In 1970 Minsky [3] conjectured that average speedup in parallel systems would be
proportional to logp. Because of economic and performance considerations this result would be
unacceptable in the systems under discussion. Yet Ware's model confirms that to do better than Minsky's
conjecture will require highly parallel algorithms. Further, they must be insensitive to nonrepeatability.
The modified Ware model indicates that they must be supported by eflicient systoms and programming
languages. Other studies [4,5] suggest that average speedup might be proportional vo p [logp .

Regrettably there ir & paucity of experimental data with which to validate or invalidate these and similar

studies. This is a great misfortune. A recent study noted [6)

““There is an abundance of concepts for parallel computing and abundant opportunities for developing
theae concepts and their applicstions, The current bottleneck to progress is the difliculty of executing

significant experimental siudies. These studies are essential to evaluation of total system concepts.”

Thus there is need for experimental asynchronsus systems and data on the use thereof.



SUMMARY

Systers of a few tightly coupled high performance processors have the potential to provide

significant increases in computational capability. Realizing this potential will require development of

highly parallel algorithms. These must be combined with suitable programming languages and

architectures suck that the overall implementation introduces little additional work relative to

uniprocessor implementation. Experimentally validated models of performance will facilitate this

research. In general, availabiiity of experimental equipment will be a pacing factor in research on

asynchronous systems.
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