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DEFECT PRODUCTION AND ELECTRONIC STOPPING FOR LIGHT IONS IN METALS*

R. S. AVERBACK, R. BENEDEK, K. L. KERKLE, AND L. J. THOMPSON

Materials Science Division, Argonne National Laboratory, Argonne, Illinois 60^39

A method for determining effective electronic stopping powers in metals is presented. The me-
thod involves measuring damage rates in thin films as a function of ion energy. The experimental
results are compared with predictions based on Monte Carlo computer simulations. Results are
presented for H, D, He, and Li projectiles on Cu, Ag, and Hi. The implication of these results
for defect production is discussed.

1. INTRODUCTION

The implantation of light gas atoms into
first-wall materials can have many adverse
effects on fusion reactors. Helium implanta-
tion, for example, causes erosion of metals by
sputtering and blistering. Gas retention and
release by the first wall can also affect reac-
tor performance. To predict these radiation
effects and to evaluate their significance for
reactor design, it is necessary to obtain a
theoretical understanding of such basic charac-
teristics of the ion-solid interaction as
electronic stopping powerr., range and damage
distributions, and defect production.

Recent work in our laboratory has been direc-
ted toward developing an understanding of the
basic defect-production processes in metals.
For light-ion irradiations, accurate values for
the electronic stopping are required to calcu-
late defect production. This can be seen from
the following relation [1,2] for the number of
Frenkel pairs produced by an ion of incident
energy E:

v*(B) = f: dEf

S (E')+Se(E')
dT

da(T.E')
dT

v(T). (1)

Here Sn(E') and Se(E') are the nuclear and elec-
tronic stopping cross sections, respectively;
do(T,E')/dT is the scattering cross section for
an ion of energy E' to produce a host—atom re-
coil of energy T; and v(T) is the number of
Frenkel pairs produced by a recoil of energy T.
For light-ion irradiations, Se(t) » Sn(E).
This paper deals with a new semiempirical method
of detci-ir-ing Se(E). The implications of our
results for defect-production calculations are
also discussed.

The most usual and direct method of determin-
ing stopping powers in solids is to measure the
energy loss in the undeflected portion of an
ion beam that passes through a thin-film speci-
men. The application of this "direct" approach
to low-energy ions, however, has been difficult.
For these measurements, extremely thin specimens
are required. It is difficult, however, to con-
trol and accurately characterize the thickness,
uniformity and possible surface contamination

of such specimens. In addition, multiple scat-
tering of the ions complicates the analysis [3].
Finally, one may question the validity of deriv-
ing stopping powers from measurements on only
the undeflected portion of the beam. Few of
these ions undergo small impact-parameter colli-
sions, and the energy-loss characteristics of
the measured beam may not be representative of
a more random set of trajectories.
As an alternative to the "direct" approach,

stopping powers have been deduced from projec-
tile range distributions. This method has the
advantage of not requiring ultrathin specimens,
and gives equal weight to all trajectories.
However, it has been used primarily with very
high implantation doses, and at temperatures at
which the implanted ions can diffuse. These
conditions may alter the final distribution of
implanted ions from their true range distribu-
tion.

In this paper, we present a method to deter-
mine effective electronic stopping powers fro::i
damage-rate measurements in thin metal films.
This technique is analogous to deriving stop-
ping powers from range measurements, but large
implantation doses are not required and diffu-
sion of defects is suppressed. Information
about defect-production distributions produced
by low-energy ions is also important in under-
standing radiation effects in first-wall mater-
ials. This follows from the strong interaction
of implanted gas with vacancies and vacancy
clusters [h]. Copper, silver and nickel were
selected as targets in this work. A large
amount of data regarding stopping powers and
ranges for light ions in these metals is avail-
able for comparison [5,6].

2. METHOD

The number of Frenkel pairs produced by an
ion incident on a metal film can be deduced from
the equation

e _ Nnt dAp
V ~ pF dcj) (2)

*Work supported by the U. S. Department of
Energy.

Her1; B o is the atomic concentration,
t is the specimen thickness,

Pp is the Frenkel pair resistivity,
Ap is the radiation-induced resistivity

increment,
and <J> is the ion dose.



The use and validity of eq. (2) are described
elsewhere [2]. Damage rates were measured at
C K for a series of ion energies. As the beam
energy is varied the defect-production distri-
bution is changed within the specimen as sche-
matically illustrated in fig. 1. The damage
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Fig. 1. Damage distributions for He irradia-
tions of silver.

rate, Âp/d<j>, is proportional to the integral
of the defect-production distribution between
the two specimen surfaces. Based on fig. 1, it
is apparent that ve(E,t) should initially rise
with increasing energy, reach a maximum, and
then decrease. This behavior is observed exper-
imentally, as shown in fig. 2 (lower curve).
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Fig. ?. Frenkel-pair production versus irradia-
tion energy for He irradiation of
silver.

The exact energy dependence of v (E,t) is a
sensitive function of the stopping power.
The upper curve in fig. 2 is a semiempirical

estimate of the Frenkel-pair production for a
semiinfinite specimen, ve(E,«>). The curve was
generated from the relationship

ve(E,») = vt(E)5(E) , (3)

where v (E) is the defect production calculated
according to eq. (l) and S(E) is an efficiency
(or normalization) factor. The efficiency fac-
tor relates the true defect production to the
defect production calculated from eq. (l). For
the itO-keV He irradiation of the silver specimen
shown in fig. 2, essentially all of the ions are

stopped within the specimens and v (E,t) =
ve(E,°°). From this equality and eq. (3), we
find C(ltO keV)=0.62. The factor £(E) varies
slowly with energy (by VLOJS over, the energy
intervals covered by the present irradiations
[2]). This rather small variation of £(E) is
a consequence of the,insensitivity of the pri-
mary recoil spectrum to ion energy; i.e., the
Frenkel pairs created by a U0- or 100-keV He
irradiation are produced by host-atom recoils
of similar energy. In the present work £(E)
has been estimated from ref. 2. The reflection
of energy from the front surface of the speci-
men is not included in eq. (1). Both experi-
ment [7] and computer simulation show,
however, that the energy reflection is less
than a few percent for the present irradiations.
The deviation of ve(E,t) from ve(E,">) at high

energies in fig. 2 is attributed to the trans-
mission of a portion of the beam energy through
the back surface of the foil. This energy
would create additional defects in a (hypo-
thetical) bulk specimen. We define the ratio
of ve(E,t) to v(E,°°) as the "containment frac-
tion" :

a(E,t) = ve(E,t)/ve(E,») . (k)

In principle, a defect-production distribu-
tion could be derived from these measurements
by obtaining o(E,t) as a function of t (i.e.,
several specimens) and fixed E, and then tak-
ing the derivative da(E,t)/dt as a function
of t. It is far simpler and more accurate to
obtain the containment fraction as a function
of E with fixed t (i.e., one specimen). This
type of profile can be related to the theory
in the same way as the usual damage distribu-
tion. We have, therefore, adopted this proce-
dure. The stopping power is deduced by genera-
ting theoretical curves for a(E,t) with the
stopping as a parameter and comparing these-
curves to the experimental ot(E,t) function.

We have used the Monte Carlo computer simula-
tion TRIM [8] to generate the theoretical con-
tainment-fraction profiles. The TRIM code was
modified slightly in order to obtain the defect-
production profile instead of the damage-energy
profile. This was accomplished by assigning
vt(ip) Frenj;ei pairs to each host-atom recoil of
energy T, where ^(T) is the same modified
Kinchin-Pease form of the damage function as
employed in ref. 2 and eq. (l).

3. EXPERIMENTAL PROCEDURE

The experimental details involved in measur-
ing damage rates of thin-film specimens at low
temperatures have been described elsewhere [2].
Only a few essential details are mentioned here.
The specimens were polyerystalline films grown
by vapor deposition onto rock salt. The speci-
men thicknesses {^3000 A) were determined by
measuring the weight gain of monitor foils ad-
jacent to the specimens. For each evaporation,
ten sets of specimens and five monitor foils
were obtained. The monitor foils showed thick-
ness variations of ^5%; we consider the uncer-
tainty in the thickness determination to be of



this magnitude. The specimens were mounted in
the cryostat with the film normal tilted VL0°
from the axis to minimize texture effects.
For the thin, pure specimens employed in the

present experiments, there is a size effect on
the electrical resistivity. The procedure for
obtaining the absolute size-effect correction
is described elsewhere [2,9]. To obtain con-
tainment-fraction profiles, only relative da-
mage rates are necessary. In analyzing the
data, however, it is necessary to correct for
changes in the size effect and radiation anneal-
ing since each damage-rate measurement involves
a small but finite resistivity increment, VLx
10 fi—cm. This correction can be made rather
accurately by repeating the damage-rate measure-
ment at a fixed energy several times during the
irradiation sequence [2,10]. The damage rate
at this energy serves to normalize the damage
rates at all other energies.

h. RESULTS

Figures (3-8) show experimental and theoreti-
cal a(E,t) curves for several of the ion-target
combinations examined. The experimental curves
were determined from the data using eqs. (l)
and (2); the theoretical curves are the results
of TRIM. The form of the electronic stopping
employed by TRIM is

Se(E) = p j (5)
where S^ and S B are the Lindhard-Scharff [ll]
and Bethe [12] expressions, respectively. For
all irradiations in this work except those
using the highest-energy protons, eq. (5) essen-
tially reduces to the Lindhard-Scharff relation,

S L = kE
,1/2 (6)

The value of the electronic stopping coefficient
k is treated as a parameter in TRIM. In each
figure, values of k are specified in units of
kj_,, the value obtained from the formula of
Lindhard and Scharff [ll]. The theoretical
curves fit the experimental curves reasonably
well for a unique value of k. In most cases,
however, there is a small increase in the
effective value of k, keff(E), with an increase
in energy. Moreover, this effect appears to
become more pronounced with increasing projec-
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Fig. 3. Containment fraction versus energy for
H irradiation of copper.
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Fig. 7. Containment fraction versus energy for
He irradiation of silver.
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He irradiation of nickel.

tile ma'is. In any case, the function Kê |-(E)
does not vary more than VL0J5 from the mean value
of k e f f(E).
The electronic stopping coefficients for all

of the ion-target combinations examined are
show, in Table 1. These values correspond to
the value of k for which the theoretical and
experimental curves intersect at a(E,t) = 0.5.
At this energy, the thickness of the specimen,
t, is the mean damage depth for the distribu-
tion in an infinite medium. This criterion for
selecting k was adopted to minimize the effect
of "tails" in the distribution and also to
maximize the sensitivity of the results to the
electronic stopping. This procedure is analo-
gous to using the mean range of the incident
ions to dsrivo the electronic stopping.

A direct comparison of the present results
with previous data based on energy-loss methods
should be regarded with caution. The effective
stopping coefficient, keff(E) is determined by
the stopp'.ng power at all energies of the pro-
jectile â .ong its trajectory within the speci-
vaen. Therefore kef *>E1'

 2 cannot be regarded as
th stopping power at energy E unless eq. 6
holds exactly. Nevertheless, the values for k
derived from "best fit" curves in Refs. 5 and 6
(hereafter referred to as A-Z) are listed in

Target

Copper

Silver

Nickel

Ion

11
D
He
He
He
Li
Li
H
D
He
He
LI
He

Thickness E

2830
4280
2830
3100
4280
2830
3100
2640
2640
2640
3880
3880
3470

.a(keV)

45
50
70
85
120
100
120
50
40
85
140
200
140

k/k,1"

0.7
0.7
0.7
0.7
0.7
0.7
0.7
1.15
1.2
1.2
1.2
1.2
0.95

k(A-Z)/kL
b

1.05
l.OS
1.00
1.00
1.00
_
—

1.6
1.6
1.5
1.5
—

1.15
a)Energy of incident Ion for which a(E,t)=0.5.
b)lo i s the va.'lue of k obtained from the Lindhard-Scharff

formula [11].

Table 1 for comparison. The present results are
lower than the A-Z values by ̂ 30$ for all cases.
It should be pointed out, however, that consid-
erable scatter exists within the data base from
which the A-Z values were derived. Some of
those data agree very well with the present
results. It is interesting to note that for
both copper and silver targets, the relative
stopping values obtained for H and He in the
present work are the same as those of A-Z.
Moreover, there is agreement between the A-Z
values and our values for the relative stopping
in copper and silver for each projectile.

The importance of accurate electronic stopping
values for defect-production calculations is
seen in Table 2. The number of Frenkel pairs
produced by an ion of incident energy E, ve(E),
is listed for various light-ion irradiations of
copper and silver. The ratio, £ [eq. (3)], be-
tween experimental and theoretical values is
also shown, The efficiencies are listed for
three choices of the stopping power: the
Lindhard-Scharff values, the A-Z values, and
the presently reported values. It can be seen
that E, is nearly proportional to the assumed
value of k. The decrease of £ with increasing
projectile mass has been attributed to the sen-
sitivity of the primary recoil spectrum to pro-
jectile mass [1,2].

5. DISCUSSION

Two general questions arise regarding the va-
lidity of our method for deriving effective
stopping powers: first, does the analysis of
the resistivity measurements [eqs. (2) and (3)]
yield correct experimental values for the con-
tainment fraction a; second, do the Monte Carlo

Table 2

Defect Production by Light Ions

Target

Copper

Silver

Ion

H
D
He
Li
H
D
He
Li

En
a(ke\

20
20
30
40
20
15
40
40

0
7

21
63

127
2
7

29
55

.8
.4

.3

.8

. 1

.9

. 1

0
0
0
0
0
0
0
0

.86

.87

.775

.76

.87

.83

.72

.65

C(A-Z)

1.25
1.24
1.00

1.19
1.08
0.87

CO.)

1.2
1.18
1.00
0.94
0.76
0.70
0.62
0.58



calculations provide a sufficiently accurate
simulation of the ion trajectories? In connec-
tion with the first point, one may question the
validity of eq. (2) in the presence of a non-
homogeneous defect distribution. This matter
is discussed in detail in Ref. 2, in which
several experimental tests that support the
use of eq. (2) are reported. In the context of
the present jfork, the agreement between the
results for the stopping in specimens of diff-
erent thicknesses is encouraging.

The theoretical anal/sis is based on the
assumption of an amorphous target. Although
care was taken in the experiments to prevent
channeling of the incident beam, some channel-
ing may be unavoidable for the low-energy pro-
jectiles employed in this work. This behavior
would extend the ranges of the projectiles,
and our analyses would consequently underesti-
mate the stopping power. Transmission sputter-
ing experiments, which also provide information
on damage distributions, do show extended
"tails" in the damage distribution for a 50-keV
He irradiation of gold [13]. These tails are
not predicted by theories which employ the
amorphous-target assumption. If crystallinity
effects are important, this may explain some of
the discrepancy between the present results
and the A-Z values, which are based on energy-
loss measurements.
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