Nondestructive Verification of

Relative Burnup Values and Cooling Times of
Irradiated MTR Fuel Elements

University of California ssressss——

M LOS ALAMOS SCIENTIFIC LABORATORY

Post Office Box 1663 Los Alamos. New Mexico 87545



| informel Report
uc.-78
tssund: August 1979

Nondestructive Verification of
Relative Burnup Values and Cooling Times of
Irradiated MTR Fuel Elements

J. R. Phillips
T. R, Bement
K. Kaieda*
E. G. Medina

*Visiting Scientist. Japan Atomic Energy Research Institute, Tokai-Mura, JAPAN.

NOTICE

Tho repast was pecpered a8 o zooount of wack
sponsoeed by the Umted States Government. Neithe: the
Urited Ststes noe the Unived Stz Department of
Encigy, not any af theu employees, 1w any of e
coarrsctoes. subcontracion, of therr employres, makes
any warzgnty, exprem ot unpleed, o amumes 20y bega)
lability or tesponubality for the scxuracy. comphtenes
o veefulness ©f any iNfOIMETIoR, IpRanTY, Prodat oF
procem dulomwed, ot represents that stt vee would nat
infninge privately onned nighia.




NONDESTRUCTIVE VERIFICATION OF RELATIVE BURNUP VALUES AND
COOLING TIMES OF IRRADIATED MTR FDEL ELEMENTS

by

J. R. Phillips, T. R. Bement, K. Kaieda, and E. G. Medina

ABSTRACT

Sixteen irradiated MTR fuel elements have been examined
using nondestructive gamma-ray and neutron techniques. The
consistency of declared burnup values and cooling times has
heen measured. Measured parameters have been identified
that best predict the burnup and cooling time values of in-
dividual elements and their relative importances have been
quantified using established statistical methods of analy-
sis. Various detector systems, including germanium, cadmium
telluride, and Be(y,n) detector, and fission chamber have
been used to measure the axial activity profiles.

I. INTRODUCTION
Nuclear power has been projected to supply a significant fraction of the

total electricity output of the world by the year 2000.1 Light-water reac-
tors using low-enriched uranium (+3.5% 235U) have generated more than 260
million megawatt days (MWD) of electrical enerqy over the past three dec-

ades.2 A significant by-product of the fissioning process is the production

of plutonium which can be used as fuel material for a nuclear explosives pro-
gram. The accurate measurement and accountancy of the plutonium inventory of
discharged light-water reactor fuels is an integral part of the total systes
of safeguards for the nuclear fuel cycle.

The Safeguards Technology Groups of the Los Alamos Scientific Laborztory

have been actively investigating the problems associated with safeguarding

irradiated fuels for the past two years. Many of the available nondestructive
technigues and applications were reviewed as the background for an experimental



progtan.3 Nondesttustive gzmma-ray and passive neutron techniques were se-
lected zs being the most applicable to the characterization of irradiated
fuels. The plutonium inventory of an irradiated assembly cannot be measured
directly using these techniques, therefore an indirect signature, that can be
analytically related to the plutonium content, must be measured. Burnup is a
measurables parameter that satisfies this condition. Burnup, defined as the
integrated energy released from the fission of heavy nuclides initially present
in the fuel, or as the percent of initial 2350 consumed, can be related
directly to the remaining 2350 inventory as well as the plutonium produced.
To determine the absolute burnup value of an individual fuel assembly inde-
pendently of reactor history, the cooling time must be verified because the
parameters measured are all time-dependent. The examination of an irradiated
fuel assembly will usually occur after a significant time (%-5 yr) following
discharge. Many of the gamma-ray and neutron signatures have half-lives of
the same order as the cooling times, therefore the results must be corrected
to obtain a consistent set of data.

Initially our investigations are primarily concerned with the development
of gamma-ray and neutron technigues for burnup determination which involve
also the determination of the ccoling time. The original work was performed
on highly-enriched Materials Test Reactor (MTR) fuel from the Omega West
Reactor located at Los Alamos. The ease of access to the reactor as well as
the ability to control the environment im which the examinations were per-
formed provided a unigue opportunity to test and evaluate techniques which
could be applied to the characterization of Light Water Reactor (IWR) fuels at
various reactor sites.

A. Previous Investigations

Several other gamma-ray examinations of irradiated MTR fuel assemblies

137Cs activity

have been performed. Dragnev et al concluded that the 144Pr/
ratio was a suitable cooling time monitor for cooling times ranging from 0.5
to 5 years.4 They obtained an average error of 4.6% for the measured
cooling times when compared with the operator's declared values. The
134Cs(796 keV)/l37Cs(662 keV) ratio with the correction for cooling times
represented the burnup values with an average precision of 4.9%. Beets
reported the use of the 952r/Nb activity ratio as a convenient cooling time
monitor for periods from several days up to one year, but better accuracy can
be achieved from calibrated 95Zr/137Cs measurements.5 The applications
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of 137Cs activity and 13401370, activity ratio as burnup monitors were
discussed with a relative precision of 9% for the 13‘08/137C8 results,
These two investigations were based upon irradiated MTR fuel elements. Hanna
recently published a rather complete evaluation of the experimental measurement
of highly-enriched fuel elements for determination of cooling times and burnup
values.6'7 This work was compared with similar examinations performed by
Dragnev." The importance of neutron flux density during the irradiation of
the assemblies was identified as one of the more critical paraweters.

Other investigators have examined the application of nondestructive gamma-
ray techniques for verification of burnup and cooling times in natural uranium
fuels.s'9 Valovic reported measuring burnup with a precision of 6% by com-
paring 137Cs activities of the assemblies to a known reference assembly.
Measurement of cooling times exhibited a 7-15% precision between declared and
measured values.? an average difference of 2.2% between the 134Cs/137Cs
analysis and the mass spectrometric results for 20 fuel elements was reported
by Chen in the examination of CANDU fuels.8 This report explored the possi-
bility of calculating the integrated flux by relating calculated and measured
1:‘MCs/l:"-'Cs ratios.

B. LASL Investigation
Sixteen irradiated MTR fuel elements vith similar irradiation histories

were measured nondestructively to evaluate which isotopic activities and/or
isotopic ratios best explained the variation in cooling times and burnup. The
declared cooling times ranged from 438 to 1456 days and the declared burnup
values ranged from 27.44 to 33.48 atom percent. Axial scans were performed on
four elements to investigate the correlation between the results obtained using
rapid profile detectors and the results from the more detailed germanium data.

These results have been applied to defining the critical parameters in the sub-

sequent examinations of BWR and PWR fuels.

II. EXPERIMENTAL

The Omega West Reactor (OWR) is a 8-MW thermal, heterogeneous, tank-type
research reactor which utilizes aluminum-clad fuel elements of the Materials
Testing Reactor (MTR) type. The reactor core consists of a 4 x 9 array of
fuel elements with each containing approximately 220 g of 235U (93% enrich-
ment). Each fuel element is constructed of 18 curved fuel plates, 1.52 mm
{(0.060 in.) thick mounted 2.97 mm (0.117 in.) apart in heavy aluminum side
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plates. Each fuel plate contains a 6l-cm (24 in.) long sheet of uranium-
aluminum alloy that is sandwiched and hot rolled between two 0.51 mm (0,020
in.) thick sheets of pure aluminum. 10

The sixteen irradiated elements examined during the two exercises are
listed in Table I. Operator-declared burnup values range from 27.44 to 33.48
at. & (61.36 to 73.87q), with cooling times ranging from 438 to 1456 days.
The specific burnup values were calculated from the irradiation history of the
reactor and may have a significant error of approximately 5%. The reactor is
operated as a research facility and has a very irregular operation history. A
typical two-week reactor history is schematically presented in Fig. 1. During
this period the reactor was only operated eight hours/day and at various power
levels ranging from a relative minimum of 0.44 to a maximum of 1.0. This
irregular operation introduced additional complications in the calculations of
the theoretical activity levels of isotopes and isotopic ratios.

Four nondestructive technigues were investigated for the characterization
of irradiated MTR fuels: gamma-~ray techniques included the use of germanium
detectors, cadmium telluride detectors and beryllium (y,n) detectors; the
neutron technique was based on the use of fission chambers.

There are two basic objectives in the examination of irradiated fuels for
safeguards. The first is to determine the consistency of the relative burnup
of individual fuel elements independently of any operator~supplied information

and to determine if there are any
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values which 1lie outside specified 0 J
limits (95% confidence bounds). This 10F E z — .
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. - / /
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Fig. 1.
fuel element has not been removed, Two-week irradiation history of a fuel

thereby establishing the physical element in the Omega West Reactor.
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TABLE I

MTR FUEL ELEMENTS NONDESTRUCTIVELY MEASURED

Fuel
Element Atom %8 Grams Discharge Examination

No. Burnup Burnup Date Dates

E356 33.48 73.87 1/17/74 9/29/77

E357 32.84 71.64 1/17/74 1/12/78
E359 31.62 69.46 4/8/74 9/28/17 1/11/78
E361 30.11 67.12 6/13/74 9/28/77

E363 30.99 69.27 6/13/74 9/30/77

E364 28,89 63.40 10/3/74 9/29/77

E368 29.15 65.15 2/24/75 9/28/77 1/12/78
E370 27.74 61.36 4/21/75 9/2%/77 1/13/78
E371 27 .44 61.36 4721775 9/28/77

E37%Z 31.52 70.28 9/8/75 9/28/77

E373 32.17 70.54 9/8/75 1/13/78
E374 29.47 65.65 11/1/77 1/13/78
r375 30.73 68.38 3/1/76 1/13/78
E373 29.29 65.37 3/22/76 9/28/77

E379 29.78 66.22 3/22/76 1/13/78
E383 28.95 63.37 B/16/76 1/11/78

dimensions of the element. Also, if the relative burnup has been established

at only one or a few points by more detailed analysis, the profile can be used

as an integrating function to establish the integral burnup <¢f the element.

The experimental apparatus is schematically represented in Fig. 2. The

germznium detector was mounted on a moveable platform with a fan-shaped col-

limator attached. To obtain an axial scan of an irradiated fuel element, the

detector-collimator assembly was translated along the principal axis. Complete

gamma-ray spectra were recorded at specified axial positions and stored on mag-

netic media for future reference. A typical gamma-ray spectra with the major

full-energy peaks identified is shown in Fig. 3. The extremely high gamma

activity required the insertion of lead as an attenuator which explains the

relatively flat energy spectra. Because only relative activities were being

determined, the gamma-ray spectra were
relative efficiencies as a function of gamma-ray energy.
The collimator was rotated 90 degrees permitting the entire fuel element

not corrected for differences in

to be examined for the measurements. This reduced the position sampling
problem to a second order effect of geometry (1/R2). That is, the effects of

any anomalies in the axial profiles were reduced by examining the entire fuel

element.
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The procedure for the examination of an individual fuel element involved

the transfer of the element from the reactor storage rack to an isolated

examination pond 2.4 meters deep. Only one fuel element was in the pond at a

time., All of the examinations were performed during a scheduled reactor main-
tenance period.
The axial profiles of four fuel elements were measured using the germanium

detector system. Cadmium telluride detection of the gross gamma activities
were recorded on two fuel elements. The higher-energy gross gamma activity
profile was obtained using the beryllium (Y,n) detector. A high-energy gamma
ray (2.186 MeV) can undergo an interaction with Be producing a neutron with an

which after being mode-ated is detected using a
4 shows the

average energy of 510 keVll
235U fission chamber. A drawing of the Be(v,n) detector in Fig.

relative location of the principal components. The fission chamber was sur-

rounded by a 4-cm thick polyethylene annulus to moderate the neutrons emitted
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from the beryllium (Be) converter. = 10em DiA—

keferring to the typical gamma-ray
spectra (Fig. 3), the principal gamma- \ : . _
ot 4-cm POLYETHYLENE

ANNULUS

ray interacting with the Be and pro-

ducing neutrons is the 2186-keV gamma I~ 235 £15810N CHAMBER
ray of the fission product 144Pr. 178 om | —POLYETHYLENE
The er (t,, = 17.28 m is in

secular equilibrium with its parent ' _—eemeTa
144ce (t1/2 = 284.4 d)lz. therefore, 28 cm SN :

the axial profile obtained from this
FUEL ELEMENT

detector will represent the more

recent irradiation exposure of the
fuel element. The possible inter~

ference of spontaneous fission neu- Fig. 4.
Beryllium (y,n) detector for measur-

trons emitted from the fuel element :
ing the high~energy gamma~ray profile.

was determined to be insignificant by

removing the Be converter and measur~

ing the fission chamber response. Spontaneous fission neutrons are primarily
produced by the spontaneous fissioning of 242Cm. 244Cm and the even-
numbered Pu isotopes. Since this fuel contained only 7% 238U, the produc-
tion of these transuranic isotopes should have been minimal.

Various thicknesses (0.5, 1.0, 2.0, 3.0, ard 4.0 cm) of the polyethylene
annulus were evaluated prior to the selection of the 4-cm thick annulus for
moderating the neutrons. Thicker discs of Be did not improve the efficiency
of the detector assembly. The design of a Be(y,n) detector was dependent upon
the physical constraints and the specific fission chamber used to detect the
neutrons,

A small cadmium telluride gamma detector was also used to monitor the
axial gross gamma profiles of the irradiated fuel elemerts. The detector was
placed in a small tube with a lead shield (first exercise) and a tungsten
alloy shield (second exercise) to reduce the intense ¢amma field, In both
cases, the shielding was insufficient to operate the CdTe in the pulse
counting mode. The detector becsme saturated at any position closer than
80-cm to the fuel elements.

The relative neutron profile was measured with a large fission chamber

with a 1.6 g loading of 235y, This loading was forty times larger than the

loading of the small fission chamber (38.6 mg 23"’U) in the Be(y,n) detector.



"III. RESULTS \
A. Statistical analysen for cooling time ard burnup measurements

The objective of the analyses was to determine what variable or group of
variables provided the best prediction of cooling time and burnup. The
variables included specific activities of fission products, and ratios of
gctivities., The criterion used to pick a predictor (or set of predictors) was

the squared simple {or multiple) correlation coefficient (Rz). The quantity

R2 is expressed as

s
o2
¥, - Y)

A

where Yi is the ith observation, Y is the mean of the Yi's and fti is the

estimated value obtained from the regression equation. R2 is the proportion
.13
It

of the total variation about che mean ¥ explained by the regression:
is often expressed as a percentage by multiplying by 100. The R2 value will
be used *hroughout the remainder of the paper as a measure to quantify the
degree of relationship between burnup or cooling time and measured variables.

A total of 33 gamma-ray peaks and isotopic ratios were considered as
possible candidates for predictions. Consideration of all possible sets of
predictions was impossible for two reasons. First, if all possible sets were
considered, this would involve 233-1 (or more than 8 x 109) separate
linear regressions. Second, it was impossible or impractical tc consider
predictor sets containing large numbers of varliables because of the limited
amount of data available and because of the desire to keep the egquations as
simple as possible.

Several techniques were used to find predictor sets as nearly optimal as
possible, Stepwise multiple regression13 was used but a straightforward
application of this procedure proved inadequate. Stepwise regression does not
necessar ily lead to maximum R2 for a set of data. A greater problem was the
fact that stepwise regression analysis resulted in the selection of different
sets of predictors for the two exercises. Other multivariate data aralysis

procedures were used to recoucile these differences and to arrive at a set of

predictors that did a good job in each exercise.



The motivation for using the multivariate teck.niques was to determine if
the 33 predictor candidates could be divided into smaller groups on the basisg

of their information content. Such groupihgs could be useful for two reasons.

One is to assure that variables containing infoimation not present in any other
variables are not arbitrarily excluded from consideration in the prediction

equation. Secondly, if such groupings could be achieved, then it might not be

necessary to usc more than one variable from a group in a prediction equation.
variables that do not fall in a well-defined group might
It is

On the other hand,
have unigue information to offer concerning the depuident variables.

also possible that such predictor wvariables simp’y contain information which

is ccntained in two or more of the other groups of iariables.

The procedures used tc examine the multivariate structure of the peaks and

ratios were principal component analysis14 and cluster analysis.ls'16

Principal component analysis was used to determine the number of dimensions

required to contain most of the variation in the independent variables. Each

dimension is a linear combination of the variables and is not necessarily a

specific variable. If it 1is determined that most of the variation in the

predictor variables is confined to a small number of dimensions, possibly two

or three, it may be possible to separate these variables into groups with

different information content. TIdeally, one would like the information content

of all groups to be mutually exclusive and exhaustive. This, however, can

seldom, if ever, be achieved in practice.
Cluster analysis was used as an exploratory technique to search for group-

ings of the 33 predictor variables. From the principal component analysis we

determined that most of the variation in the predictor variables was confined
to a small number of dimensions, cluster analysis provided a qualitative method

of grouping variahles that would provide similar i?formation. The selection of

one variable fror -ach grouping could provide sufficient information, whereby

if we had select. ! two variables from a single grduping it is likely that we
would not have significantly increased our total information about the set of
data. Functionally we were attempting to obtain a relationship between a mini~
mal number of measured variables and relative cooling times or burnups of

individual assemblies. This can be illustrated by the following equation

Cooling Time or Burnup o f(Cl, C2, C3, ese) o {1)



where (:1 is a variable from the ith cluster. A cluster can consist of a
single variable and that would imply the variable could provide unique infor-
mation with respect to the dependent sariable {cooling time or burnup).

Several hierarchical clustering algorithms were applied to the 33 vari-
ables using the complement of the correlation coefficient (1-r) as a measire
of the distance between variables. The furtherest neighbor (or complete link-
age) algorithm was used as the primary means of separating the variables into
groups. This algorithm has the property of exaggerating dista be "ween
variables. Some groupings were found which appeared in both exercises and
these helped to resolve inconsistencies in stepwise regression results.

The statistical procedures described here were used to provide supplemen-
tary information for variable selection. They were not used with the intention
of providing conclusive results and in fact, could not have done so with the
relative small sample sizes available. They did, however, make it possible to
look for patterns of relationship among a large number of variables which might
otherwise escape one's attention.

B. Consistency of Relative Cooling Times
All of the gamma-ray and neutron signatures of irradiated fuel assemblies

a: e functions of time~dependent variables. Therefore the measurements must be
corrected for cooling times to permit the meaningful correlaticn between the
declared and measured burnup values. Statistical analysis techniques were
applied to the gamma-ray data to assist in the selection of specific variables
for predicting the cooling times of individual fuel assemblies. 1In this in-
vestigation we assumed that the irradiation histories were similar for the set
of fuel elements.
Cooling time can be expressed as the following:

A
1 i
t.=-3% ingz for a single isotope (2)
1 cl
and
1 Ai Ao‘1
D v wikl ol v J 3
j i i Toi

10



for the ratio of two isotopes with A; the decay constant, Ai' the measured
isotopic activity at time tc. and Aoi the activity of the ith isotope at
tc =0 {or end of irradiation). Ao will be a function of the reactor
history which is in reality a time~dependent function. Both of the above
functions for tc can be approximated by a linear function when t. and
Hj-li)tc are small values.

For the relationship of two activities, there are two general classifica-
tions of isotopes. The first group consists of ratios with both isotopes being
a direct fission product and therefore directly proporticnal to the integrated

flux (assuming the absorption cross-section is mmall). The isotopes in this

group consist of 137Cs (tl’ = 30,12 yr); J'“Ce-luPr (t& = 284.4 days), and

106 0,106y, (t,=369 days) which were measureable in the spectra we obtained from
this set of assemblies. The second group consists of 134CS(t& = 2.06 yr) and

ls‘Eu (t, = 8.6 yr) which results from the (n,Y) reaction on the fission pro-

ducts 13 Cs and 153Eu, respectively. In these cases
A
t = _ ln — + f(¢r8)r (‘)
c 12 ).1 52

where A, is proportional to ¢>B with 1 < B8 <2 and A, is proportional to
¢. The £(3,8) is a function of the integrated flux and the exponent B. The
functional reliatiorship of B with respect to the integrated flux {or burnup)
of various elements will be discussed in the section on the axial measurements.
Two basic approaches to the solution of the relationship of measured gamma-
ray activities with declared cooling times were investigated. (1) The Iirst
model used known coefficients for 1/A and 1/(A2—ll) and solved for the
average 1n Ao and ln(Aoz/Aol,\ values. These averages were then used in
place of the individual values in expressing the relationship between activ-
ity and cooling time. (2) The second model was a simple linear relationship
between cooling time and activity at time, tc. Each technique requires
assumptions that can 1limit its applicability under certain circumstances.

Each appreocach will be discussed in detail in the following subsections.
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1. Model Using Known Decay Constants. In this section we assume that the
following relationship is true for individual isotopes

A, =2, e-litc (5)
or

t, = 7% ina . - xi in A, (6)
where = measured activity of the ith isotope after cooling time, to

A
Aoi = actual activity of the ith isotope at the end of irradiation
Ai = decay constant of ith isotope
tc = cooling time.
For isotopic ratios where each isotope is proportional to the integrated
flux, %, or each isotope is proportional to ¢Bi'where 1 < Bi < 2 and Bi is

not significantly different from Bj, the following is true

A A
t, =y In (f-) +>2—1n (A—"-?-) : (7)
2™ 2 2™ o1

Note that neither equation includes any error term. Therefore all the variabil-

ity must be attributed to (A and (A,,/A,;) for the single isotope and

oi)
the ratio wvariables. Since Aoi and (Aoz/Aol) are unknown and cannot be
determined without knowledge of tc the values (1ln A 2) and ln(Aol/Aoz)

have to be estimated based upon the data that is available. Therefore the

estimate of tc based upon a single isotope is

-

_l -
)\l lnAi ’ (8)

7]

f\

where 1n Ab is the average 1in A, value determined from the set of assem-
blies examined. Similarly, for the ratio data, the following relationship is

true

. A A
t, =3 ix 1n(A°2) +ln(A1) . (9)
271 ol 2

12



For the single isotopes the 13%cs(605 kev), 1%6Rn(1050 kev)., and
1“Pr(1487 keV) activities provided the most consistent data related to
cooling times as shown in Table II. The average differences for thes ingle
isotopes ranged from 5.1% to 10.7%. The results for the best four isotopic
ratios are g}ven in Table III with the average scatter in the values ranging
from 2.7% to 7.8%. These differences corresponded to errors as large as one
hundred days which can result in over a 30% error in correcting the measured
activity to the activity at discharge for isotopes with half-lives of 300 days
(M4ce-14pr; t,2284.4 days) ana (1%ru-1%mn; ¢, =369 aays).

To obtain an estimate of the variance of the differtnce between Ec and
the true t, for a particular element we can calculate the following if we

assume ln A, and 1n A; are independent for the single isotope.

[Var(ln Ao) (1 + 1/N) + Var(ln A)] . (10)

> pt

vV t - =
ar(tC tc)

Making similar assumptions for the ratio of two isctopes

(Y

. 1 2 AoZ Al\
var(t -t ) = (x—'_—f) Var (ln A—-—) (1 + 1/N) + Var (ln g) . (11)
2 1 ol

The assumptions of independence are reasonable if the element in question were

not used to compute ln Ao'

In each of the above cases it can be seen that the variance of (Ec-tc)
is composed of two parts; the first due to using the average 1log discharge
activity to estimate the actual discharge activity and the second Jdue to vari-
ation in activities at time t.. It can be shown that for data similar to
that reported here, the first source of variation is the major contributor to
Var(%c-tc). In Table IV the standard deviation of (Lc-tc) (the square
root of the variance) is listed for the best single isotopes and for the best
ratios. Values of Var(IE—K;), Var (1n A), Vat[TﬁTiEE?SBE}], and Var[ln(lolfaozﬂ

typical of these found in this exercise were used to generate the table.

)
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TABLE II

CONPARISON OF TEE ODMSISTENCY OF ESTIMATED COOLING TINES - SINGLEZ ISOTCPES - MOORL (1)

Sektember D433

Declared Yalues {Cays)

Yalues Based on
Regression Bguation

14,
106py,
144y,

Data
Declared Values .Zays)

Valoes Based on
Mgzession Bguaticn

23.c!
106y,

144p,

COMPARI SON

September Data

Declared Values -Tays)

Values Based on
Regressicn Eguation

I“P:/ 13¢cg
138, ,1548,
106pn,137cs

106pn 144 p,

Sanuary Data

Declared Values ([Tavsi

Valies Based on
Hegression Equatioa

e 1370
13ce 154y,
1863%,137cs

166gy /144 py

14

1150

1211
1us?

1229

1374

1292
1278

1302

Elsments
4131 pal3) 2384
1202 1204 1091
1221 1151 1188
1283 1166 1138
1172 1177 1115

Elements
[ATLIN =¥ - V7 |
1852 998 858
1242 1390 kFE
1107 1040 90§
1103 1022 863

TABLE III

0w?

1007
1008

1017

[ k)

EE 3N

774

(13}

1078
419

662

26

703

g

I

"%?

934

750

740
802

701

5

492
€12

593

Average

Difference

7.48%
7.2%

5.1t

Average
Difference

10.7¢

7.8%

5.

OF THME CONSISTENCY (™ ESTIMATED COOLING TIMES - ISOTOPIC RATIOS ~ MODEL (1)

1324
414
1304

1IN

g

|

1368

Elements
E3&1 Ei63 E364
1202 1204 1091
1221 1232 1124
1175 1050 1114
1261 1270 1163
1130 1146 103%

Elements
E3£8 £330 E373
1683 998 858
139% 995 863
22138 337 813
1097 1011 N7
1090 360 742

E368

947

0
-3
pe

&

681
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TABLE 1V

STANDARD DEVIATIONS OF (;:c-tc) BY USING
THE AVERAGE ln(Ao) and ln(Aoz/Aol) VALUES

Number of

Isctope Samples in Set Standard Deviation of ggc-gc)
134C5(605 keV) 10 + 114 Adays
5 + 133 days
106Rh (1050 keV) 10 + 110 days
5 + 129 Adays
144pr (1487 xeV) 10 + 74 days
5 + 86 days

Ratio

144pp /13705 10 + 41 days
5 + 48 days
13451545, i0 + B2 days
5 + 94 Gays
1°5Rh/137Cs 10 + 60 days
5 + 69 days
106 gnh /144 pr 10 + 99 days
5 + 114 days

2. Linear Model
This model relates the cooling times with the measured isotopic activities

and ratios with
tc = a + b(Ai or Ai/Aj) . (12)

where tc was the cooling time, Ai and Ai/Aj were the measured activi-
ties of the ith and jth isotopes, and a and b were the parameters of the re-
gression equation. As was discussed earlier this relationship can be’a good
approximation when Atc and (Al-xz)tc are small. This model 1is the
simplest of the two models discussed and is easy to apply provided the above

conditions can be assumed to exist.
15



Principal component analysis indicated that c¢ver 86% of the variation in
the September data was confined to a two-dimensional space. By increasing the
dimensions to three, 94% of the variation was explained. In the January data
more than 95% of the variation in the predictor variable is confined to a two-
dimensional space. From these analyses there appear to be two or three inde-
pendent sources of variations in the data. Based upon this we would hope to
find two or three relatively independent groups of predic’~r variables among
the set of 33 variables that contain most of the available information concern-
ing cooling time.

Cluster analysis was used as an exploratory technigue to see if there were
subgroups of variables that appeared in both September and January data sets.
For both the September and January data four distinct groups of variables
appeared in the set of 33 variables. The four clusters are listed in Table

v. The 13%cs (605 kev)/137cs (662 kev) (Cluster I) and the 2¥Eyw (1275

keV)/lMPr (2186 keV) (Cluster IV) isotopic ratios seemed to do a very good
job of explaining cooling time variation in both exercises.

the 13%cs (605 kev)/137cs (662 keV) isotopic ratio explained 91.4% of
the variation in cooling times for the September data (Fig. 5) and 92.9% for
the January data (Fig. 6). On each of the plots, the 95% confidence bounds
are shown. These bounds may be interpreted as defining a region within which
one is 95% confident that the individual cooling time wvalue will fall for a
measured ratio value. The width of these bounds depends upon several factors.
Two factors that cannot be controlled by the experimenter are the values of
the ratic at which cne wishes to estimate the cooling time and the wvalues of
the standard deviations of cooling time for a fixed ratio (the bounds become
wider as this qguantity increases). Two other factors that can be controlled
by the experimenter to some extent are the spread of the ratic values used in
the least-squares analysis and the number of elements used. The width of the

confidence bounds decreases as either the spread of ratics or number of ele-

mants used increases.

. 154 144

Similarly, the wvalues for the Eu {1275 keV)/ Pr ({2186 keV)
explained 95.5% and 86.8% of the variations for the September data (Fig. 7)
and January data (Fig. 8), respectively. Table VI shows these results for
individual fuel elements, plus the results of a liinear combination of these
two ratios which explained over 99% of the variations in each of the data

sets. The January results have been calculated twice: once with element E374

16
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Fig. 5.
Plot of cooling time in years versus
isotopic ratio for the September data.
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SE!PTEMBER COOLING TIME VS. EU-154/PR-144
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Linear least squares fit of cooling time with respect to the 154Eu(1275 kev) /
1‘4Pr(2186 keV) isotopic ratios for the September data.
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Fig. 8,
Linear least squares fit of cooling time with respect to the 154Eu(1275 kev)/
144?:(2186 keV) isotopic ratios for the January data.
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TABLE V

CLUSTERS FOR SELECTION OF COOLING TIME VARIABLES - MODEL (2)

Cluster I Cluster II Cluster III Cluster IV
138050605 ke) 37cs(662 kev)  1°%Eu(1005 kev) 13404 (605) /144 pr (696)
13405(796 xev) 1546411275 kev) 134.5(796) /44 e (696)
1344:(1038 kev) 1545, (1275) /37 cs(662) 13404(796) /1442 (2186)
13405(1365 ke 13404,1365) /144pr (2186)
13405(605) /137 cs(662) 13405(796) /1% rn (12050)
13405(796) /137 s (662) 154g, (1005) /196 rn (1050)
13405(1038) /137 cs(662) 154, (1275) /196 R (1050)
13405(1365) /137 cs(662) 1545, (2005) /144 pr (1487)
106 0r (1050 kev) 1545, (1275) /144pz (1487)
1445 (696 kev) 1545y (1275) /144 pr (2186)
14

4pr (1487 kev)
1445, (2186 kev)

included in the data and once without. All of the elements had irregular
irradiation exposures as indicated by Fig. 1, however, the history of E374 was
very different from the other elements. It was irradiated for 707 days, then
removed from the core and allowed to cool for 313 days. It was then reirradi-
ated for another 246 days. Therefore, the January results presented in Table
VI do not include the E374 element in the analysis.

Comparison of the Two Models for Estimating Relative Cooling Times

In both of the models evaluated various assumptions have to be accepted
prior to their application to the fuel assemblies examined. We have assumed
that each fuel assembly has been exposed to a similar irradiation history.
This assumption is critical in each of the models. As discussed in the last
two sections this was illusirated by including the results for element E374

which had a significantly different irradiation history.
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TABLE VI
4 7 5 1
COOLING TIME RESULTS BASED ON 13 Cs/lz Cs AND 1 4E\.‘/ 44?2‘ RATIOS - MODEL (2)
Elements o
% Variation Avaraga
September Data E356 E3159 E361 E363 E364 E368 E370 E371 E372 E378 Explained Difference
Declared Values (Days) 1350 1268 1202 1204 1091 547 691 B90O 750 554
Values BaZed on Regression Equation
134,137 1254 1206 1222 1165 1153 968 1045 892 770 492 91.4 5.6%
154 144 .
Eu/ Pr 1428 1313 1158 1150 1070 895 B43 879 787 643 95.5 5,38
134C5/137CS] R
154 144
Eu/ Pr 1376 1284 1194 1165 1110 920 922 877 766 555 99.2
percent Difference +1.9 +1.3 -0.7 -3.2 +1.7 ~5.7 +3.5 -0.3 +2.1 +0.2 2.1
Elcments
(1) Average
January Data E357 E359 £368 £370 £373 Egji E375 £379 Pifference
Ceclared Values (Days) 1456 1374 1053 998 858 438 683 662
Values Based on Regression Equation2
134Cs/l:wCs 1366 1324 1202 1065 795 470 686 651 92.9 S5.7%
5 .
1 4Eu/l44Pr 1534 1413 1013 927 873 565 753 717 96.8 5.6%
P34C5/137C5] .
[154Eu/144P§] 1466 1373 1078 970 826 496 708 672 99.5
pPercent Difference +0.7 -0.1 +2.4 -2.8 -3.7 +11.7 +3,7 +1.5 2.1%

1 : R : . . . ;
E374 was irradiated for 707 days, then cooled for 313 days before being irradiated another 246 days. This result was declared an outlier
and was not included in the remaining analysis.

Values computed from data set excluding E374.



Elther the nonlinear or the linear model can be used to predict the con-

sistency of relative coolmg times w1th a prec:.s:.on of 1 to 6 telative percent:._ 7

The nonhnear model (1) generally glves slightly be'tter ptedlctions than the

linear model Dbecause the required condition ' that }\t:c and (Al-hz)tc
is not satisfied for all assemblies. For the codling times we

144Pr isotope appears as the best single isotope predictor as
This

must be small

examined, the
well as being a component of most of the ratios and linear combinations.

may be ‘explained by two reasons. First, the half-life of 1“Pr(284.4d) is

comparable to the cooling times of these sets of fuel assemblies, and secordly,

the two gamma~-ray peaks at 1487 and 2186 keV were measured very precisely be-

cause of their relative activities.
In applying either of these models, the experimenter must be cautious

because of the effect that irradiation histories can have upon the result:s.l

This is particularly true when 1“MCs and

predict the cooling times in both the nonlinear and linear models. Both of

l54Eu occur in the ratios which

these isotopes can be produced by one or more neutron captures of the fission

products which are very dependent upon irradiation precursor histories. The

contribution of 134Cs and 15‘;Eu should be a function of the integrated

flux that the assemblies had been exposed to during irradiation. The func-
tional relationship of these two isotopes with respect to the flux will be

discussed further in the section on Axial Profile Measurements.

IV, BURNUP MEASIIREMENTS

The gamma-ay results for the fission products were corrected for the de-
and then analyzed to determine which variable or set of
All of the burnup

clared cooling time,
variables provided the best prediction of burnup values.
calculations were based upon the total number of grams 235U fissioned. Be-~

cause of the experimentzl arrangement, the entire fuel element was examined.

The initial 2350 loading of individual fuel elements varied from 218 to 224

grams; and the operator-declared grams of 235U fissioned ranged from §1 to 74

grams.

Principal component analysis showed that in the September data over 79% of
th= variation in the predictor variables was confined toc a two-dimensional
space. By increasing the dimensions to three, alnost 88% of the variation was
explained. However, over 92% of the variation in the January data was confined

to a two-dimensicnal space. There appears to be considerably more variation in

21
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the September' data “than in the Janhary data. Perhaps for this reason, fewer
_: Variqblesféould be identified as falling in well-defined groups in both exer-
' cises. Table VII shows three groups that did appear in each exercise. The
Blay (1275 ke A*¥pr (2186 kevy ana s (796 kev) 3Tcs (662 kev)
isotobic'ratios and 137Cs (662 keV) 4id not fall in any specific groups that
were identifiable in both the September and January exercises. Four variables,
137¢s (662 kevy, 134cs (605 kev)/137cs (662 kevy, 134cs (796 kev)/ 137cs (662
kev), and °%Eu (1275 keV)/137cs (662 keV) were determined to be among the
most important predictors of relative burnup values, when considering both
exercises.

The measured results for the relative burnup values are shown in Table

VIII in which the Septemter and January data are separated. In each exercise

the burnup results were computed based upon the 137Cs (662 keV), 134Cs
137 134 . 137 154

{605 keV)/"'Cs (662 keV), Cs (796 keV) /" 'Cs (662 keV), and Eu

(1275 keV)/l37Cs (662 keV) wvalues. QOf these four wvalues, the 137Cs

(796 kev) /137cs (662 keV) ratio explained most of the variation (70.4%) in

the September exercise. The best two variable linear combinations (72.4% of

TABLE VII

GROUPS OF PREDICTORS OF BURNUP FOR DATA CORRECTED FOR COOLING TIME

Cluster 1 Cluster II Cluster III
1340.(605) 144pr (696) 134.:(605 keV) 106 1 (1050 kev)
13405(796) /1%4pr (696) 1340¢(605) /137 cs(662) 1445, (1487 kev)
1340c(796) /14%pr (2186) 144, (2186 keV)
13404(1365) L1%4pr (2186)

134¢:5(796) /196RK (1050)

13405(1038) /1% Rn (2050)
1545, (1005) /144pr (1487)
15454 (1275) /144 pr (1487)

15400 (3275) /14%pr (2186)
1545y (1275), % R (1050)
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TABLE VIII

CONSISTENCY OF CALCULATED DURNUP VALUZS BASED UPON DECLARED COOLING TIMES

September Tata E356

Declared Values 2 73.87
values Based on Regression Equation

Bes662) 70.84
1345 (605) /1% cs (662) 73.54
13405 (796) /13 cs (662) 73.52
1545, (1275) /43 7cs (662) 69.80
Blose62) +

13%¢5 (796) /1% 7cs (662) e
Percent Difference -0.9

Janvary Data E%E;

Declared Values 71.64
values Based on Regression Equation?
137¢5 (662) 71.56
134c (6051 /13 cs (662) 70.86
1340 (796) /1 ca (662) .75
154 50(1275) /3 es (662) 71.50
1375 662) +

1545, (1275) /13 7ca (662) 798
Percent Difference +0.4

2

Measured values are based upon seven elements, with E374 excluded because of irreqular irradiation exposure.
235

3Bumup values are expressed in grams

70.03

70.26

70.51

68.18

70.65

+1.6

3 |lg

o
- o
[-)]

69.68
69.67
69,79

69.20

69.66

+0.3

u.

66.98
65.36
65.99

65.28

66.23

E368

65.15

63.79
63.24
64.31

64.27

63.65

-2.3

67.28
68.57
65.49

64.64

65.95

~-4.8

E370

61.36

66.20

64.83

62.86

53.39

+3.3

Element Identification

E364 EJ368 E370

63.40 65.15 61.36
63.85 62.76 62.68
64.18 66.69 60.84
64.40 62.39 64.21
65.66 63.62 65.39
64,01 62.14 63.50
+0.9 ~-4.6 +3.5

Element Identification

E373 E374IAV E375

70.54 65.65 68.38
71.45 66.44]‘ 66.98
69.7" 63.28 66.34
67.43 63.34 $6.22
69.21 62.93 66.40
70.72 64.92 66.63
+0.3 -1.1 3 -2.6

Te1efvent 374 results are based upon the data including E374 data in analysis.

64.33
67.41
64.54

67.45

E379

66.22

65.52
66.49
68.37

69.25

67.21

+1.5

E372

70.28

67.54

65.96

69.46

70.60

70.37

66.81

66.05

65.99

67.36

+3.0

% Variation Average
EBxplained ' Difference

72.4

86.9

57.3

56.3

76.4

86,1

2.8%
2.7%

4.0%

7%

Average
Difference

1.7%

2.5%

2.8¢

2.6%

1.5%



the variation) for September were the 137Cs (662 keV) and 134(:5 {796 keV)/

137Cs {662 keV) with the 134Cs/137Cs being the dominant term. An average
absolute percentage difference of 2.7% between the declared and predicted
values was obtained in this data set. By increasing the number input param-
eters to include all four measured values, the percent variaticn explained
increased from 72.4% to 80.3%. Plots of these four parameters versus the
declared burnup values are presented in Figs. 9-12 with the 95% confidence
bounds plotted. The qualifying statements Jiscussed in the cooling time
results section are also applicable to these results.

The results for the January data (Figs. 13-16) are presentad in Table VIII

and are similar to those obtained in the September exercise except that tha
linear combination of 137cs (662 kev) and °%Eu (1275)/'37cs (662) pro-
vided the best correlations. Both the 13-’Cs (662 keV) by itself and the
linear combination explained about 86% of the variations in the declared burnup
values. The results for element E374 were excluded because of its irregqular
irradiation history {discussed in the section on cooling times). In this par-
ticular exercise there is not any advantage in extending the analysis to in-
clude more than two variables. However, if all four variables are included,
the percent variation explained significantly increases to 94.3% (Table IX).

There are three basic assumptions necessary in evaluating the results
using the above analysis techniques. First, the relationship between the
isotopic ratios and grams of 23F’U burnup is 1linear. This allows the
estimation of error based on the deviations from a straight-line fit. Second,
the distribution of deviations about the <straight line is assumed to be
Gaussian with zero mean and constant standard deviation. Third, the variance
of the measured ratios due to the measuring statistics are insignificant.

The agreement between the predicted values and the declared values for the
burnup of individual assemblies was very good. However, these correlations
demonstrate a consistency between the two values and still require some

irradiation history information to allow the independent verification of the

declared burnup values.
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Fig. 9.
The 1linear relationship of declared burnup in grams with respect to 137Cs
(662 keV) activity for the September data.
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Fig. 10.
The linear relationship of d&eclared burnup in grams with respect to 13"Cs
{605 xev) /137Cs(652 keV) isotopic ratio.
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. SEPTEMBER BURNUP VS . (S-134/CS-137
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Fig. 11.
The linear relationship of declared burnup in grams with respect to 134cs
(796kev) /137Cs(662 keV) isotopic ratio.
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The linear relationship of declared burnup in grams with respect to
{1275 keV) /137Cg(662 keV) isotopic ratio.
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. JANUARY BURNUP VS. CS-137(OMIT E3%)
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Fig. 13.

The linear relationship of declared burnup in grams with respect to 137cs

(662 keV) activity for the January data.
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The linear relationship of declared burnup in qrams with respect to 134cg

(605 kev) /137Cs(662 keV) isotopic ratio.
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Fig. 15.
The linear relationship of declared burnup in grams with respect to 134cg
(796 kev) /137C5(662 keV) isotopic ratio.
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The linear relationship of declared burnup in grams with respect to 154 gy,
(1275 keV) /237Cs(662 keV) isotopic ratio.
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Scptember Data E356
Declared Value®  73.87
Values Based on 74.11

Regression Equation

% Difference +0.3

January Data E357
Declared Value 71.64
Values Based on 72.51

Regression Equation

% Difference +1.2

1

CONS1STENCY OF CALCULATED BURNUP VALUES BASED UPON FOUR PARAMETERS

TABLE IX

Element Identification

% Variation Average
£359 E361 E363 E364 E368 E370 E371 F372 E378 Explained Differcnce
69 .46 67.12 69.27 63.40 65.15 61.36 61.36 70.28 65,37
71.4) 66.33 67.20 63.81 63.63 62.73 63.70 67.04 66.13 80.3 2,23
+2.8 -1.2 ~3.0 +0.7 -2.3 =2.2 +1.8 -4.6 +31.2

Element Identification
% Variation Average
E359 E368  E370 E373 e3el  E3rs E379 Explained  Difference
69.46 65.15 61.36 70.54 65.65 68.38 66.22
69 .56 65.20 62.10 70.91 65.99 67.39 66.72 94.3 0.8%
40.1 +0.1 +1.2 4+0.5 -0.5 -~1.% +0.8

Flement E374 results are based upon its inclusion in the data analysis,

2 ueasured values are hased upon seven elements, with E374 excluded because of irregular irradiation exposure.
Burnup values are expressed in grams 270y,



Both the T3%s/137cs ana

isotope which is produced via neutron captore reaction on a precursor fission
product. The relationships of 13‘Cs and ls‘Eu with respect to 13703
were investigated by examining the data obtained in the axial profile measure-

menta. The following functional relationship was evaluated

154!:“’,137(:8 activity ratios involve an

134 15450 = «(137cq) 8 (13)

( Cs or

vhere 13705 is assumed to be directly proportional to the integrated flux
and subsequently the burnup. The results from four assemblies are listed in
Table X.

The data has been presented as a function of burnup in Fig. 17. The
relationship appears to be a function of burnup with decreasing signifi-
cantly as burnup increases. An exponent of 2.0 should be expected if 134CS
and l54Eu were proportional to flux squared, but the exponent for this set
of data is generally significantly less than 2.0. If we assume that 137Cs

is proportional to flux and burnup is directly related to the integrated flux,

then

134
Burnup o 137Cs where 134Cs a (137Cs) B
Cs

a (137Cs) B-1 (14)

This would imply that burnup is not necessarily a linear function of either
134 137 154 137 . : .
the Cs/"”" Cs or Bu/"" 'Cs isotopic ratio, but rather a power

function. The data obtained from the two 13‘ICs/:l'”Cs ratios and the 15"li:u/]'nCs
ratio have been corrected for this dependence and the burnup values recalcu-

lated in Table XI. The average differences show a general improvement over
the values shown in Table VIII based upon uncorrected values for the isotopes.

Either the corrected or the uncorrected values could probably be used to
measure the relative burnup of irradiated fuel assemblies over narrow ranges
of burnup. However this may be a problem when measuring fuel assemblies with
widely different burnups. The experimenter must be aware of this possible

influence when interpreting the data.
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Fig. 17
1S8E (1275 keV) - B power factor as a function of de-
clared burnup.
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TABLE X
VALUES RELATING 134cs anp 154gy TO 137cs

Declared Power Factor - g

Element Burnup, g 134Cs(605) 134Cs(796) 154 Eu(1275)
383 63.37 1.94 + 0.06 1.85 + 0.07 2.03 + 0.05
378 65.37 1.81 + 0.05 1.82 + 0.06 1.83 + 0.15
363 69.27 1.67 + 0.08 1.64 + 0.07 1.54 + 0,08
357 71.64 1.83 + 0.18 1.56 + 0,12 1.61 + 0,18

IV. AXIAL PROFILE MEASUREMENTS

Four irradiated fuel elements were scanned axially using various nonde-
structive gamma-ray and neutron techniques to establish their axial burnup pro-
files. As was discussed previously, axial profile measurements are an integral
part of any examination of irradiated fuel elements to ensure the integrity of
the entire element and to provide a means of integrating burnup if the burnup
is only measured at a single point. The axial distributions of 137'Cs were

used as the standards for comparison.
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TABLE XI

4 54
CALCULATED BURNUP VALUES BASED UPON CORRECTED 13 Cs AND 1 Eu VALUES

September Data

Peclareq 3 13‘<:s(6051/ 134cs(796)/ 1545 (1275) /
Element Burnup 3cs(662) pifference 137Cs(662) Difference 137cs(662) Difference

357 71.64 73.29 2.3% 73.17 2.1% 72.92 1.8%
359 69.46 69.06 -0.6 69.16 -0.4 67.06 =-3.5
368 65.15 65.27 0.2 64.78 -0.6 65.99 1.3
370 61.36 64.44 5.0 63.72 3.8 65.92 7.4
373 70.54 £8.59 ~2.8 68,88 -2.4 68.03 -3.6
374 65.65 65.07 ~0.9 65.00 -1.0 66.00 0.5
375 68.38 67.06 ~1.9 67.85 -0.8 66.42 -2.9
379 66.22 65.65 ~0.9 65.84 =0.6 66.06 -0.2
“1.8% 1.5% 2.7%
January Data
356 73.87 75.97 2.8% 75.92 2.8% 74.29 0.6%
359 69 .46 67.59 -2.7 67.90 -2.2 68.36 ~1.6
361 67.12 65.71 -2.1 65.71 -2.1 64.88 -3.3
363 69.27 67.21 -3.0 67.29 -2.9 67.27 -2.9
364 63.46 64.38 1.4 64.28 1.3 64.02 0.9
368 65.15 64.87 -0.4 64.60 -0.8 64.20 -1.5
370 61.36 63,94 4.2 63.72 3.8 63.88 4.1
kY) ! 61.36 64.05 4.4 63.73 3.9 63.89 4.1
372 70.28 68.04 -3.2 68.62 -2.4 72.06 2.5
378 65.37 64.J5 -0,6 64,94 -0.7 64.26 ~1.7
2.5% 2.3% 2.3%
235y,

1 Rurnup values are expressed in grams

A. Germanium

Individual isotopes and isotopic ratios were correlated with the axial
137Cs data obtained in the September and January exercises. Cluster analy-
sis was used to separate the variables into general groups for further analy-
sis. For each of the four elements the following variables appeared in a
group: 34cs (605 kev), 13%cs (796 kev), 137cs (662 kev), 134cs (796 kev)/
14p, (2186 kev), 134cs (1365 kev) /14%pr (2186 kev), and 13%cs (796 kev), 106w
(1056 keV). Other variables appeared to be grouped for some elements, but
change groups or do not fall into a specific group for all the other elements.

134
The cs(605 kev)/137Cs(662 keV) ratio distributions showed the highest

degree of correlation with the 137Cs axial activity.

134 137
The Cs(605 keV)/ 3 Cs(662 keV) activity ratio explained at 1least
. s . . 137
91% of the variation in the axial Cs activity profile for each of the fuel
. 134
elements. The data relating the Cs/137Cs ratio to 137Cs activity for

the axial scan of element E383 are presented in Fig. 18. The 95% confidence

32



bounds are plotted around the least squares funcﬁioné_, ~ The standard deviation

of the estimate of Y at x (mean) can be interpreted as the spread ol one stand-
' 134 13708

ard deviation (137Cs activity) at the average measured value of Cs/

B. Be(y,n) Data
The axial profile of E383 was obtained using the Be{y,n) detection assem-

bly describeéd in the Experimental section (Fig. 4) using various thicknesses

of beryllium. Figure 19 shows the results obtained from a 2.5-and 5.0-cm

thick beryllium converters w.th the small fission chamber surrounded with a

4-cm-polyethylene annulus. The comparison with the 137Cs axial activity

profile indicates that inis type of detector could be used to measure the axial

burnup profiles of irradiated MTR fuel elements. This detector is primarily

sensitive to only the 2186 keV gamma emission of 1“Pr as the reaction

threshold is 1660 keV for the production of a neutron.
used to detect the neutrons is relatively insensitive to the gamma-ray back-

The fission chamber

ground which can adversely affect other detection devices.

C. Cadmium Telluride Data
The cadmium telluride detector was also used to measure the axial gross

gamma profile with disappointing results. Extremely high count rates, in ex-
cess of 100,000 counts/second, required the movement of the CdTe to distances
of 0.3-0.6 meters from the fuel element to reduce saturation problems. Several
attempts to shield the CdTe using 2.5-cm of lead and l.0-cm tungsten were un-
successful., Operation of the CdTe detector in the pulse mode appears to be
limited to environments in which the count rate is less than 40,000 counts/

second.
D. Fission Chamber Data
A large fission chamber with 1.6 g of 235[] was used to record the axial

neutron profile of the E383 element. The MTR fuel was 93% enriched in 2350

so the spontaneous neutron emission rate from the higher transuranic isotopes
(238Pu, 240Pu, 242Cm, and 244Cm) should be relatively low when compared
to IWR assemblies. The maximum count ~ate with the fission chamber placed
adjacent to the fuel element was only about 2 cpm. The results obtained from
the neutron profile are plotted in Fig. 20 compared to the l37Cs activity
profile. Production of the spontaneous fissioning isotopes requires multiple
neutron interactions, therefore, the 1/1.5 power of the fission chamber data
gave the best fit. The actual power to which the fission chamber results must

be raised for the best correlation to the actual burnup profile will depend
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JANUARY E383 (CS-137 VS. CS-134/CS-137
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Fig. 19.
detector with 2.5- and 5.0-cm of Be compared with

the axial 137Cs(662 keV) activity profile for E 383.
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Fig. 20.
Comparison of 137Cs axial profile with the neutron results raised to the

1/1.5 power.

upon the irradiation environment of the fuel element as well as the initial
isotopic composition of the uranium. Also, the fission chamber is an uncolli~
mated detector, that is, an extended detector looking at an extended source.
These results should not be interpreted as quantitative but rather as an indi~
cation of the application of neutron technigques to profile and relative burnup

measurement of irradiated fuel elements.

V. CONCLUSIONS
Various nondestructive gamma-ray and neutron techniqgues were applied to

the characterization of the cooling times and burnups of irradiated MTR fuel
elements. The correlation of all the major full-energy gamma~ray peaks and
many isotopic ratios with these parameters were investigated using multi-
variate techniques to divide the number of independent variables into smaller
groupings. Principal component analysis provided the number of dimensions
required to contain most of the variations and cluster analysis provided a
qualitative grouping of predictor variables. Both these statistical techn_iques
were used to identify variables that should be investigated to quantify the

prediction of relative cooling times and burnup values.
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A nonlinear ahd linear model were investigated to represent the relation-
~ ship ‘betweenrthe measured variables and the declared cooling times. For the
'ﬁonli'near ‘model using known decay constants, the predicted values differed
from the declared values by approximately 7% for single isotopes and by about
5% for isotopic ratios. By using regression analysis to calculate the coeffi-
clients the differences between predicted and declared values were reduced to
about 4% for both single isotopes and isotopic ratios. In the nonlinear model
the 1“Pr/137Cs ratio consistently provided better prediction capability
tﬁan any i the other isotopes or ratios. The half-life of 144Ce,, the
parent of "'MPr, is 284.4 days which is comparable to the cooling times
measured. For shorter cooling times other isotopes (952r; t,i=65.5 days,
and 1405, ra: ¢ =12.8 days) may be better predictors, similarly for longer
13-?Cs(t%=30,12 y), l5413&1(‘:,;8.6 y), and 134CS(t’s=2'06 y) might

The 134Cs and 154Eu isotopes may be dependent upon the

cooling times
have to be used.
burnup of the fuel assemblies as was discussed in the axial profile section.
In the linear model the independent variables, 134Cs/137Cs and 1541?-'.1/1441’1'
exhibited thz highest level of correlaticn for these ranges of cooling times.

The 137Cs activity and three 1isotopic ratios, 134Cs(605)/13‘7Cs(662),
134c5(796) /137 ce(662), and 15%Eu(1275)/'37cs(662), had the best corre-
lations with the declared burnup values for both exercises. Using a 1linear
combination of the four variables over 80% and 97% of the variations in the
September and January data, respectively, could be explained using a linear
model. The use of ratios or linear combinations &as a consistency measure-
ment is feasible with an uncertainty ranging from 2 to 4 grams for an average
burnup value of 66 grams. This corrzesponds to a relative precision of 3-6%
over the range of burnup values measured.

The functional relationships of the shielded isotopes 1:MCs and

with respect to 137Cs were shown to be a power function, with the exponent

154Eu

possibly being a function of burnup. Additional data will have to be analyzed
before a definitive relationship can be established.

The axial burnup profile is required if we are to relate a single point
measurement of burnup to the entire fuel element. A Be(y,n) detector was used

to measure the high-energy (>1.66 MeV) gamma profile of the irradiated ele-
ments. The high 23:’U enrichment resulted in little buildup of even-numbered

spontaneous fissioning isotopes within the fuel material. A fission chamber
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monitored the axial neutron profile, which was a power relationship when cor-
related with the 137Cs profile. Cadmium ielluride detectors were of limited
use in the pulse mode because of the very high gamma environments which satu-
rated the detector.

The data obtained from these exercises will be used as input for the design
and evaluation of similar measurements to be performed on light water reactor
fuels. Similar statistical analyses will be applied to future data sets to de-
termine consistency trends between measured variables and the important safe-

guard parameters: cooling times, axial profiles, and burnup values.
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