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Dissociative Ionization of Liquid Water Induced by 
Vibrational Overtone Excitation 

Wesley Charles Natzle 

ABSTRACT 

Photochemistry of vibrationally activated ground 
electronic state liquid water to produce H + and 0H~ ions 
has been initiated by pulsed, single-photon excitation of 
overtone and combination transitions. Transient 
conductivity measurements were used to determine quantum 
yields as a function of photon energy, isotopic 
composition, and temperature. The equilibrium relaxation 
rate following perturbation by the vibrationally activated 
reaction was also measured as a function of temperature 
and isotopic composition. 

In H2O, the quantum yield at 283 i 1 K varies from 
2 x 1 0 - 9 to 4 x 10~5 for wave numbers between 7605 and 
18140 cm - 1. A model is used to characterize the wavelength 
dependence. The model gives the quantum yield as the 
probability that photon absorption produces an ion pair 
times the probability of separation from the ion pair. 
The result is proportional to the ionic mobility, to the 
equilibrium constant of the ion pair and excited reactant 
and to the length of time the reactant remains activated. 
The quantum yield rises through the low frequency side 
of an absorption band and is relatively constant through 
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the band center and high frequency wing. This behavior 
shows the quantum yield is nearly independent of the 
physical process that broadens the absorption. The 
process is either structural differences or combination 
excitation of lattice motions. The increase in quantum 
yield with temperature is smaller with higher excitation 
energy. 

In D2O, the dependence of quantum yield on wavelength 
has the same qualitative shape as for H2O, but is shifted 
to lower quantum yields. The hydrogen mole fraction 
dependence is not monotonic. The position of a minimum 
in the quantum yield versus hydrogen mole fraction curve 
is consistent with a lower quantum yield for excitation 
of HOD in D2O than for excitation of D2O. This behavior 
can be explained by an unfavorable flow of energy from an 
excited OH stretch of an HOD when surrounded by D2O. 

The ionic recombination distance of 5.8 ± 0.5 A is 
calculated from the equilibrium relaxation rate. It is 
constant within experimental error with temperature in 
H2O and with isotopic composition at 25 ± 1°C. The 
d'stance is consistent with recombination in a 
four-molecule hydrogen bonded linear chain. 
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CHAPTER I. INTRODUCTION 

A complete understanding of chemical kinetics requires 
exploration of all possible physical conditions in which 
reactions occur. One class of reactions particularly 
resistant to study are the reactions of vibrationally 
activated species in condensed phase. This is in contrast 
to gas phase reactions where vibrational activation is 
commonplace.1 An arsenal of methods including a pipette 
and stopwatch, stopped flow, flow tube, equilibrium 
perturbation, and NMR exist for study of liquid phase 
reactions of molecules with a Boltzmann distribution of 
internal energy.3 However, they are unable to produce 
vibrational activation. Perhaps the most clearcut example 
of a vibrationally activated reaction, first described 
by Goodall and Greenhow2, is the proton transfer reaction 
of ground electronic state liquid water induced by single 
photon overtone absorption 

hv 
H 20 * H 20* * H + + OH". 

One other method besides single photon overtone 
excitation has been used to produce vibrational activation 
of molecules in liquids. When Franck-Condon factors are 
favorable, photoexcitation can produce molecules with both 
electronic and a variable amount of vibrational energy 
determined by the excitation wavelength. Typically, 
effects resulting from the vibrational energy of the 
electronically excited reactant are difficult to observe. 
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Quantum yields of liquid phase photochemical reactions 
are independent of excitation wavelength, and therefore 
of the level of vibrational excitation. A portion of 
the total product yield is formed during the time the 
reactant is vibrationally activated. But in most reactions, 
vibrational relaxation competes so effectively with 
reaction that the total yield is dominated by reactions 
originating from the ground vibrational state of the 
excited electronic level. Thus, any wavelength dependent 
yield arising from vibrational excitation is swamped by 
the yield from vibrationally relaxed molecules. Turro 
et al. 4 recently reviewed a few exceptions (none proton 
transfer reactions) possessing wavelength dependent 
organic photochemical yields. But even these examples 
have problems of interpretation. It is difficult to 
distinguish a wavelength dependent mechanism involving 
participation of higher electronic states (Sn or T n 

with n > 1) from a mechanism caused by vibrational excit­
ation of Si or for that matter S 0. 

There are several advantages when single photon 
overtone excitation is used for activation. Since 
absorption is on the potential energy surface of the 
ground electronic state, only two reactive processes 
can occur. They are either the vibrationally activated 
reaction or additional thermal reaction caused by the 
temperature jump resulting from photon absorption. These 
two processes are well separated in time, with the 
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vibrationally activated molecules reacting on a tinescale 
fast compared to relaxation of the thermal equilibrium. 
There is no possible interference from the reaction of 
vibrationally relaxed but electronically excited molecules 
as there is in the organic photochemical reactions described 
by Turro.* 

The Goodall and Greenhow2 experiments were the first to 
use single photon overtone excitation to vibrationally 
activate a reaction in either the gas or liquid phase. 
They excited the v«3 0-H stretch overtone at 9399 cm - 1. 
In a subsequent paper, quantum yields were measured as a 
function of temperature at four fixed wavelengths.5 

This thesis describes and discusses quantum yields for 
the liquid water dissociative ionization as a function 
of temperature, wavelength, and isotopic composition. 
In addition, thermal recombination rates and distances are 
given as a function of temperature and isotopic composition. 

The introduction will put this work in perspective 
by relating it first to other gas phase vibrationally 
activated reactions, and then briefly to previous work 
on thermal, Boltzmann distribution proton transfer reactions. 
This work establishes a conceptual framework for description 
and interpretation of reactions of vibrationally activated 
species in condensed phase. Unfortunately, disadvantages 
inherent in the H2O proton transfer system prevent a 
quantitative physical interpretation of results. A better 
experimental system could be amenable to a more quantitative 
interpretation (see Appendix E). 
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I. The Reaction in Perspective 

A. Gas phase vibrationally activated reactions 

Host vibrationally activated gas phase reactions 
involve chemical activation of isolated molecules. 

A statistical (RRKMj theory of dissociation works 
well for isolated gas phase molecules. The liquid water 
reaction more closely resembles some gas phase experiments 
performed to demonstrate non-statistical behavior. An 
overview of experiments performed will be discussed. 

Kineticists find it necessary to explore the limits of 
applicability of statistical theories. The goal is not 
simply to demonstrate non-statisticality, but to understand 
why exceptions occur. Although it is reasonable to expect 
the occurrance of non-statistical unimolecular reactions,*> 
few examples have been demonstrated. Most approaches use 
some type of non-statistical excitation (chemical or photo-
activation) and look at the reaction rate or reaction products 
either on a timescale short compared to the intramolecular 
relaxation time (high pressures with rapid quenching 
rates) or use a system where a non-statistical reaction 
is expected even at long times (extremely low activation 
energies). Several approaches were recently reviewed.7 

The approaches that examine low activation energy 
processes include one that is technically a bimolecular 
reaction. It is the addition of fluorine to ethylene8'9 

or allene^0 isolated together in rare gas matrices. These 



reactions have energy bariers low enough that activation 
occurs by vibrational excitation in an energy range low 
enough for nearly harmonic vibrations. There is no 
intramolecular vibrational relaxation in a harmonic 
system so a non-statistical distribution of vibrational 
energy is expected. Quantum yields are observed for 
excitation of some modes that do not monotonically 
increase with energy. Unimolecular reactions of matrix 
isolated species have been considered in a recent review. 
They show no mode specific behavior." 

Another type of low activation energy unimolecular 
decomposition is dissociation of gas phase van der Waals 
molecules. The internal energy distribution of the 
dissociation products is non-statistical.12,13 

Most demonstrations of non-statistical behavior at 
high pressures involve chemical activation. The function 
of the high pressure is to quench all but the initial 
reactions that occur immediately following excitation, 
before intramolecular relaxation is complete. One inter" 
esting example involves methylene addition to a fluorinated 
alkene to form a symmetric bicyclopropyl, fluorinated 
alkane with only one cyclopropyl ring initially activated. 
At high pressures, decomposition of the initially 
activated ring predominates with a reduced yield from 
the symmetric non-activated ring. Other reactions where 
regions of a large molecule physically separated from 
the reaction coordinate are chemically activated also 
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show a pressure dependent product distribution indicative 
of incomplete intramolecular vibrational relaxation 
interrupted by collisions.7,15-18 

A few attempts to observe non-statistical gas phase 
reactions use single photon overtone excitation for 
activation. Several molecules show RRKM behavior19 and 
two, allyl isocyanide 2 0' 2 1 and t-butyHydroperoxide22, 
have experimental behavior interpreted as showing 
non-statistical effects. The t-butylhydroperoxide 
reaction is similar to the chemical activation 
experiments already described in that high pressures 
make the activation occur near the reactive site of a 
large molecule. The oscillator strength of the excited 
overtone transition is assigned to the local mode 0-H 
stretch of the dissociating 0-OH. The experimental 
results are consistent with the presence of a rapid 
non-statistical dissociation that is not quenched along 
with a "normal" REKM reaction that is quenched at high 
pressures. The allyl isocyanide reaction shows a 
reaction rate not in agreement with RRKM theory at all 
pressures tested. 

The r'ull potential of activation by single photon 
overtone absorption to test RRKM theory has not been 
exploited. (See Appendix D) 

B. Liquid Water Reaction 

We now return to the liquid water reaction. The 
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liquid structure consists of a kind of "superaolecule" 
composed of an extensive network of individual 
hydrogen-bonded water molecules. The overtone spectrum 
can be understood in a local mode model 2 3 with absorption 
strength caused by excitation of motions with a large com­
ponent of 0-H stretch motion of an individual oscillator. 
Following OH stretch excitation, the ensuing energy relax­
ation is not confined to a single water molecule, but can 
spread to hydrogen-bonded neighbors of the "supermolecule". 
Then there is competition between activation of the reactive 
precursor (perhaps the four-molecule linear chain proposed 
for the thermal reaction2^) and randomization (relaxation) 
into the rest of the "supermolecule". A purely statistical, 
RRKM treatment of the entire "supermolecule" does not 
work. If energy randomization in the "supermolecule" 
was complete before any product was formed, then no 
laser induced reaction would be observed. 

In several respects, the water reaction is similar 
to the non-statistical reactions just described. The 
activation energy is relatively low, being intermediate 
between typical statistical gas phase unimolecular 
reactions and non-statistical van der Waals molecule 
dissociations or bimolecular reactions of matrix-isolated 
species. Also, as in the high pressure chemical 
activation experiments, the observed reaction is in 
competition with "intramolecular" relaxation. The 
analogy is strongest for the unimolecular reaction of 
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t-butyl hydroperoxide. As in HjO, activation by 
excitation of OH stretch overtones is followed by the 
competition of two processes. In th.? t-butyl 
hydroperoxide reaction, activation of the non-statistical 
0-OH dissociation competes with statistical energy 
randomization into the entire molecule. 

The question remains, "What kind of description will 
be useful for characterization of the liquid water 
reaction?" Once again it is instructive to consider 
analogous gas phase reactions. Several authors have 
suggested that description of non-statistical gas phase 
unimolecular reactions will require some combination of 
RRKM and Slater theories.25 Slater theory describes the 
reaction rate when the energy in each mode is defined 
and does not change with time. This situation will 
prevail in the limit of weakly coupled modes. In other 
words, if the quantum state of each mode is adiabatic 
(does not change during the reaction). Slater theory 
describes the reaction. The importance of a mode to the 
rate calculation depends upon its projection on the 
reaction coordinate; where the reaction coordinate is 
defined as the lowest energy pathway from reactant to 
product. If a mode has any projection upon the reaction 
coordinate, it will be designated an "active" mode. If 
a molecule has enough vibrational excitation in each 
active mode to reach the global critical configuration, 
then the minimum potential energy of a molecule passing 
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from the reactant to the product manifold is the potential 
energy of th- critical configuration. If some modes do 
not contain enough energy to reach the global critical 
configuration, then reaction can still occur, but the 
minimum potential energy is at a local saddle point 
instead of the critical configuration of the global saddle 
point. A portion of configuration space which includes 
the critical configuration of the global saddle point is 
excluded by the defined quantum state of each mode. 

For a statistical RRKM, unimolecular reaction of an 
isolated molecule, the energy is confined to the excited 
molecule. Strong mode coupling causes the energy to be 
rapidly shuttled among the available modes. The number 
of strongly coupled modes used in an RRKM calculation is 
equal to the number of modes in the molecule. Since all 
active modes are strongly coupled, and can take on any 
energetically allowed quantum state, the minimum potential 
energy of a reacting molecule is defined by the global 
saddle point energy minimum in the configuration space of 
the entire molecule. In other words, all modes of the 
molecule are strongly coupled, and all active modes are 
strongly coupled. 

To summarize: in RRKM theory, a mode is important 
if it is strongly coupled to the modes containing 
vibrational excitation, in Slater theory, a mode is 
important if it contains vibrational energy and is 
"active". 
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One promising conceptual picture for non-statistical 
gas phase or for a vibrationally activated liquid phase 
process is provided by first breaking the modes of the 
system into active and non-active modes, and then once 
again into modes strongly-coupled and not-strongly-coupled 
to the modes that are vibrationally excited. The four 
possible types of mode are shown below. 

2 
active ^r non-active 

coupled Jr ^-^^ uncoupled (adiabatic) 
3 

Non-active uncoupled modes (4) can be ignored. The 
major difference between a statistical unimolecular 
reaction and the situation described here is that some 
active modes can be uncoupled (3). Thus, the energy 
barrier is greater than the global saddle point. A 
description of the reaction rate by RRKM theory with the 
number, and frequency of modes determined by whether a 
mode is strongly coupled, and the energy barrier determined 
by the number of strongly-coupled, active modes will 
combine the relevant aspects of both RRKM and Slater 
theory. Thus reaction rates in condensed phase depend on 
the details of the energy flow; in other words, it depends 
on which modes are strongly coupled to excited modes. 
No general guideline as to the identity of each mode can 
be provided, but it is expected that a reactive gas 
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phase molecule might show a higher energy barrier and/or 
smaller number of stror.jly coupled modes when 
vibrationally activated in a liquid. Conceivably, if 
the relaxation path, critical configuration, and energy 
barrier were known, the reaction rate could be calculated 
quantitatively. However, there are several problems 
inherent in the H2O system which prevent a quantitative 
'cilT'ilation if the reaction r-*-" "ibrational relaxation 
rates and pathways, and ion pair separation probabilities 
are not known. Therefore, only quantum yields can be 
determined, not reaction rates. Also, the identity of 
the reactive species and of the 'active" modes is not 
known. Appendix E suggests other potential work 
including some systems where a quantitative treatment 
may be possible. 

The gas phase experiments are performed by measuring 
product quantum yields as a function of pressure 
following a C.W. photolysis. Long irradiation times are 
required. This necessitates use of reactants with an 
activation energy high enough to prevent interfering 
dark reaction products. 

There are major experimental differences between 
the gas phase and liquid phase experiments. In a liquid, 
the combination of low cross section for high overtone 
excitation and lower quantum yields resulting from rapid 
intermolecular relaxation makes product detection 
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following a C.W. photolysis in liquids very difficult. 
Instead, pulsed excitation and transient conductivity 
measurements are used to generate and detect ionic 
products. Low activation energy processes can be studied 
because the presence of thermally generated product does 
not interfere with measurement of the laser generated 
transient products. 

The liquid water proton transfer reaction is also 
interesting for several reasons not related to fundamental 
chemical kinetics. It is important to increase our 
understanding of liquid water and of proton transfer 
reactions. Water is the most important solvent in 
chemistry, and biology. Proton transfer reactions have 
a similar importance. Acid- and base-catalyzed reactions 
are important in the synthesis of commercial chemicals, 
and proton transfers play a role in many biologically 
important enzyme reactions. The liquid water ionization, 
being the simplest aqueous proton transfer imaginable is 
an obvious candidate for study. 

The vibrationally activated reaction offers a new 
way to perturb the H 20 i; H + + OH~ equilibrium and 
potentially .offers new information on the reaction and 
relaxation of the ion pair precursor not obtained in 
equilibrium relaxation measurements. The recombination 
of H + and OH" following equilibrium perturbation is 
diffusion controlled24, thus no kinetic information is 
obtained for the recombination of the ion pair by varying 
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the temperature or isotopic composition. The actual ion 
pair recombination is masked by the diffusion. In 
contrast, the vibrationally activated reaction is 
dependent upon both the reaction rate to form the ion 
pair, the recombination rate, and the diffusion rate. 
Thus details of reaction, relaxation, and recombination 
are to some extent unmasked. 

The remainder of the thesis describes (A) the 
experimental apparatus, (B) analysis of data, (C) quantum 
yield results as a function of temperature, excitation 
wavelength, and isotopic composition, thermal 
recombination rates as a function of temperature and 
isotopic composition, (D) a discussion and qualitative 
interpretation of the results, and (E) conclusions. 
Several appendices are included to clarify some points, 
to add some details, and to stimulate thought. 
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CHAPTER II. EXPERIMENTAL 

The experimental goal is to measure the transient 
conductivity of a sample of pure water following laser 
excitation of 0-H stretch overtones. The experimental 
apparatus consists of (1) a liquid system used to contain 
transport, purify and monitor the water, (2) an optical 
excitation source, and (3) electronics used to monitor 
and record the time dependent conductivity. A Cary 14 
spectrometer is used to record absorption spectra. This 
section gives an introduction to the operation of the 
apparatus, then gives the details of the three subsystems. 

I. Introduction to System Operation 

The water conductivity is measured by a cell in 
the H 20 system along with the triggered differential 
amplifier, low pass filter, digitizer and averager 
shown in Figure II-l. The differential amplifier and 
digitizer are triggered by a pulse generator. After a 
short delay, a Raman-shifted laser source is triggered. 
The generated light excites overtones of the water flowing 
between electrodes of the conductivity cell, product 
ions give a transient conductivity recorded by a signal 
averager. The H2O system removes impurity ions by 
continuously circulating the water in a closed loop 
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Figure II-l 

Transient conductivity changes induced by dissociative 
ionization of water are produced and measured with this 
apparatus. 
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Figure II-2 
Schematic diagram of the water system. 
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through an ion exchange column immediately preceding the 
conductivity cell. 

II. Liquid system 

This section describes the components, the assembly, 
the cleaning, and the operation of the water system. 
Figure II-2, containing H2O, D2O, or isotopic mixtures. 

The best closed loop circulation system was constructed 
of quartz, Pyrex, FEP Teflon, PTFE Teflon, and silicone 
rubber. Other trial systems will be mentioned. 

A. Components 

The components of the H2O system consist of a water 
reservoir, a pump, an ion exchange column with constant 
temperature jacket, a thermocouple, and a conductivity 
cell. 

A 225 ml Pyrex bulb is used as a water reservoir 
during system fill and evacuation/degassing. It 
supplies a Cole Palmer Masterflex pump. The pump uses a 
model 7545-00 drive unit with a 7017 peristaltic pump 
head using 6411-47 silicone tubing. The tubing is 0.25" 
inside diameter (ID) and 0.379" outside diameter (OD). An 
18 cm piece of 1/4" SGA Scientific tR8428-14 corrugated, 
flexible teflon tubing is connectd to the pump outlet. 
The ion exchange column is a 78 cm length of 8 mm OD, 
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7 «m ID, TFE Elastofluor tubing partially filled with 
Rohm t Haas Amberlite MB-1 mixed bed ion exchange resin. 
Column supports are made of 0.21 mm mesh Teflon Spectramesh 
grid #146464 from Spectrum Medical Industries. The grid 
is stretched over a few millimeters-length of 
polytetrafluoroethylene, PTFE tubing and then inserted 
in the column. Larger diameter Vycor glass and 
polyethylene columns with glass wool column supports 
were tested with satisfactory results. The ion exchange 
column is jacketed with a concentric 1-1/8" diameter 
copper tube. Brass end caps with Viton O-rings seal the 
copper jacket to the teflon ion exchange column. The 
wacer temperature is adjusted by circulating methanol in 
the jacket. The methanol is pumped with a Lauda model 
K-4/R temperature controller by Brinkmann instruments. 
The absolute water temperature is measured with a 
copper-constantan thermocouple with a water-ice reference. 

The conductivity cell shown in Figure II-3 is machined 
from a 1/2" x 1-3/4" x 6" teflon block with a chamber 1/2" 
x 4". Inner walls are smooth and edges perpendicular to 
the flow are rounded to minimize water turbulence. The 
bare platinum electrodes are made of 0.051" diameter 
platinum wire bent and flattened into a staple with 2.7 mm 
x 9 mm electrode faces. Electrode pairs are located 
2-1/2" and 3" downstream from the cell inlet to allow 
inlet turbulence to damp before reaching the electrodes. 
Quartz windows 1/8" or 1/16" x 1" x 6" are sealed with 
Viton O-rings. A 1/16" rubber pad is sandwiched between 
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Figure I1-3 
Scale drawing of conductivity cell and electrodes. A 6" 
x 1-3/4" x 1/8" stainless steel plate with a 1-3/4" x 
1/2" opening facing the electrodes screws into the cell 
body and forces a window against the O-ring. The plate 
and window are not shown. 
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the window and a 1/8" x 6" x 1-3/4" stainless steel 
retaining plate which screws into the teflon cell. 

Several other cells were used for some H2O quantum 
yield measurements. A teflon cell with epoxied quartz 
windows and epoxied platinum staple electrodes was used 
for measurements taken with a CMX-4 dye laser pumped 
optical parametric oscillator. Also, two laminar fluid 
flow cells were used with a Quanta Ray Nd+3:YAG pumped 
dye laser system. One was made of 3 x 9 mm rectangular 
cross section quartz tubing with platinum foil electrodes 
epoxied to ground quartz inserts. Long times were 
required to desorb ions from ground glass surfaces of 
the quartz j-iserts after exposure to KC1 conductivity 
solutions used to determine cell constants. Another 
cell was made from quartz strips epoxied to form a 
rectangular channel 1 mm x 2 mm x 300 mm. Electrodes 
were produced by laminating 9 mm x 14 mm strips of 0.001" 
platinum foil to the inner wall of the rectangular cell 
with FEP teflon film. The electrodes were located 25 cm 
from the cell inlet so that turbulence created at the 
cell inlet is damped before reaching the electrodes. 
Torr-Seal epoxy from Varian was selected for its low 
interaction with HjO. This cell was discarded after 
delamination of an electrode. Platinum electrodes 
vacuum deposited directly on quartz disintegrated on 
contact with water. However, platinum can be vacuum 
deposited over an underlayer of titanium or niobium about 
200 vm in thickness1. Metal oxides, B12O3 and PbO, 
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have been used for some applications requiring transparent 
electrodes2. 

B. Assembly 

System assembly is done in two parts. First, the 
cell, thermocouple, and ion exchange column were assembled. 
Then, the components are interconnected primarily with 8 nun 
Elastofluor fittings and PTFE tubing. 

1. Cell 

Electrical connection must be made to the electrodes 
before attaching them to the cell body. Copper wire is 
soldered into holes concentrically drilled in the base 
of the electrode arms. Then the arms are gripped with 
pliers and forced into undersize holes drilled in the 
teflon cell. Aluminum foil is used to protect the arms 
during insertion. A uniform interelectrode distance of 
2 mm is obtained by using two removable glass microscope 
slides as spacers. 

2. Thermocouple 

The thermocouple is encased in a sealed 4 mm OD Pyrex 
tube pressure fitted within a concentric 3.S cm length of 
3 mm OD teflon rod. The rod mounts in an Elastofluor 
fitting. The immersed length is adjusted to about 6.5 cm. 
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The thermocouple tip lies 7.8 cm downstream froa the final 
electrode pair of the conductivity cell. 

3. Ion exchange column 

Rohm and Haas Amberlite MB-1 mixed bed resin is used 
in the ion exchange column. Trace amounts of amine and 
styrene decomposition products are leached from the resin 
by soaking in high purity water for several days. Ten to 
fourteen ml of resin are poured into the column in several . 
small portions to minimize separation of cationic and 
anionic forms of the resin caused by a higher settling rate 
for the denser cationic form. A larger resin volume does 
not significantly improve the ionic purity of the H2O and 
will impart trace amounts of organic impurities at a higher 
rate. Higher pressures at the output of the pump decreases 
silicone tubing lifetime. Bio Rad AG501-X8 ion exchange 
resin columns were not used because they produced H2O 
with twice the conductivity of the column described. 

4. Interconnection 

Elastofluor fittings can not be used to connect the 
silicone pump tubing or the fluorinated ethylene-propylene, 
PGP, Teflon corrugated tubing to the Glastofluor PTFE tubing. 
The silicone tubing is simply slipped over and clamped onto 
the Elastofluor tubing with metal tubing clamps. 
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The FEP tubing is attached as shown in Figure II-4. 
The smooth ends of the FEP tubing and the Elastofluor 
tubing are slipped over a snug-fitting 7 mm 00, 3.2 cm 
length of PTFE tubing insert. The assembly is covered 
with an FEP sleeve under PTFE heat shrink tubing, SGA 
catalog No. R8428-5, and is heated with a heat gun above 
the approximate 270°C melting point of the FEP slei ve. 
The FEP Teflon melts forming a strong bond to the PTFE 
tubing. Care must be taken not to heat the portion of 
the FEP corrugated tube beyond the PTFE insert. 

C. Cleaning 

The Teflon, quartz, Pyrex, and silicone rubber parts 
of the system must be cleaned to prevent contamination of 
the high purity circulating water. 

The Teflon cell body, Elastofluor fittings, 
and spectramesh column supports were cleaned by soaking 
in aqua regia and then rinsing in water for about S hours. 
The PTFE tubing and flexible FEP tubing were assembled 
with the clean Elastofluor fittings and filled with 
concentrated nitric acid for about 5 hours. The system 
was then rinsed and filled with water for 4 hours. Quartz 
windows were cleaned with methanol then soaked in an 
aqueous 2% sodium hydroxide, 1% sodium EDTA solution to 
remove adsorbed ions. The Pyrex water reservoir and 
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Figure II-4 
Attachment of FEF corrugated tubing. A, to Elastofluor 
PTFE tubing, B, is shown. The corrugated tube must be 
slipped on the PTFE insert, C. Then the heat shrink 
tubing, E, and FEP sleeve, D, are heated to seal the FEP. 
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thermocouple well are boiled for several minutes in dilute 
nitric acid. 

Electrodes were cleaned before assembly by immersion 
in 1 part nitric acid to 3 parts hydrochloric acid followed 
by passage of 1 amp of current for two minutes through 
the positively charged electrode. A platinum wire served as 
the negative electrode. Silicone tubing for the peristaltic 
pump was cleaned by rinsing with methanol.followed by 
immersion in boiling water which is allowed to cool to 
room temperature. 

Preferred materials and cleaning procedures for high-
purity systems are discussed in reference (3). 

D. Liquid system operation 

Operation of the liquid system with H2O includes the 
following steps: (1) cell constant determination, (2) 
preparation of feedstock water, and (3) establishing the 
proper temperature, purity and flow in the circulating 
water. System preparation and isotopic analysis with 
H 20/D 20 mixtures will also be described. 

1. Cell constants 

Cell constants for both electrode pairs were determined 
by measuring the resistance of a 10~ 2 molar KC1 solution 
with an A.C. Wheatstone bridge. The cell is immersed in 
a constant temperature, bath of known temperature and allowed 
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to equilibrate. The cell capacitance and resistance is 
determined by bridge balance. The cell constant, k, was 
found by the equation 

k - HR 
where R is the cell resistance and K is the conductivity 
of 10-2 molar KC1 4, 1.413 x 10" 3 [1 - 1.981 x 10 _ 2(25 - T)] 
ohm - 1 cm - 1. The cell constant is 0.319 ± 0.15 cm - 1 for 
both electrode pairs. The cell must be rinsed, then 
filled with pure H2O for a day or more following cell 
constant determination to remove contaminating potassium 
and chloride ions. 

2. Feedstock H2O 

Feedstock water for the circulating water system 
came from two sources. One source was a Pyrex and quartz 
pyrolytic still where the water vapor is passed in an 
oxygen atmosphere through a 900°C quartz tube pyrolyzer. 
Trace organic impurities are oxidized to CO2 and H2O 
during passage through the pyrolyzer. The condensed H 20 
is then redistilled in a second stage and stored. An 
oxygen purge prevents atmospheric CO2 from reaching the 
water. In the second source, water was prefiltered in 
Barnstead charcoal and ion exchange resin filters, then 
distilled in a Corning Mega-Pure still. No difference 
in conductivity is noticed using water from either source. 
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3. Establishing proper conditions 

Water is introduced to the system by filling the 
expansion bulb. Dissolved CO2 and many air bubbles must 
be removed after pouring an ion exchange column and 
filling the sytera with H2O. Evacuation of the system 
using a dry ice/acetone trapped mechanical pump causes the 
water to boil. Vertical orientation of the ion exchange 
column eliminates trapping of rising gas bubbles. Several 
evacuation/repressurization cycles while circulating the 
water are needed to remove dissolved atmospheric gasses. 

The system is repressurized with argon to exclude 
atmospheric CO2 from the system. The peristaltic pump 
circulates the water by squeezing flexible silicone 
tubing with moving rollers. The flow rate of about 2.5 
ml/sec corresponds to about 60 pump revolutions/min or 
180 pressure pulses/min. Flow rate changes caused by 
the pressure variation at the outlet of the pump can 
produce turbulence in the conductivity cell contributing 
to low frequency noise in the conductivity signal. 
These variations are minimized by impeding the fluid 
flow at the conductivity cell inlet and allowing the 
system volume between the pump and the flow restriction 
to expand and contract in response to pressure pulses 
from the pump. An 18 cm section of corrugated FEP teflon 
tubing and to some extent, the flexibility of the 
silicone pump tubing allow system expansion. The flow 
restriction is provided by the ion exchange column. 
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An alternate technique is to allow the system to expand 
and contract into a chamber partially filled with a bubble 
of compressed gas. This method is undesireable because 
dissolved gas comes out of solution as the pressure is 
reduced in the ion exchange column and conductivity cell. 
Bubbles forming or passing near the conductivity cell 
electrodes produce spurious signals. Water temperature 
was varied from 50°C to about -0.1'C for supercooled H2O. 
The stability is ± 0.2°C over 2 minutes. At 8.5°C, the 
water cools a maximum 0.2°C while traveling from 
conductivity cell to thermocouple. The overall error in 
the absolute temperature measurement is ± 0.4°C. Most 
tubing, the ion exchange column, and the conductivity 
cell are insulated with foam rubber or Armstrong Armaflex. 

Four systems were used to maintain the purity of 
circulating H2O when measuring the wavelength dependence 
of the quantum yield: (1) an ion exchange column, (2) an 
ion exchange column plus a 1.2 urn and 0.47 um Millipore 
filter, (3) an activated charcoal column with an ion 
exchange column plus both Millipore filters, and (4) an 
ion exchange column plus a 100 watt Hanovia Hg lamp 
immersion well 5 plus both Millipore filters. A GC/MS of 
water which was photolyzed longer than 1.5 hours in 
system (4) showed no detectable organic impurities or less 
than 5 ppm by weight. The quantum yields measured with 
each system agreed within experimental error. The simplest 
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system, an ion exchange column, was used with H2O/D2O 
mixtures and for temperature dependent studies in H 20. 

The conductivity of the system ranges between 102% 
to 200% of the conductivity caused by the equilibrium 
concentration of hydroxide and hydronium ions (5.5 x 10~ 8 

ohm -* cm~l at 25°C). The poorest conductivities were 
with the quartz cell with ground glass inserts. The all 
Teflon system typically gives a conductivity 110% of 
theoretical. 

4. Isotopically mixed system 

The isotopically mixed system is nearly identical to 
the H2O system with the following exceptions. Feedstock 
D2O must be prepared, an ion exchange column deuterated, 
and isotopic composition of the system analyzed. 

4a. Feedstock D2O 

Feedstock 99.8% D 20 (Bio-Rad catalog no. 710-1003 or 
Aldrich catalog no. 15,188-2) was pyrolytically distilled. 
The still was pre-deuterated by distilling and then 
discarding about 10 ml of D2O while heating all normally 
cool regions of the still with a heat gun. After cooling, 
200-300 ml of D 20 was added to the still and collected 
after the first stage of distillation. 
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4b. Column deuteration 

A deuterated ion exchange column was obtained by 
preparing the column with H2O, followed by three successive 
cycles of draining, filling, and mixing with high purity 
D2O. Mixing is accomplished by degassing the system at 
least six times. Vigorous boiling during degassing assists 
mixing. The ratio of the volume of retained water in the 
drained system to the volume of the filled system is 1:8. 
The mole fraction of hydrogen in the. final mixture with 
highest isotopic enrichment was 0.0057 ± 0.002. The 
ionic conductivity was 110* of the theoretical conductivity 
of equibrium D^O* and OD _ in the mixture. 

Highly deuterated columns with a smaller D2O 
expenditure could be obtained by drying the column before 
exposure to D2O. Direct vacuum drying or after pre-
rinsing with dioxane or ether produced resin beads with a 
tendency to disintegrate upon re-hydration. 

4c. Isotopic analysis 

The isotopic composition of the H2O was determined 
from samples drawn through a Teflon-coated silicone rubber 
septum with a syringe. Density measurements with a 3 ml 
pyncnometer are used to determine isotopic enrichment 
for hydrogen mole fractions greater than 0.10. Liquid 
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phase infrared spectroscopy was used for smaller hydrogen 
mole fractions. Measured hydrogen mole fractions have an 
uncertainty of 0.002 at 0.000 mole fraction hydrogen 
increasing to 0.01 at 0.10 mole fraction hydrogen. The 
uncertainty is 0.01 over the remaining range. 

infrared spectra with 8 cm~l resolution were taken 
on a Nicolet 7199 FTIR spectrometer using a HgCdTe 
detector, KBr beamsplitter, and Globar source. Liquid 
samples were taken in 1 cm path cylindrical quartz cells. 
Figure II-5 shows the infrared spectrum of three different 
HJO-DJO mixtures in the 5600 cm - 1 to 6800 cm - 1 region. 
The peak .u the 0.003 mole fraction H2O spectrum at 
6250 cm - 1 is a D 20 peak, and the shoulder at 6030 cm -^ is 
an HOD absorption. The shoulder height increa.es linearly 
as hydrogen mole fraction is increased. To determine 
isotopic composition, the peak height of a water sample 
from the liquid system is compared to a calibration 
based on measurements at 0.011, 0.032, 0.058, and 0.140 
mole fraction hydrogen. 

Higher resolution gas phase spectra of water vapor in 
equilibrium with the liquid taken with the same instrument 
in 15 cm pathlength sapphire window cells could also be 
used to analyze the isotopic composition. The area of 
several well-resolved OH and OD stretch lines of HOD and 
D 20 can be measured if pressure broadened beyond the 
instrumental resolution of 0.06 cm - 1 by addition of an 
inert bath gas; 673 torr of N 2 produces a measured line 

http://increa.es
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Figure II-5 
The infrared spectra of 0.003, 0.017, and a 0.038 mole 
fraction hydrogen sample of water are shown by curves A, 
B, and C, respectively. The peak at 6030 cm - 1 is from 
TOD. The peak at 6250 cm - 1 is from D 20. The pathlength 
is 1 cm. The absolute scale for spectrum A, B, and C, 
is 0.0760, 0.0804, and 0.0800 base 10 absorbance 
units/division. 
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width of 0.28 cm - i. The liquid phase spectral analysis 
was found to be easier and probably more accurate. 

III. Excitation sources 

This section describes generation, wavelength 
selectior.., and alignment of light between 1.41 urn and 
0.55 ym used to excite liquid water. 

Preliminary experiments used a Chromatix CMX4/IR 
with IR-1 mirrors and model 300A oven and temperature 
controller. A Chromatix CMX-4/IR consists of a temperature-
tuned, LiKbc^ optical parametric oscillator pumped by a 
Chromatix CMX-4 flashlamp pumped dye laser. The theory 
of optical parametric oscillation is described in several 
review articles^ 7. Wavelengths between 1.35 urn and 
0.98 um mere generated. The signal and idler beam were 
separated using a Schott JB-639522 near IR linear variable 
filter, up to 200 uJ pulses of combined signal and 
idler wavelengths could be generated when pumping with a 
6 to 7 mJ, 1 vs pulse near 0.59 t/m. Typical powers 
after the linear variable filter were 10-30 HJ. Output 
powers were measured with a Molectron J3-05 pyroelectric 
detector. Wavelengths were determined with a Bausch and 
Lomb 600 groves/mm diffraction grating blazed at 28°41'. 
The grating is calibrated using visible light from the dye 
laser. The dye laser wavelength is determined with a 1.5 
meter Jobin-Yvon monochromator. 
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Quantum yields at 9050 C M - 1 and 102G4 en - 1 agree 
within 71 and 271 of values measured with the Quanta Ray 
system to be described. Much higher pulse energies were 
obtained with a Quanta Ray DCR-1, Nd+3:YAG-piuoped 
PDL-1 dye laser that can be Stokes shifted in a 
high-pressure hydrogen or methane Raman cell 8. This 
system is used for all reported quantum yields. Dye 
laser output is focussed first with a 50 cm lens external 
to the 1 m Raman cell. Sixty centimeters from this lens 
is an internal 6.7 cm focal length lens supported in a 
teflon holder. The internal lens produces a second focus 
which enhances second Stokes output. Figure II-6 shows 
the geometry of the Raman generator. The desired output 
wavelength is selected with a quartz prism. Corning 7-56 
or Corning 7-69 filter. Power is optimized by adjusting 
the Raman cell gas pressure and divergence of the dye 
laser. Table II-l shows optimum conditions at several 
output wavelengths. 

The dye laser wavelength is checked with a Beck 
Wavelength Reversion Spectrometer. Reported wavelengths 
are accurate to 1 nanometer. Near infrared frequencies 
are calculated from the dye laser frequency and the Raman 
frequency of the gas in the Raman cell. Hydrogen produces 
a frequency change of 4155 cm - 1 per shift. Methane 
produces a frequency change of 2917 cm~l per shift. The 
typical average light flux at the cell is 20 MW cm - 2 in a 
spot 1.5 mm 2. This corresponds to an 8 nsec pulse, with a 
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Figure II-6 
Excitation source and Raman shifter geometry. The 
external lens is a 50 cm F.L. quartz lens. The internal 
lens is a 1 cm diameter 6.7 cm F.L. glass lens. 
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fluence of 0.16 J/cm2 and energy of 2.4 »J. The bean 
profile is not a uniform Gaussian because the final dye 
amplifier is longtitudinally pumped with the "doughnut* 
mode Quanta Ray. 

For some experiments at 1.06 urn, a Raytheon SS404 
Nd+3:YAG laser is used'. The maximum flux of 5S MW cm - 2 

at 1.06 tint was used in quantum yield measurements in D2O. 
The pulse length is 15 ns, the fluence 0.83 J/cm2, and 
the beam area 1 mm 2. The Raytheon beam profile is of 
good quality with no "doughnut". For 2.28 pra output, the 
laser pumps an angle tuned LiNbC>3 optimal parametric 
oscillator*0 to generate a 1.2 mj, 10 ns pulse with a 
12 MW cm - 2 flux at the conductivity cell. Pulse energies 
are measured with a Scientech 38-0101 calorimeter. 

Comparisons of quantum yield measurements at 
1.06 wm show that the quantum yield is independent of 
electrode geometry, focussing parameters, and beam 
profiles. Table n-2 shows that measurements with three 
cells and three laser sources agree within 35%. 

The cell is initially aligned with a visible beam 
by tilting the cell until the spot reflected from the 
rear window does not strike the electrodes. An Eastman 
Kodak IR Phosphor card is used to direct the near infrared 
light. Spurious signals result if the laser beam strikes 
the cell electrodes. The problem is eliminated by use 
of a mask. The mask is made of a pair of anodized 
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Table II-l. Table of Raman cell output energies 

Raman Raman X in A out Energy 
Dye Medium Shift (nm) (nm) (mj) 

DCH *2 2nd Stokes 650 1410 > 0.4 
Rh640 H2 2nd Stokes 600 1197 1.6 
RhelO H2 2nd Stokes 586 1142 2.25 
RheiO »2 2nd Stokes 577 1110 2.4 
Rh590 H2 2nd Stokes 572 1090 1.4 
Rh590 H 2 2nd Stokes 560 1047 2.1 
DCM CH 4 2nd Stokes 628 990 1.7 
DCM CH4 2nd Stokes 624 980 1.3 
DCM CH4 2nd Stokes 615. ,8 961 0.75 
RH640 CH 4 2nd Stokes 616. 6 950 2.9 
Rh640 CH 4 2nd Stokes 605. 8 937 1.2 
Rh640 CH4 2nd Stokes 600 923 3.5 
DCM »2 1st Stokes 663. 8 916.5 2.0 
DCM «2 1st Stokes 660 909 2.4 
DCM H 2 1st Stokes 650 890.5 2.7 
DCM H2 1st Stokes 629 852 4.2 
DCM H 2 1st Stokes 627 847 4.0 
Rh640 H 2 1st Stokes 611. 6 820 4.0 
RH640 H 2 1st Stokes 600. 4 800 3.5 
RH590 H2 1st Stokes 564. 7 738 5.1 

Optimum pressures for 2nd Stokes is 400-500 psi for both 
H 2 and CH4. 
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Optimum pressure for 1st Stokes output in hydrogen is 
165 psi at 738 nm, increasing to 375 psi at 916.5 nm. 

Typical energy conversion efficiencies for 1st Stokes in 
hydrogen are between 10 and 17%, 2nd Stokes efficiency 
in hydrogen is 4-5%. 
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razor edges 1.4 urn apart, 9 • in front of the electrodes. 
The razor edges are oriented parallel to the electrode 
plane. 

IV. Electronics 

This section describes both the important and 
the unwanted features of the signal, then details the 
electronics chosen to record the important and eliminate 
the unwanted portions. 

Important features of the conductivity versus time. 
Figure I1-7, include (1) the pre-laser background 
conductivity, (2) the peak conductivity immediately 
following excitation, (3) the conductivity relaxation 
rate, and (4) the baseline increase after relaxation. 
Unwanted features of the observed conductivity include 
(1) the small magnitude oi the transient signal; especially 
when compared to the large background conductivity, and 
(2) the presence of large amplitude low frequency noise. 
The transient signal magnitude is as small as 3 x 10-6 
times the background conductivity resulting from equilibrium 
hydronium and hydroxide ion plus a small concentration of 
unidentified ions. The equilibrum conductivity has a 
time varying noise component with a frequency between 
D.C. and about 20 Hz. The magnitude is up to 700 times 
as large as the signal magnitude. The noise comes from 
flow turbulence in the cell and from an undetermined 
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Table I1-2. Comparison of quantum yields for excitation at 
9400 cm-1 

Cell Laser Source Temp. 
C O 

Knight et al. A Nd + 3:glass 10 3.6 x 10" 7 

Laser Associates 
25 6.0 x 10-7 

Expoxied Strip Quartz Raman shifted dye 10 2.8 x 1 0 - 7 

Teflon Raman shifted dye 10.6 3.25 x 1 0 - 7 

Raytheon 10 3.8 x 1 0 - 7 

Nd*3:YAG 
23 4.85 x 1 0 - 7 

25 4.6 x 10 -7 

A) B. Knight, D.M. Goodall, R.C. Greenhow, J. Chem. Soc. 
Faraday Trans. 2, 75_, 841 (1979). 
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source. Perhaps reactive metal atoms reduced from Na + 

ions near the cathode catalytically produce OH" ions and 
H 2 gas. 

An A.C. coupled amplifier could have been used to 
eliminate problems caused by the two unwanted features 
of the signal by amplifying the small fast transient 
while filtering out the static background and low frequency 
noise. However, it would also produce baseline overshoot 
or baseline droop which distorts the magnitude of the 
baseline step. 

The electronics actually used consists of four 
parts. The conductivity monitor separates the static 
conductivity from the transient conductivity and 
amplifies only the transient conductivity. The static 
conductivity is monitored separately. The triggered 
differential amplifier increases the transient voltage 
and attenuates the low frequency noise. The digitiz ~ 
records the signal. The optical isolator prevents laser 
noise from entering the system along triggering lines. 

A. Conductivity monitor 

The conductivity monitor, shown in Figure II-8, is a 
conductivity bridge with transient current differences 
between the two arms detected with an Analog Devices 
AD507K operated as a current to voltage converter. The 
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Figure II-7 
Transient conductivity in H2O showing (1) the pre-laser 
background conductivity, (2) the peak conductivity 
immediately following excitation, (3) the relaxation 
rate, and (4) the baseline increase after relaxation. 
The magnitude of the transient is as small as 3 x 10~ 6 

times the level of background conductivity, (1). The 
signal shown here has a peak magnitude about 10~ 4 times 
the background conductivity. The temperature is 19.8 C, 
with excitation at 9400 cm - 1. 
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to ground by one arm of the conductivity bridge. The 
cell in the other arm is illuminated by the laser. 
Potentiometer R6 allows D.C. balance of the bridge to 
prevent current flow into the current to voltage 
converter in the absence of a transient conductivity. 
Bridge balance eliminates contribution from the static 
conductivity. Diodes Dl and D2 protect the amplifier 
input from voltage surges caused by switching the bias 
voltage polarity. Capacitors C2 and C3 prevent the bias 
voltage reference point from changing on the timescale 
of the transient conductivity signal. Capacitor CI 
prevents the magnitude of the bias voltage from varying 
with time. 

The voltage across R3 is monitored with voltage 
follower LM310 and is proportional to the equilibrum 
conductivity. Signal output from the current to voltage 
converter proceeds to the triggered differential amplifier. 

B. Triggered Differential Amplifier 

The triggered differential amplifier is shown in 
simplified form in Figure II-9. The circuit has two modes 
of operation depending on whether or not the signal is 
being digitized. When the conductivity is not being 
digitized, the FET is turned on, sending the same signal 
to both inputs of the CA3130 differential amplifier. This 
results in a gain of one and an output near zero volts. 
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Figure II-8 
Schematic diagram of the transient and static conductivity 
monitor. Resistance is in ohms and capacitance in yfd. 
V+ and V" are +15v and -15v. RC1 and RC2 are the 
conductivity cell resistances. 
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Figure II-9 
Schematic diagram for the triggered differential amplifier. 
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During this node, low frequency noise is eliminated. 
The mode of operation is changed after digitization 
begins. The FET is turned off, capacitor CI stores the 
instantaneous signal voltage, and the circuit amplifies 
the difference between the stored voltage and the 
subsequent voltage with a gain of 20. The system 
risetime from conductivity monitor input to triggered 
differential amplifier output is about 2.5 usee. 

C. Digitizer 

The signal is D.C. coupled to the 7A16 vertical 
amplifier of a Tektronix 7912 transient digitizer with a 
PDP 11/10 Digital Equipment computer averager or to the 
7A16P vertical amplifier of a Tektronix 7912 AD transient 
digitizer with LSI-11 computer averager. The digitizers 
use an electron beam to write on a diode array, similar 
to the way an electron beam writes on the phosphor screen 
of an oscilloscope. Digitization occurs when a second 
electron beam reads the diode array. If high frequency 
noise is not filtered out, the writing beam intensity is 
spread over so many vartical diodes in some horizontal 
channels that no written signal is detected by the read 
beam. Inaccurate decay times and peak amplitudes can 
result. 

A low pass filter preceding the digitizer input 
filters out high frequency noise. A cut off frequency 
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of 300 kHz is for signal decay times less than about 
75 vs. The cut off frequency is 60 kHz for longer 
decay times. The low pass filter also attentuates the 
signal for a net gain from triggered differential 
amplifier input to low pass filter output of 12.29 for 
60 kHz cut off and 6.3 for 300 kHz. 

D. Timing Electronics 

Three synchronized electrical pulses needed to 
control the experiment are shown in Figure 11-10. They 
are (1) a digitizer trigger pulse, (2) a control pulse 
for the FET of the triggered differential amplifier, and 
(3> a laser Q-switch trigger needed to generate laser 
output. Generally, laser-generated electrical pulses 
are used for pulses (1) and (3). A pre-laser baseline 
is digitized during the time between pulse (1) and pulse 
(3). Occasionally, longer delays than provided by the 
laser are needed. A pulse generator and adjustable 
delay can be used to trigger the digitizer and laser. 
Pulse (2) is generated externally. This section 
describes the optical isolator used to isolate the laser 
electronics from the signal collection electronics and 
the timing circuit used to generate pulse (2). 
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Figure 11-10 
Timing diagram of electrical pulses used for experimental 
control. Pulse (1) triggers a digitizer. Pulse (2) 
controls the triggered differential amplifier, and pulse 
(3) controls the laser Q-switch. (A) and (B) show the 
timing of the laser output and conductivity signal 
relative to the electrical pulses. 
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The schematic diagram in Figure 11-11 shows an 
optical isolator which eliminates transmission of laser 
noise to the signal collection electronics. It consists 
of a 6N136 optical isolator chip followed by an inverting 
amplifier capable of driving both the signal averager and 
a timing circuit for the FET in the triggered differential 
amplifier. With the Quanta-Ray Nd:YAG laser there is a 
delay of about 240 us between the lamp pulse out and 
the laser pulse. Digitizer triggering with the lamp out 
pulse, (1), allows a prelaser baseline to be recorded. 
With the Raytheon YAG laser there is an - 200 us delay 
between the first amplifier out pulse (1) and laser 
output. 

The timing circuit in Figure 11-12 generates a 
gate which controls the FET. A pulse from the 
opto-isolator triggers the LM311 comparator, which 
starts a timing cycle in a 555 chip configured as a 
monostable multivibrator. The 7 or 60 ms output pulse 
turns off the FET after inversion by LM311, A2. 

E. Electronics performance 

Signal collection proceeds at the 10 Hz laser 
repetition rate. Typically, 512 shots are averaged, the 
conductivity cell polarity reversed, and the same number 
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Figure 11-11 
Schematic diagram of optical isolator. Resistor values 
are from left to right, 300 D, 1 Megohm, 22 kn, 
49.9 kn, 200 kfl, and 51 0. The capacitor is 0.47 uFd. 
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Figure u-12 
Schematic diagram of timing circuit used to control the 
FET in the triggered differential amplifier. Resistor Rl 
is 6 2K or 510KS! for a 7 or 60 ms output pulse. 
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of additional shots averaged. Subtraction of the two 
signa.s eliminates pick-up and multiplies the 
conductivity signal by two. The subtracted pick-up is 
about 5 x 10~ 1 0 A in magnitude. A step increase of about 
1.5 x 10~ 1 0 A with 300 V applied to the conductivity cell 
produces a conductivity step with signal to noise of one 
after averaging 1024 shots. This step increase 
corresponds to a 3 x lO" 1^ molar change (3 ppm) in 
hydronium and hydroxide ion concentrations at 25"C. 

V. Absorption spectra 

Absorption spectra between 1.19 urn and 0.63 urn were 
taken of H2O/D2O mixtures in a 10 cm cylindrical quartz 
cell using a Cary 14 spectrometer with an IRl detector. 
Mixtures were prepared by weight. Results at several 
wavel igths of interest are shown in Table II-3. 
The spectra are shown in Figure 11-13. The absolute 
baseline was set by comparison with D2O data by 
Sullivan1 . i'he absorbance in H,0 at 650 nm is 13% 
greater than measured by Tarn and patel 1 2 by optoacoustic 
measurements. 
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Figure it-13 
Absorption spectrum of liquid H 20 (A), 0.485 mole fraction 
hydrogen (B), 0.297 (C), 0.198 (D), 0.099 (E), D 20 (F), 
and the spectrometer baseline (G). Curves D and E should 
be shifted upward by 0.005 absorbance units. The pat!» 
length is 10 cm. 
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Table I1-3. Absorbance8 of H 20/D 20 mixtures. 

mole fraction hydrogen 

' X (nm) D 20 0.099 0.198 0.297 0.485 H 20 

737.8 0.000278° 0.0015 0.0028 0.0039 0.0058 0.0117 
799.25 0.00042b 0.0016 0.0028 0.0039 0.0053 0;0097 
820 0.00052c 0.0017 0.0029 0.0040 0.0058 0.0108 
847.3 0.0008 0.0027 0.0046 0.0061 0.0097 0.0185 
890.5 0.0017 0.0040 0.0062 0.0089 0.0134 0.0258 
909.4 0.0016 0.0048 0.0067 0.0091 0.0148 0.0316 
916.5 0.0016 0.0049 0.0071 0.0104 0.0160 0.0344 
922.6 0.0018 0.0051 0.0079 0.0112 0.0184 0.0403 
923.6 0.0018 0.0051 0.0083 0.0116 0.0189 0.0414 
950.2 0.0021 0.0120 0.0226 0.0345 0.0585 0.1259 
950.4 0.0021 0.0121 0.0227 0.0349 0.0592 0.1279 
961.1 0.0037 0.0197 0.0383 0.0565 0.0928 0.1830 
989.8 0.0055 0.0188 0.0343 0.0499 0.0836 0.1862 
1047.0 0.0050 0.0125 0.0208 0.0284 0.0427 0.0681 
1063.0 0.0044 0.0112 0.0186 0.0257 0.0383 0.0635 
1101.0 0.0048 0.0105 0.0175 0.0250 0.0385 0.0817 
1109.0 0.0050 0.0114 0.0186 0.0264 0.0426 

a Absorbance (cm - 1) 
D from Sullivan, reference (11) 
c extrapolated form Sullivan's data 
I/I * 10(-Abs)(length) 
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CHAPTER III. ANALYSIS 

The analysis consists of two parts. The first is a 
calculation of the quantum yield for the laser induced 
reaction. The second is a calculation of the thermal 
recombination rate from the equilibrium relaxation that 
follows perturbation by the laser-induced dissociative 
ionization. The end of the analysis section includes a 
discussion of experimental errors in the laser induced 
reaction. 

I. Laser-induced dissociative ionization quantum yields 

The goal of the data analysis is to relate the 
transient voltage changes shown in Figure II-7 to the 
chemical and physical processes of the dissociative 
ionization reaction. This section shows that the 
transient can be related most directly to reaction 
quantum yield. First, after some background, it is shown 
that the reaction kinetics can not be determined directly 
from the transient conductivity. 

Absorption of a photon with energy greater than the 
dissociative ionization reaction threshhold initiates two 
competitive processes, both affecting the solution 
conductivity. The processes are (1) formation of separated 
product ions, H20 + and OH", and (2) energy thermalization 
to produce a temperature jump. 
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The kinetics of the two processes are described by 
the following equations: 

*la *lb 
(H 20)* .. L (H+ ... OlO , ' H + + OH" (1) 

*-la k-lb 

*2 
(H20)* 7 ~ " (H20) (2) 

k_2 

(H2O)* denotes a vibrationally activated species, probably 
involving more than one H2O, (H2O) a vibrationally relaxed 
species, (H+ ... OH -) an ion pair, and H + + 0H~ separated 
ions. 

Processes (1) and (2) can be observed by monitoring 
the transient conductivity. The conductivity, L, is 

L = l"x C + X C 1 + H c i (3) 
[ H + H + OH" OH -J 

with *i and Ci the single ion equivalent conductivity 
and concentration of species i, respectively. So, 
process (1) directly increases the conductivity in 
proportion to the concentration of product ions Cfj+ and 
C 0 H-. The temperature jump of process (2) increases the 
conductivity by increasing tne equivalent ionic 
conductivity, X, of the pre-existing ions and increasing 
equilibrium ionic concentrations. 

There are two timescales in the reaction kinetics 
that affect the conductivity. A rapid thermalization 



73 

rate, 3c2' a n < J r aPid ion pair formation rate, ki a, 
preceding a slow relaxation of the H 20 5=1 H + and OH* 
disequilibrium, (3) in Figure II-7. If the electronics 
were infinitely fast, (1), the transient risetime in 
Figure II-7 would be related to kj and k 2. I" practice, 
the electronics risetime is slow compared to 1/k^ and 
l/k2, but fast compared to the equilibrium relaxation 
rate. This means neither k^ nor k 2 can be determined 
from the signa risetime. 

However, the quantum yield can be determined from 
step (4) in Figure II-7, and the equilibrium relaxation, 
(3), extrapolated to (2), the conductivity peak. The 
quantum, yield, <j>, for the production of separated ions 
is the fraction of vibrationally activated species that 
react. 

ki[(H20)*] ( 4 ) 

* = <kx + k2)((H20)*] 

where kj is the overall rate for production of separated 
ions. Recognizing 

i — [(HO)*] = [reactive events] ( 5 ) 

k]. + k 2 2 

and 
l(H20)*] = [absorbed photons] (6) 

the quantum yield becomes 
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• = jreactive events] „ [product H*] , 
[absorbed photons] [absorbed photons] 

The remainder of this section shows how the quantum 
yield is calculated. The concentration of absorbed 
photons is calculated, from either the baseline step, 
which is proportional to the temperature jump, or from 
the absorption spectrum and transmitted laser energy. 
The concentration of reactive events is related to the 
conductivity jump. Also, the measured voltage changes 
must be related to the absolute conductivity changes. 

A. Concentration of Absorbed Photons 

The concentration of absorbed photons is calculated 
from either the measured conductivity step or from the 
absorption spectrum of the water. First, the method 
using the conductivity step is described. 

1. Concentration of absorbed photons from the 
conductivity steps. 

The concentration of absorbed photons is related to 
the temperature increase calculated from the conductivity 
step. The necessary equations for m y composition and 
temperature are given. Calculated concentrations assume 
a uniform spatial distribution of absorbed photons and 
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product ions. Actually, the laser intensity is not 
uniform and does not completely fill tne interelectrode 
region. The actual laser geometry does not influence the 
calculated quantum yields as shown in Appendix A. 

The concentration of absorbed photons, (NI, is given 
by 

W =-RSS7 (8) 

where C p is the specific heat, p is the density, N A 

is Avogadro's number, and hcv is ..he photon energy. 
For H2O, equation (8) becomes 

( N ) = (287301&T (9) 
v 

where v is in cm--'-, AT is in degrees Celsius and [N| 
is in moles/cm3. 

For D2O 

[N) = (257801AT (10) 
v 

and for isotopic mixtures, a linear interpolation is 
made. Cp and p are considered temperature independent 
over the temperature range studied with values taken at 
25"C. 
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For H 20, 
C_ * 0.998 cal/gm C * and 
p = 0.99704 gm/cm3 2> 

For D20 r 

C p " 1.004 cal/gm C 3 and 
p = 1.10445 g/cm3 2. 

For small conductivity changes, temperature changes 
are given by the derivative of equation (3). 

AL = £k AT , (11) 
dT 

with the derivative given by 

(dXi dCi 
— C i + Xi — 
dT dT 

i 

Thus, two sources contribute to the conductivity step. 
The first term is the temperature-induced change in ionic 
mobilities and the second is the temperature-dependent 
water ionization equilibrium. 

The conductivity and concentration of four different 
ions, H +, OH", Na +, and CI", are used in equation (12). 
The theoretical concentration and conductivity of H + and 
OH" ions is used in equation (12). The concentration 
of Na + and CI" is found by attributing the measured 
excess conductivity above that from H + arid OH" to Na + 

and Cl~. No signi' cant error is introduced if the 

. 
(12) 
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excess conductivity is produced by a fully dissociated 
species other than NaCl. (The discussion of errors 
section shows that the quantum yield is relatively 
insensitive to errors in the contribution of impurity 
ions to the conductivity step and jump.) The temperature 
dependence of the equivalent conductivity is given by 
the temperature dependence of the solvent viscosity 
independent of the ionic identity for small 
concentrations and temperature-independent ionic radii. 

Pi 
Ai = (13} 

. 1(T) 

where n(T) is the solution viscosity and P^ is the 
proportionality constant. From Stokes" Law, P^ = 
ZeoF/1800 nr^. Ze 0 is the ionic charge, and r^ the ionic 
radius.* The equivalent conductivities used for NaCl 
are as follows. 

For H2O 
X + k ' 67.188 + 2.135(D + 9.49 x 10 - 3(T)2 (14) 
Na+ Cl-

with T in degrees Celsius and \ in cm^ ohm~l m oi~1.8 

For D2O 
AMa-K25»C) X + \ » „ (T) (15) 

Na + Cl -

where 
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T)(T) * expl(669.2/(T-133.98)) - 3.966] (16) 

with T in Kelvin and n in centipoise. Equation (16) is 
obtained by modifying a functional form that works well 
for H 20 5 to fit data for D 20 6 within about 2% from 
20 oC to 40°C. The conductivity of NaCl in D 20, X (25°C)r 

is 104.2 cm2 ohm - 1 mol - 1 after a small 0.2% correction 
to the data of Giere at 98.9* 020. For mixtures of 
H2O and D2O, a linear interpolation is made between 
equations (14) and (15). The error is 1.6% when compared 
to Giere "s experimental result at 25 °C in 47.8% D,0.7 

Ionic conductivities used for H + and OH" ions are as 
follows: 

For H 20 8 , 
X = 110.88 + 3.468(T) (17) 
OH" 

with T in degrees Celsius and XQJJ- in cm ohm mol fits 
experimental data 9 -H within 6% from 0°C to 75°C and 
within 2% from 15°C to 75°C. 

A H+ = 224.33 + 5.305(T) - 0.0113 (T) 2 (18) 

fits experimental data9»l1-13 within 2% from -6°C to 55°C. 
For D2O and H2O/D2O mixtures at 25,,C, a linear extrapolation 
with mole fraction is unsatisfactory. However, 

\ + X = 548.9 X + 411.2 X + 363.4 X (19) 
L+ OL- H2° HDO D 20 
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is satisfactory with an error of 0.65% at 0.096 mole 
fraction deuterium7. Agreement with experimental data 
is within about 4% over the temperature range from 18*C 
to 75*C 7 if the conductivity of an arbitrary mixture 
of hydrogen and deuterium is scaled by the temperature 
dependence of HjO conductivity given in equations (17) 
and (18). Equation (19) requires H20, D2O, and HDO 
mole fractions of a given isotopic mixture. If the 
distribution of hydrogen in hydrogen/deuterium mixtures 
is statistical, then the equilibrium expression for 

H2O + D2O Zl 2HD0 
is 

[HDOI2/[H201[D201 = 4. (20) 

This approximate expression is used only to obtain a fit 
of hydrogen and hydroxide ion conductivities. The reader 
should see reference (14) if a more precise expression for 
the equilibrium constant is required for other applications. 

Equation (12) also needs the temperature dependence 
of the equilibrium hydrogen and hydroxide ion concentrations, 
or K W(T). For H2O, 

pK » -6.118 + 4476.6/T + 0.017105(T) (21) 

with T in Kelvin, agrees within about 0.3% with experimental 
data for K w between P°C and 60°C and is in reasonable 



agreement with Ackermann's value at 80°C. For D 20, 

pK = 4900/(T) - 7.5527 + 0.0200854(T) 

with the temperature in Kelvin, matches experimental 
results 1 7 for K w within about 0.7% between 5°C and 
50 oC. The pK of (22) is multiplied by a factor of 0.999 
to agree with Gold and Lowe 1 8 at 25°C. Then K w is 
calculated from the expression 

K w = K H[1 - n + ni]3[l - n + n(K D/K H)i" 3] 

where Kg is K w for H2O, Kn is K w for D 20, n is the 
deuterium mole fraction and 4, taken to be 0.69, is 
the fractionation factor for L 3 0 + ions. L represents 
an H or a D. Calculated values match experimental 
values at 25°C within 4.5%, with the maximum deviation 
at 0.5 mole fraction deuterium. Several alternate 
expressions for K w which fit the experimental data 
equally well are given by Gold and Lowe 1 8. Finally, 
[Nl, the concentration of absorbed photons, is found by 
insertion of equations (14), (15), (17), and (23), their 
temperature derivatives, and the measured conductivity 
step into equation (12) to give AT. Then AT is 
inserted into equation (8). 
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2. Concentration of Absorbed Photons froa Absorption 
Spectra. 

The method described above is not universal. In 
D2O, and some isotopic mixtures, the absorbance and the 
temperature dependence of K w are smaller than for 82O. 
Therefore, the baseline step is too small to measure 
accurately. Instead, absorption spectra and transmitted 
laser energies are used to calculate a baseline step and 
the concentration of absorbed photons. The absorption 
spectrum and transmitted energy gives the energy 
deposited in the solution. The baseline conductivity 
step is proportional to the deposited energy. The 
proportionality constant is given by calibration at 
wavelengths and isotopic compositions where a baseline 
step is readily observed. 

The energy absorbed is given by 

PE - PE = (10 + i C* - 1)PE < 2 4> 
o 

where PE 0 is the laser pulse energy before the cell, 
PE is e transmitted pulse energy, and eci is the 
abscrbance of the water. Generally, the absorbance is 
calculated from Cary 14 spectra of isotopic mixtures 
given in the Experimental section. For wavelengths longer 
than 700 nm, a linear interpolation is madr between the 
two spectra closest in hydrogen mole fraction 'cc, the 
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sample being measured. For a few wavelengths shorter 
than 600 nm, Cary 14 measurements at 650 nm as a function 
of hydrogen mole fraction are scaled to match results by 
Tam and Patel for H 20 and D 2 0 1 9 . The equation used is 

e(650,X H)- E(650,D2O) 
e(A,XH) = [e T pU,H 20) - E ( X , D 2 0 ) ] + 

e(650,H2O)- e(650,D2O) 

e T P(X,D 20) 

where c(x,XH) is the molar extinction coefficient at 
wavelength A, and mole fraction hydrogen, X H. Subscript 
TP denotes data by Tam and Patel. Two sources are used 
for the pure D2O spectrum at wavelengths longer than 
700 nm. Cary 14 spectra are used for wavelengths longer 
than 820 nm. Data by Sullivan20 a r e u s e d f o r wavelengths 
between 820 nm and 700 nm. 

The deposited energy, if measured in millijoules, 
is related to a conductivity step as follows: 

. n, _ (PE„ - PEH2.39 x 10 * cal/mj) 
A T = — 2 " p C o v ( 2 5 ) 

where p is the density in g/cm3, C p is the heat capacity 
in cal/g °C, and V is the effective volume. Replacing AT 
in equation (6) 

(PEQ - PEX2.39 x 10" 4) 
i L * - 3 r ^ (26) 



S3 

where &L is the conductivity change, and dL/dT is given 
in equations (11) and (12). All variables in this equation 
are known except V, the effective volume. To determine 
V, a wavelength and isotopic composition are 'hosen where 
both an absorbed energy and a conductivity sts are easily 
measured. The values are inserted in equation (26) and 
it is solved for V. Values at 1.06 pm with hydrogen mole 
fractions of 1.0, 0.9, 0.40, and 0.32; 0.847 urn with mole 
fractions 1.0 and 0.9; and 1.1 pm with a hydrogen mole 
fraction of 0.32 were averaged to yield an effective 
volume of 0.141 ^ 0.01 cm3. Once V is determined, 
equation (26) is used to calculate baseline conductivity 
steps at other wavelengths and isotopic compositions. 
The method for determining the concentration of absorbed 
photons from the conductivity step was already described. 

B. Concentration of reactive events 

The remaining information needed to calculate the 
quantum yield is the concentration of reactive events. 
The concentration of reactive events is equal to the 
concentration of product hydronium ion. This shows how 
the concentration of product hydronium ion, ACH+, is 
obtained from the peak conductivity. As mentioned 
previously, the two rapid processes influencing the peak 
conductivity are: (i) an increase in ionic mobility 
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caused by the rapid temperature jump; and (ii) formation 
of ionic products. The contribution of process (ii) to 
the peak conductivity is found by subtracting the portion 
arrising from process (i). The contribution to the peak 
conductivity change from process (i) is proportional to 
the baseline conductivity step. 

The conductivity magnitude is about one-third the 
step size. The lowest arrow curve C f Figure Ill-l 
indicates the contribution to the peak from process (i). 
For small temperature ard ionic concentration changes 

iLpeak " AL m ob + 4 L I P 

• -
ft 

Ci 

4T + «„. AC„+ Ifcr 
T 

A C 0 H ~ (27) 

where &L m ob represents the mobility induced conductivity 
change of process (i) and 4L r p is the ionic product 
induced conductivity change of process (ii). Equation 
(27) can be simplified by considering each term separately. 
First, consider the temperature-dependent mobility term. 
The temperature derivative of the conductivity is 
calculated in the previous section and is given in 
equations (11) and (12). The term in equation (12) 
involving dC^/dT is zero because there are no temperature 
induced changes in ionic concentrations immediately 
following the laser pulse; or 



85 

dXi 
aimob m I ci dT" A T < 2 8 > 

i 

Previously described equations for equilibrium ionic 
concentrations, Cj, ionic mobilities, X^CT), and 
the temperature jump, AT, are used to determine AL,,,^. 
Now, consider the second term of equation (27). 
Replacing 3L/3Ci, 

ALip - A AC + A AC (29) 
H + H + OH" 0H _ 

Since AC » AC 

H+ 0H-

equation (29) becomes 

AL I P = (A + A )ACH+. (29a) 
H + OH" 

Solution of equation (27) gives the concentration of 
product hydronium ion. 

[reactive events] « AC = (AL - ALmobJ/tA + A ) (30) 
H + H + OH-

Expressions for the ionic mobility of H + and OH~ were 
given previously. Equation (8) and equation (30) are 
combined in equation (7) to give the quantum yield. 
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C. Conductivity from signal voltages 

The previous treatment uses solution conductivity 
changes in the data analysis. The transient signal 
voltages recorded during the experiment must be converted 
to solution conductivity changes. The conversion is 
described in this section as follows: 
(1) The voltage change at the output of the conductivity 

monitor is calculated given a small change in 
conductivity. 

(2) This voltage is amplified and the final voltage at 
the signal averager input is calculated, giving a 
relationship between cell conductivity changes and 
recorded voltages. 

(3) The solution conductivity change is calculated given 
an identical small change in cell conductivity. 

(4) The relationships are combined to yield the solution 
conductivity change as a function of recorded voltage 
change. 

(1) 

The schematic for the cell amplifier is shown in 
Figure II-8. At bridge balance, the bias voltage across 
the illuminated cell, RC2, is 

RC2 
v c " RC2 + R5 + R6 (31) 
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where V is the 300 V bias battery. The current through 
the illuminated RC2 arm of the bridge is 

i c - VC/RC2 (32) 

For small conductivity changes 

d( l /RC2) 
M1/RC2) (33) 

The derivative 
di c VRC2(R5 + R6) 
d(l/RC2) (RC2 + R5 + R6) 2 

(33b) 

The second term can be neglected for two reasons. First, 
RC2 is large compared to R5 + R6 so that the second term 
is only 3-4% of the first term. Also, V c is fixed by 
capacitors on the reference side of the bridge. The time 
constant for a change in V c is several tens of milliseconds, 
long compared to the transient signal. Thus, 

Ai c - V 0 A(1/RC2). (33c) 

The AD507K op amp forces the current differences 
between the two arms of the bridge through feedback 
resistor, R7. The voltage change at the conductivity 
monitor output is 

4 Vcm " -VCR7A(1/RC2) (34) 
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(2) 

The cell monitor voltage is further amplified before 
being sent to the signal averager. The final voltage at 
the signal averager is 

AV 0 = [GainjAVcm (35) 

where [Gain] is the gain of the triggered differential 
amplifier and low pass filter. Replacing AV c r a and V c from 
equations (34) and (31) 

[Gain] RC2 V(R7) 
AV 0 = A(1/RC2) (36) 

(RC2 + R5 + R6) 

(3) and (4) 

The solution conductivity is 
kc2 

L " TTT ( 3 7 ) 

RC2 
where k 02 is the cell constant. For an identical small 
change in conductance (1/RC2) 

AL » k c 2 M1/RC2) (38) 

Rearranging (36) and A(1/RC2) in (38) gives an expression 
relating conductivity changes to measured voltage changes: 

- k c 2 (RC2 + R5 + R6) AV 0 

AL » (39) 
(RC2) [Gain] R7 V 
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Numerical values are as follows: k C 2 " 0.319 cm - 1; RC2 » 
5.27 MQ at 25*C and 110% of theoretical conductivity of pure 
water; R5 - 115 Kfl, R6 « 7K0, Gain * 12.29 with a low pass 
filter setting of 60 KHz and V - 300 V. 

II. Thermal recombination rate 

The exponential decay of the conductivity signal 
following equilibrium perturbation by the laser induced 
reaction is caused by recombination of the excess H* and 
OH~. The recombination rate, k_± of equation (2), is 
obtained from the experimental decay time, T 21. 

i * Jc_, [C + C ] + k, (40) 
* H + OH" l 

The ionic production rate, kj, is ignored because it is 
small compared to the first term (R). The equilibrium 
constant of equation (23) is used to calculate C + C 

H+ OH-
when solving for k_j. 

III. Discussion of Error 

This section describes the sources of both random 
and systematic error in the quantum yield determination. 
The error for determinations based on the conductivity 
jump and conductivity step are discussed first. Since 
the absorbance based quantum yields are calibrated against 
the conductivity based quantum yields, they will retain 
the systematic error of the conductivity based quantum 
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yields. In addition, there is a calibration error and 
errors in the absorption spectrum not present in the 
conductivity based quantum yields. 

A. Conductivity Based Quantum Yields 

There are two sources of systematic error and two 
sources of random error. The systematic error comes from 
cell constant uncertainty and from errors in the 
expressions used for temperature-dependent ionic 
conductivities and the water equilibrium constant. The 
random error comes from statistical uncertainty in the 
peak conductivity and in the baseline step increase. The 
magnitude of each of these errors will be determined by 
estimating its contribution to the peak and step voltages 
used in the quantum yield calculation. 

Error estimation requires knowing the sources of the 
conductivity signal. The lower arrow in curve C of 
Figure III-l indicates the contribution to the conductivity 
peak from the temperature-dependent mobility of H + and OH" 
and of Na + and CI". In H 20 near 25°C with a D.C. 
conductivity 10% greater than for ionically pure water, 
the arrow is located 0.31 times the baseline step. The 
remaining 0.69 of the baseline step comes from H + and OH~ 
equilibrium relaxation. Of the (0.31) (step) increase, 
11.5* is from the temperature-dependence of the Na + and 
Cl~ ionic conductivity and 88.5% is from the temperature 
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Figure III-l 
Transient conductivity signals at 16670 (A), 11740 (B), 
and 8440 cm" 1 (C). The initial baseline for each signal 
is given by the dotted line (...). The conductivity jump 
extrapolated to the time of the laser pulse is shown with 
an arrow (*). The calculated jump for a quantum yield of 
zero is shown with an arrow (•). 
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dependence of the H + and OH" ionic conductivity. These 
ratios hold with an accuracy of ± 2% for DjO as well. 

First, uncertainty in the position of the arrow is 
considered. The source of this uncertainty is uncertainty 
in the temperature derivative of the ionic conductivity. 
The maximum systematic error caused by uncertainty in 
the temperature derivative of ionic conductivities is 
estimated22 to be 15% for H + and 0H~ 2 3 and 15% for Na + 

and CI" 2 4 . The uncertainty in the temperature 
derivative of K w is < 2%. The total maximum e:ror in 
the calculated photon concentration is then 

(0.7X0.02) + (0.3X0.15) - 6%. 
The total fractional error in the calculated contribution 
of the laser-induced ionization to the peak conductivity 
caused by an error in the position of the arrow is 
dependent on the relative magnitude of the peak and step. 
The approximate expression is 

(0.15)1(0.3) step] 
peak - 1(0.3) step] 

Thus the total error is excitation energy dependent. 
The maximum absolute error in the quantum yield is 
zero when the peak » to the step (4> = 2 x 10 in K 20), 
because the peak error and the step error cancel. The 
total + error at 1.06 p is about 2%. When the conducti­
vity signal looks like curve A in Figure III-l, the error 
in the peak is insignificant and the baseline step error 
dominates, giving a total quantum yield error of 6%. 
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The relative error for intermediate hydrogen mole 
fractions or as a function of temperature is the same. 

Another source of systematic error is uncertainty in 
the cell constant of the conductivity cell. An error in 
cell constant produces an error in the measured 
concentration of impurity ions and therefore an error in 
the calculated position of the arrow indicating the 
temperature-induced conductivity jump. Consider H2O near 
25°C with a D.C. conductivity from impurities 10% greater 
than from H + and OH -. A 20% error in cell constant will 
triple the measured Na + and Cl~ concentration and triple 
its contribution to the transient conductivity. It will 
change the position of the calculated arrow from 0.31 
(step) to 0.35 (step), a less than 2% error in the peak 
at 1.06 u and a 7% error in the number of absorbed photons, 
for a net 5% quantum yield error. The wavelength 
dependence is identical to that already described. The 
relative error as a function of hydrogen mole fraction is 
nearly zero. The maximum combined systematic error from 
a 20% cell constant error and from ionic conductivity 
uncertainty is about 7% at 1.06 u. 

There are also two sources of random error. There 
are statistical baseline errors and statistical peak 
errors. The statistical peak errors are typically about 4% 
of the distance above the final baseline, independent of 
absolute peak height. The statistical baseline step uncer­
tainty is about 1 x 10~ 3 V for a low pass filter setting 
of 0.06 MHz, with 1280 shots averaged at each polarity. 
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Table ill-l 

hydrogen mole fraction statistical baseline uncertainty 

0.00567 20% 
0.0174 20% 
0.038 15% 
0.153 10% 
0.3179 5% 
1.0 < 2% 
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Table III-l shows the estimated statistical baseline step 
error for data at 1.06 um as a function of hydrogen mole 
fraction. The statistical peak error exceeds the 
baseline error for 1.06 vm excitation at a hydrogen mole 
fraction > 0.4. 

B. Absorbance based quantum yields 

Quantum yields based on the absorption spectra are 
not dependent on the baseline step increase. Thus, 
statistical baseline error is eliminated. Systematic and 
random uncertainty from the zero absorbance point of the 
spectrometer and pen reproducibility is added. After the 
zero absorbance point is set, measured absorbances at 
650 nm differ from those of Tarn and Patel^ at 650 nm by 
about 0.00016. Their stated absolute accuracy is about 
0.00014. The pure D2O measurement differs by about 
0.0005 cm~l. Therefore, an absolute accuracy of 
0.0005 cm - 1 is assumed. In addition, a statistical 
uncertainty of about 0.0005 cm" 1 is found for the 
spectrometer pen position. Table 1II-2 shows the 
systematic and random error from uncertainty in the 
absorption spectrum at an excitation wavelength of 1.06 11m. 

Comparison of absorbance based and conductivity step 
based quantum yields at 1.06 11m for hydrogen mole fractions 
between 0.15 and 0.32 shows agreement within about 10%. 



Table 111-2 
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Quantum yield error from absorbance 
uncertainty 

mole fraction hydrogen statistical systematic 

D2O 12.5% 12.5% 
0.0174 9% 9% 
0.038 7% 7% 
0.1108 4% 4% 
0.198 2.7% 2.7% 
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CHAPTER IV. RESULTS 

Results are presented in two parts. The first part 
presents quantum yields of the laser-induced reaction. The 
second part presents thermal recombination rates. 

I. Laser-induced Reaction 

Quantum yields for the laser-induced reaction are 
presented as a function of fluence, photon energy, temperature, 
and mole fraction hydrogen. The reader should keep in mind 
that as the mole fraction of hydrogen is increased from 0 
to 1.0, the composition of the solution changes approximately 
as in Equation (20) of the analysis section. Host hydrogen 
is in the form HOD at low hydrogen mole fractions. 

The initial transient voltage as a function of laser 
pulse energy or fluence is shown in Figures IV-1 and IV-2. 
Figure IV-1 shows results for H2O at 10°C. The initial 
transient voltage is proportional to the quantum yield. 
The dependence is linear in pulse energy over a factor of 
twenty at 12,500 cm -* and a factor of fifty at 16,670 cm"1. 
Figure IV-2 shows results for 0.12 X H, the mole fraction 
of hydrogen in D2O. The initial peak height is linear in 
the pulse energy over a factor of twenty for excitation at 
16500 cm - 1. The absolute peak magnitude for excitation 
at 11802 cm in 0.0057 mole fraction hydrogen in D 20 
is 60 to 70 times smaller than for pure H2O. The reduction 
is caused by a lower overtone absorption (x 1/20), lower 
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Figure IV-1 
The dependence of quantum yield on fluence in H2O near 

ICC. Normalized initial transient voltage (AV/AVm) as a 
function of normalized pulse energy (E/E m); (D) data at 
16670 cm - 1 where 4V m is 0.525 ± 0.015 V and E^ is 11.5 ± 
0.1 mJ; (A) data at 12500 cm"1 where AVm is 0.144 ± 0.008V 
and Em is 2.02 ± 0.05mJ. The solid lines represent the 
behavior expected for a single-photon process. 10 mJ 
corresponds to an intensity of 50 ± 25 MW cm -2 and a fluence 
of 0.4 ± 0.2 J cm-2. 
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Figure IV-2 
The dependence of the quantum yield on fluence is 

shown. The normalized initial transient voltage av/AVm 

as a function of the normalized pulse energy E/Era. (•) 
represents data for 0.12 mole fraction hydrogen in D2O. 
The temperature is 24°C. The photon energy is 16,500 cm - 1. 
&Vm is 0.023 V and % is 9.2 mj. 



104 

1.0 
T — 1 1 1 1 

0.5 
/ • 

-

E ° 2 

2 
- -

3 
< 0.1 - -

0.05 -
• / 

-

0.02 *" • i i ' -_l~ 
0.02 0.05 0.1 0.2 0.5 1.0 

E/E m 
IBL 831-7701 



105 

product ion mobilities (x 1/1.5), and a lower quantum 
yield (x 1/2) in D 20. 

The photon energy dependence of the quantum yield 
between 8000 cm"* and 17,000 era-1 is shown for H,0 and 
0.12 X H; 0.512 X H, 0.406 X H, 0.318 X H; and less than 
0.017 X H in Figures I"-3, IV-4, and IV-5. 

The absorption bands in this wavelength range 
correspond to O-H or 0-D stretching overtones or to stretch 
plus bend combinations. For H2O, the departure from a 
smooth increase of • with v is outside the limits of 
experimental error. The most striking feature of Figure 
IV-3 is that superimposed on the trend of increasing $ with 
increasing v noted in reference 1 is a pattern which 
correlates with the absorption spectrum. The quantum 
yield rises rapidly on the low-frequency side of a band 
and is relatively constant through the band center and 
high-frequency wing. 

No qualitative difference in behavior is seen between 
bands involving pure stretching excitation and those 
involving combination with bending vibrations. A small 
hump in the quantum yield at tfce 3v s + v^ overtone is 
present. 

In the wavelength range shown, the absorption strength 
of a D2O molecule is more than an order of magnitude smaller 
than for an H2O or HOD molecule. This means that at 0.12 
X H, mole fraction of hydrogen added to D2O, the absorption 
spectrum is roughly proportional to that of H 20 as shown in 
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Figure IV-3 
Quantum yield ($) as a function of photon energy (v) 

for 0.12 mole fraction hydrogen in D 20 at 24 ± 1"C, (#). 
Quantum yield for photoionization of H2O at 10 ± 1"C, 
(O) as a function of photon energy (v). A line is drawn 
through experimental points. Estimated errors are shown 
for H2O. For 0.12 mole fraction hydrogen, Log($) has a 
10% random uncertainty at 9400 cm" 1, 15% near 11100 cm - 1, 
and 35% near 12200 cm-. The absorption spectrum of H^O 
is shown as the dependence of the natural absorption 
coefficient (a) on wavenumber (v). [I/I0 = exp(al).] 
Band assignments shown (ref. 2-4) with subscripts b and s 
representing bending and stretching modes, respectively. 
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Figure IV-4 
Quantum yield as a function of photon energy 

for photoionization of several mole fractions of hydrogen 
in D2O. Experimental points for successive mole fractions 
are displaced upward by one unit. The bottom of the graph 
represents logi0(4>) = -8, -9, and -10 for XJJ = 0.512 (X), 
0.406 (#), and 0.318 (O), respectively. The vertical 
scale is +ldecade/division. The solid line has the same 
shape as the quantum yield for H 20, but is displaced to 
overlay the experimental points. Random error varies from 
about 7% at 9400 cm - 1 to 17% at 12200 cm - 1. 
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Figure IV-5 
Quantum yield (i)>) as a function of photon energy (v) 

in predominantly D2O. The mole fraction of hydrogen is 
XH £ 0.017. The relative error can be estimated from 
points, shown in the figure. 
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Figure 11-13. The quantum yield of the XH * 0.12 mixture 
is shaped like the H 20 quantum yield, but is displaced to 
lower yields. The quantum yields for higher hydrogen mole 
fractions, Figure IV-4, show behavior similar to X H * 0.12. 

Figure IV-5 shows the quantum yield along with the 
absorption spectrum near the v = 4, 0-D stretch in nearly 
pure D2O, Xg < 0.017. At this composition, the absorption 
is mostly by D2O molecules. The quantum yield rises 
sharply on the red side of the v = 4, O-D stretch overtone 
absorption, then declines through the center of the band. 
It goes through a minimum on the blue side of the band, 
then rises as hi'h^r overtones begin contributing to the 
absorption. Additional structure in the quantum yield or 
the absorption spectrum from higher overtones is not 
resolved. 

The first observable quantum yield is from excitation 
of the v = 3 O-H stretch in H 20 at 10250 cm - 1 and the v = 4 
O-D stretch in D 20 at 9000 cm" . There is no known feature 
in the absorption spectrum of isotopic mixtures at energies 
higher than 8000 cm -l enabling selective excitation of 
either HOD or D2O. However, for dilute H2O in D2O, a band 
centered at 7168 cm -l is attributed to the overtone of the 
O-H stretch of HOD molecules. ' D 20 absorption is small. 
Excitation of this feature at 7072 cm in 0.038 X H did not 
produce an observable laser-induced reaction. 

Figure IV-6 shows the temperature dependence of the 
quantum yield for five excitation wavelengths in H2O. The 
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Figure IV-6 
H2O quantum yield as a function of temperature for 

excitation of four quanta of 0-H stretch; (A) 13570 cm - 1, 
(X) 12484 cm -l; three quanta of stretch plus one bend, 
(0) 11737; or three quanta of stretch, (+) 10065 cm - 1, 
(•) 9399 cm"1. The quantum yields at each wavelength are 
normalized by the quantum yield at 0°C, $ (T = 0). 
Random error is approximately 10% for excitation of v = 3, 
and 15% for excitation of v « 4. 
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quantum yield increases as temperature increases. The 
fractional increase is smaller with a higher photon energy. 
As temperature goes from 0 to 40*C, the quantum yield 
increase is a factor of 1.7 for three quanta of OH stretch 
and a factor of 1.3 for three quanta of stretch plus one 
bend or for four quanta of OH stretch. Figure IV-7 shows 
the temperature dependence of the quantum yield for nearly 
pure D 20; X H « 0.017, for excitation at 9400 cm - 1. The 
yield increases a factor of 1.8 from 0°C to 40"C, almost 
identical to the behavior of H 20. 

The structure of liquid water -becomes more ordered as 
the temperature is reduced below 4°C 7. Measurements at 
9400 cm~l show no change from the general decline of • with 
decreasing temperature as the temperature is reduced below 
4 0C. 

The dependence of the quantum yield on hydrogen mole 
fraction is shown in Figure IV-8 for excitation at 11800 cm - 1 

and 9400 cm - 1 and in Figure IV-9 for excitation at 15380 cm - 1. 
Figure IV-8 shows a 2.5 times larger quantum yield for H2O 
than for D20„ However, the increase in quantum yield is 
not monotonic with increasing hydrogen mole fraction. A 
quantum yield minimum occurs for about a 0.2 hydrogen mole 
fraction. Figure IV-10 shows 9400 wavenumber conductivity 
curves recorded at 0.0174, 0.15, 0.60, 0.81, and 1.0 mole 
fraction hydrogen. Figure IV-9 shows an eleven times larger 
quantum yield for H 20 than for D 20 at 15380 cm - 1. The 
increase with greater hydrogen mole fraction is monotonic. 
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Figure IV-7 
The quantum yield of nearly pure D 20, X H = 0.0174, 

as a function of temperature for excitation of four quanta 
of O-D stretch at 9400 cm - 1. The quantum yield 
is normalized by the quantum yield at 0"C, $ (T = 0). 
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Figure IV-8 
The dependence of the quantum yield ($) on hydrogen 

mole fraction for excitation at 9400 cm - 1 at 25 ± 1°C (+) 
and 11800 cm - 1 at 24.5 ± 1°C (0). The quantum yield is 
normalized by the quantum yield in pure D2O at the 
excitation wavelength, $ (D2O). The values of 1MD2O) 
are 1.93 x 10" 7 at 9400 cm - 1 and 8.12 x 10" 7 at 
11800 cm - 1. The solid curve is a fit to the form of 

• = S Ej.cj.4 *i/ Z H c i £ 

i i 
where i represents H2O, HDO, or D2O and e^c^t is the 
absorbance of species i. At 9400 cm" 1, the best fit is 
with * H 0 = 3 > 8 1 x 1 0" 7' +HOD = 2 x 10"9f and $ D 0 2.54 x 2 2 10" 7. At 11800 cm" 1, + H 0 = 1.037 x 10" 6, $ H 0 D =2.62 

7 2fi 
x 10", * H 0 = 1 > 6 9 x 10" • Estimated uncertainty at . 2 9400 cm" x is shown in Table III-2. Estimated uncertainty 
at 11800 cm" 1 is approximately three times the values in 
Table III-2. 
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Figure IV-9 
The dependence of the quantum yield ($) on hydrogen 

mole fraction for excitation at 15380 cm~l. The quantum 
yield is normalized by the quantum yield in pure 
D 20, • (D 20). 
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Figure IV-10 
Experimental transient conductivity curves for several 

hydrogen mole fractions. Excitation is 9400 cm - 1 and 
temperature, 25°C. The peak amplitude is scaled to equal 1. 
A larger baseline step denotes a lower quantum yield, to a 
first approximation. Curve A has the lowest quantum yield 
and curve E the greatest quantum yield. Curve A (0.15 Xfj), 
B (0.60 X H ) , C (0.81 X H ) , D (0.0174 X H ) , and E (1.0 X H ) . 
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The apparent decline in quantum yield for the point with 
highest deuterium enrichment is not outside the combined 
experimental error for conductivity peak height and 
spectral absorbance. If the true absorbance of D2O 
were lower than used in the quantum yield calculation, 
then the first two or three points in Figure IV-9 
would have a higher position. Two factors could produce 

q 

excess absorbance in the reported D2O absorbances ; 
H2O contamination, or organic contaminants in the 
feedstock D2O. 

II. Thermal Recombination Reaction 

This section presents the thermal recombination rate 
as a function of temperature and isotopic composition. 
Figure IV-11 shows the temperature dependence of the rate 
in H2O and in D2O. An Arrhenius plot, in Figure IV-12 
gives k = 3.94 x 1 0 1 3 exp (-3.49/RT). In HjO, '..he 
Arrhenius rate increases from 6.37 x 1 0 1 0 L/mol s at 0°C 
to 1.72 x 1 0 1 1 L/mol s at 50°C. The rate at 25°C is 
1.09 x 1 0 1 1 L/mol s. The Arrhenius line lies slightly 
below the average of the experimental points at 1.12 x 1 0 1 1 

L/mol s. D2O results are not as accurate due to lower 
signal amplitudes and fewer measurements. A normal 
isotope effect is observed with the rate for hydrogen 
greater than the rate for deuterium. The rate in Xg = 
0.017 D 20 at 25°C is 7.07 x 1 0 1 0 L/mol s. Table IV-1 
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Figure IV-11 
Thermal ionic recorabination rate as a function of 

temperature for H2O (•) and D2O (x). 
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Figure IV-12 
Arrhenius plot of ln(k) vs 1000/T for the thermal 

recombination. The solid line (—) is a least squares fit 
of this data (.). The dashed line (—) is a comparison 
with reference 9, the points (A) are from reference 10. 
The point (0) is from reference 11, the point (X) from 
reference 12, and the point (+) from reference 1. 
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Table IV-1 

Table of recombination rate, relaxation time, and 
recombination distances in H2O and D2O 

recombination recombination 
rate relaxation distance (A) 

(L/mol s) time (ps) 

H 20 

Ertl and Gerischer3 1.46 x 1 0 1 1 34 9.2 
Eigen and DeMaeyerb 1.3 x 1 0 1 1 37 8.03 
Barker e_t al.° 1.12 x 1 0 1 1 44 5.85 
This work"3 1.12 x 1 0 1 1 44 5.85 
Knight et al. e 1.25 x 1 0 1 1 

Briere and 
Gaspardf 7.83 x 1 0 1 0 63.5 ~ 0 

D 20 

Ertl and Gerischer3 8.9 x 10l n 150 8.1 
This work<3 7.5 x 10l° 178 6 

Recombination distances are recalculated from the relaxation 
times given by other workers using the ionic conductivity 
given in the analysis section and the dielectric constants 
given in the Discussion. 
Recalculated data of V.G. Ertl and H. Gerischer, 
Z. Elektrochem. 66, 560 (1962) 
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^Recalculated data of M. Eigen and L. De Haeyer, Z. 
Elektrochem. ̂ 9/ 986 (1955) 

cRecalculated data of G.C. Barker, P. Fowles, D.C. Sammon, 
and B. Stringer, Trans. Faraday Soc. j>6_, 1498 (1970) 

d D 2 0 result is estimated from extrapolation of mole fraction 
dependence to pure D2O. H2O result is not from an Arrhenius 
fit, it is an average of points near 25°C. 

eB. Knight, D.H. Goodall, and R.C. Greenhow, J. Chem Soc. 
Faraday 2, 1±, 841 (1979) 
fRecalculated data of G. Briere and F. Gaspard, J. Chim. 
Phys. 64, 1071 (1967) 
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shows a comparison with previous results from both H2O 
and D2O at 25°C. Our results for H2O show closer 
agreement with Barker e_t al̂ .9 than with the other 
results 1 0" 1 2. 

Figure IV-13 shows the recombination rate as a 
function of hydrogen mole fraction. There is a monotonic 
increase from pure D2O to H2O. 
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Figure IV-13 
Thermal recombination rate as a function of hydrogen 

mole fraction. Error bars show the range of at least fcjr 
values in a weighted least squares average. 
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CHAPTER V. DISCUSSION 

This section is broken into two parts. First, the 
thermal recombination rate, then the laser-induced 
reaction will be examined. 

I. Thermal Recombination Reaction 

The recombination reaction was first modeled by 
Eigenl'2 a s a diffusion-controlled approach of hydronium 
and hydroxide ions followed by a rapid neutralization by 
proton transfer. Ionic diffusion coefficients are combined 
with recombination rates to yield a recombination distance. 

Following Holzwarth ejt al.3 
k_x = 4*ND A B o S/(e5 - 1) (1) 

where k_j is the recombination rate, K is Avogadro's number, 
D^B * S t n e s u r a °f t n e diffusion coefficients for reacting 
ions A and B, o is the reaction distance and (5 is given by 

6 =Z A Z B e2/aekT. (2) 
Z Ae and Z Be are ionic charges, e is the H2O dielectric 
constant, T is the temperature and k is Boltzmann's 
constant. Physically, S is the ratio of the Coulomb 
energy at the recombination distance to the thermal 
energy. Ionic diffusion coefficients are given by the 
Nernst-Einstein relation 

Dt ' RTZĵ  \±/F2 (3) 

where F is the Faraday constant and Xi is the single ion 
equivalent conductivity. The dielectric constant for 
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H 20 and D 20 is given by Vidulich et al. 4. A linear 
interpolation was used for intermediate mole fractions. 
Expressions used for ionic conductivities and recombination 
rates were given in the analysis section. 

The reaction distance calculated from equations (1-3) 
for H 20 at 25*C is 5.85 ± 0.5 A. A comparison with previous 
results is given in Table IV-1. The dependence of reaction 
distance on temperature and mole fraction of hydrogen is 
given in Figure V-l. Both Ertl and Gerischer^ and Barker 
et al. 6 report results at temperatures other than 25 0C. 
The results reported by Ertl and Gerischer show considerable 
scatter, varying from 5.9 A to 8.5 A for five temperatures 
between 5°C and 32 CC with perhaps a slight increase in 
distance with increasing temperature. Barker et al. 6 

report a 0.6 A decrease in distance with a temperature 
increase from 25°C to 50'C. However, it is not clear what 
values were used for ionic diffusion coefficients and 
dielectric constants. The constant reaction distance of 
5.8 ± 0.5 A with temperature and isotopic composition 
observed here is physically more pleasing than the variation 
suggested previously!* »6. The extensive hydrogen bonding 
in liquid water produces local structure with tetrahedral 
arrays of H2O oxygens having 0 ••• 0 atom distances in 
neutral water of about 2.8 A^/8. This distance is 
nearly independent of temperature and isotopic 
composition of the liquid. Structure need not be broken 
for transport of hydronium and hydroxide ions through 
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the solution. Approximately 80% of the proton 
conductivity is caused by an ionic hopping mechanism 
where th« proton jumps from an H 30* to the O atom of a 
neighboring H 20 molecule . A similar mechanism can 
account for high hydroxide mobility. The potential 
energy a proton hopping towards a hydroxide ion feels 
can be thought of as a superposition of a symmetric 
barrier midway between equilibrium positions of the 
oxygen atoms with an attractive Coulomb potential. 
The potential is shown schematically in one dimension 
in Figure V-2. Thus, the possible ionic recombination 
distances should be "quantized", with the allowed 
distances determined by the location of successive O 
atom wells. Neutron diffraction studies show that the 
distance is considerably compressed in the hydronium 
and hydroxide ion relative to neutral water1" with an 
0 ••• 0 distance of about 2.52 A ^ for hydronium in 
either H2O or D2O. Bond distances in crystals containing 
tiydronium ion hydrates 1 2 - 1 5 and theoretical studies 
of hydrated hydronium ions 1 6 also show a similar O ••• O 
atom distance. Theoretical studies of hydroxide ions 1 6 

wi -h a successively increasing number of water molecules 
of hydration show an 0 ••• O distance between 2.45 A and 
2.61 A. This distance is somewhat larger than for the 
corresponding hydronium ion but still greatly compresssed 
relative to the neutral water distance. Crystal 
structures containing hydroxide ion hydrates 1 7' 1 8 also 
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Figure V-l 
Recombination distance as a function of temperatue 

(X) in H2O and mole fraction hydrogen (0) at 25°C. 
The recombination distance is constant within experimental 
error with temperature and mole fraction hydrogen. The 
solid line is a recombination distance of 5.8 A. 
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Figure V-2. 
One-dimensional schematic diagram of the potential of 

a proton in a linear chain of hydrogen bonded oxygen atoms 
(A); the Coulomb attraction of a proton to a hydroxide ion 
(B); and (C), the superposition of potentials (A) and (B). 
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show a slightly longer 0 ••• 0 distance than for the 
corresponding hydronium ions. 

Eigenl,2 first proposed a linearly bound, four oxygen, 
ion pair chain intermediate for the ionic recombination. 
This intermediate will have a configuration-dependent 
"allowed" distance for the ionic ends of between 6.3 A 
and 4.2 A. This assumes a 2.52 A nearest neighbor oxygen 
atom separation similar to ions rather than the 2.8 A for 
neutral water. The ion pair H-0 ••• H bond angle is 109°. 
The measured recombination distance is between these two 
extremes. The distance is not expected to vary strongly 
with temperature or isotopic composition because the 0-0 
atom separation does not change markedly. Figure V-3 
shows the geometry for the two extreme configurations. 

In conclusion, the observed recombination distance 
and lack of temperature and isotopic dependence is con­
sistent with the linear four-molecule chain intermediate. 

II. Laser Reaction 

One goal of the Discussion is to give a physically 
meaningful interpretation of the results. The discussion 
of the laser-induced reaction consists of two parts. The 
first part is a physical interpretation that is independent 
of the model used to describe the quantum yield kinetics. 
The second part is a formulation and application of a 
quantum yield model. Many of the quantum yield results 
cannot be given a physically meaningful interpretation 
without development of a model. 
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Figure V-3 
The minimum and maximum distance geometry for a linear 

chain of four hydrogen-bonded water molecules. 
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A. Model Independent Interpretation 

1. Nature of the laser-induced reaction. 

The experimental results demonstrate that the laser 
reaction is induced by vibrational overtone absorption 
of a single photon in liquid water to produce 
H 3 0 + and 0H~ ions. The evidence is as follows: The 
linearity and unit slope of the conductivity peak vs. 
pulse energy plots of Figures IV-1 and IV-2 denote a 
single photon process. Agreement of the measured 
relaxation rate with previous measurements of the HjO"1-

and 0H~ equilibrium relaxation rate (Table IV-1) is 
consistent with H3O and 0H~ final products. Signal from 
an impurity absorption would not correlate with the H2O 
overtone absorption spectrum, contrary to data shown in 
Figures IV-3, IV-4, and IV-5. Additional evidence that 
an impurity does not produce the conductivity signal is 
provided by the absolute magnitude and the relative 
magnitude of the conductivity peak in H2O and D2O. An 
impurity would absorb photons by making either an overtone 
transition or an electronic transition. Estimates of the 
magnitude of the peak conductivity in each case follow. 

The first possibility is overtone absorption into an 
A-H stretch of an impurity molecule, A-H. If the absorption 
strength of the A-H bond were the same as the 0-H stretch 
of an H 20 and the reaction quantum yield were 1, then the 
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impurity level would have to be about 40 ppm to produce 
the observed quantum yield of 4 x 10~ 5 at 18,140 cm - 1. 
A more . .stic, lower estimate of the quantum yield 
would require a > 40 ppm impurity concentration. No 
impurities were observed in a GCMS at a sensitivity of 
5 ppm. Therefore, a vibrational transition by an impurity 
could not produce the conductivity signal. 

The second possibility is electronic absorption of 
an impurity to produce an excited electronic state with 
lower pK than the ground state. The absorption strength 
would be considerably larger for an electronic absorption 
than for an overtone absorption. An impurity could be 
present at a level < 5 ppm and still produce the observed 
signal. However, the relative conductivity peak magnitude 
observed upon changing the solvent from H2O to D2O 
eliminates the possibility that electronic absorption by 
an impurity caused the transient conductivity. Solvent 
change does not affect the electronic absorption strength 
of the impurity, but could cause a signal decrease due 
to both ionic mobility and reaction rate or equilibrium 
isotope effects. The maximum peak conductivity can be 
estimated. Kinetic and equilibrium isotope effects lie 
in a range from I.5-I1I9. An isotope effect of 11 
coupled with the mobility decrease upon a solvent change 
from D2O to H2O produces at most a factor of 16.5 
reduction in the conductivity peak height. The measured 
peak height reduction is by a factor of 60-70. 
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2. Wavelength dependence of the quantum yield in B2O 

Interpretation of the constancy of quantum yield 
with wavelength within an absorption.band requires 
knowledge of the main source of band broadening. Two 
broadening mechanisms for 0-H or 0-D stretch fundamentals 
and first overtones in the solid or liquid water will be 
discussed. The mechanisms are (1) inhomogeneous 
broadening caused by a random, slowly-changing 
distribution of 0 ••• 0 distances of neighboring H-bonded 
molecules; and (2) a combination overtone series caused 
by strong coupling of 0-H stretch motions with 0 ••• 0 
stretch vibrations. 

Rice and Sceats20 have developed a model for liquid 
water based mainly on spectroscopic measurements of the 
liquid and of the crystalline, or amorphous solid. The 
model was used by Sceats and Belsley21 to interpret the 
overtone OH stretching spectrum. First, the fundamental 
0-H stretch was examined. A total width caused by a 
temperature-dependent homogeneous and a temperature-
independent inhomogeneous portion is calculated for the 
ice I 0-H stretch spectrum of HOD in D2O. The local 
structure and spectral features caused by librational 
and translational motions in the liquid are similar to 
ice. Since these motions are responsible for the 
homogeneous spectral width in ice, the same 
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temperature-dependent width was assjmed for the liquid. 
A root mean square homogeneous width increasing from 
28 cm -l to 42 cm -l between 10°C and 90°C was found for 
the liquid. The calculated homogeneous width is much 
smaller than the measured spectral widths; consistent with 
their hypothesis that the dominant contribution to the 0-H 
stretch lineshape arises from inhomogeneous broadening. 
Sceats and Belsley conclude that the homogeneous component 
of the overtone 0-H stretch should be only slightly 
larger than for the fundamental. The Sceats and Belsley 
model assumes the 0-H stretch absorption band is a "pure" 
band, not in combination with other liquid motions. 

The second broadening mechanism involving a 
combination of 0-H stretch with the 0-H ••• 0 stretch of 
hydrogen-bonded oxygens has recent experimental 
support22-27. This mechanism has been used successfully 
for interpretation of spectra of other hydrogen-bonded 
systems. References 24 through 27 describe experimental 
and theoretical work on the gas phase MejO ••• HC1 and 
Me 20 ••• HF systems. The spectra are adequately described 
in a model using a Born-Oppenheimer type separation of 
the rapid X-H stretch motion from the slower X-H ••• Y 
hydrogen bond motion. The XH ••• Y bond wavefunctions 
are determined by an effective potential, that is 
dependent upon the quantum state of the X-H oscillator. 
When a spectroscopic transition is induced in the X-H 
oscillator, the quantum state of the XH ••• Y oscillator 



149 

will change simultaneously if a shift in the effective 
potential minimum causes a favorable "Franck-Condon" 
factor. 

A similar model can be invoked to explain the infrared 
spectrum of hydrogen-bonded clusters of gas phase water 
molecules 2 2. There are several peaks in the fundamental 
0-H stretching region separated by 150-200 cm~l, the 
approximate OH ••• 0 stretching frequency. The same 
pattern is observed in the depolarization CARS spectrum 
of liquid water23. This technique enables resolution 
of the underlying spectral features which compose the 
fundamental O-H stretch absorption, in contrast to 
normal infrared or Raman spectroscopy where the fundamen­
tal has a single broad unresolved peak. 

There is a generally accepted precedent in a 
different condensed phase system for using combination 
bands of an intramolecular vibration with lattice motions 
to explain infrared spectral lineshapes28. The infrared 
lineshapes of impurity molecules embedded in rare gas 
matrices typically show a sharp "fundamental" zero phonon 
line accompanied by a broad, blue shifted, phonon sideband. 
The sideband is composed of a combination of the 
'fundamental" motion with latice phonons. If the lattice 
phonons are strongly coupled to the fundamental, then the 
zero phonon line is weak and the phonon sideband dominates 
the spectrum. The broad absorption lines in water could 
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be analogous to the phonon sideband of a matrix isolated 
molecule strongly-coupled to lattice notions. 

Armed with two possible spectral broadening 
mechanisms, we can use each model to interpret the 
constant quantum yield within water absorption bands. If 
the bulk of the broadening is inhomogeneous, as suggested 
by the Sceats-Rice-Belsley2°r21 model, then the quantum 
yield, $, is independent of the differences in regional 
structure which cause the spectral broadening. Since $ 
" kreactArelax' either the ratio k reactArelax i s 

independent of regional structure, or the system remains 
activated long enough to thermally sample the average 
regional structure. Rice and Sceats 2 0 mention a 1 0 - 1 1 

second order of magnitude time for the thermal diffusion 
processes that alter regional structures. 

If broadening comes from combination of OH ••• 0 
lattice motion with the 0-H stretch, then excitation of 
the low frequency lattice mode does not produce reaction 
products as efficiently as an equivalent energy of OH 
stretch. Either, the low frequency OH ••• 0 stretch is 
not strongly coupled to the reaction coordinate (kreact 
is nearly constant with increasing excitation of the 
OH ••• O) stretch; or energy in the OH ••• 0 stretch is 
rapidly delocalized and thermalized by strong coupling 
to surrounding H2O molecules (k r elax is greater for 
excitation of the OH ••• 0 stretch). 
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It is reasonable to expect OH ••• O stretch lattice 
vibrations to be delocalized rapidly relative to 0-H 
stretch vibrations. The lattice vibrations come from an 
oxygen atom moving with respect to its neighbors, 
whereas the OH stretch is predominantly an intramolecular 
motion. 

3. Quantum yield temperature dependence. 

A temperature increase raises the quantum yield by 
increasing the rate of ion pair formation and/or the 
rate of ionic separation from the ion pair. 

Results at several photon energies show that a 
temperature increase is less effective in promoting the 
laser reaction as the photon energy goes up. The thermal 
fraction of the total energy is smaller as the photon 
energy increases. 

4. Hydrogen mole fraction dependence of the quantum 
yield and the wavelength dependence in nearly pure 
D 20. 

A hypothesis that the quantum yield for HOD is small 
compared to the quantum yield for D2O in a predominantly 
DjO solution is consistent with the experimental results 
sl-own in Figures IV-8 and IV-5. First, the quantum yield 
dependence with mole fraction of hydrogen of Figure IV-8 
is considered. 
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As the mole fraction of added hydrogen increases, 
the composition and the concentration of each excited 
species changes. The absorption strength of an 0-H 
stretch is more than an order of magnitude greater than 
an OD stretch for wavelengths between 9400 cm - 1 and 
15,380 cm - 1. Upon addition of HjO to D 20, the major 
excited species in the solution rapidly switches from 
D2O to HOD, the predominant hydrogenated species present 
at small hydrogen mole fraction. There is an equal 
absorption into OH and OD stretches at 0.06, at 0.04, 
and between 0.01 and 0.06 mole fraction hydrogen for 
excitation at 9400 cm - 1, 11800 cm - 1, and 15380 cm - 1, 
respectively. Figure V-4 shows the relative absorbance 
of H2O, D2O, and HOD as a function of hydrogen mole 
fraction for excitation at 9400 cm - 1, '."he dips in the 
quantum yield vs. mole fraction hydrogen curves of Figure 
IV-8 are in regions where the absorption is shu-l^ng 
from D2O to HOD. Figure IV-8 includes a fit of the 
quantum yield vs. mole fraction hydrogen to the form 

Z E i $i 
* = _i • (4) 

Z £ i 

i 
Species "i" represents H2O, D2O, or HOD. The base 10 
absorbance of species i in the isotopic mixture is EJ_. 
For excitation at 9400 cm - 1, the fit corresponds to a 
linear combination of the curves in Figure v-4. The 
best fit at both 11800 cm"* and 9400 cm"* is with an 
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HOD quantum yield less than either H2O or D2O. The 
curve from equation (4) has the correct qualitative 
shape, with a better fit at 11,800 cm - i than at 9400 cm-*. 
However, the curve for greater than 0.5 mole fraction 
hydrogen does not have as much upward curvature as the 
experimental points. 

Assumption of a smaller quantum yield for HOD than 
for D2O can also reproduce the quantum yield dip on the 
blue side of the absorption band shown in Figure IV-5. 
The absorption maximum for HOD peaks on the blue side of 
the D2O band. A 0.017 mole fraction hydrogen mixture 
will have 50% OD stretch absorption and 50% OH absorption 
at the OH stretch maximum. On the red side of the band, 
the OD stretch is dominant with 75% absorption and the 
OH stretch contributes 25%. Thus, as the excitation 
souL_e is tuned from the red to the blue side of the 
band, increasing amounts of HOD relative to D2O are 
excited. Equation (4) can predict the quantum yield 
behavior. If a relatively small HOD quantum yield of 
1.8 x 10~ 8 is assumed, then a D 20 quantum yield of 
1.8 x 10" 7 is required to match the observed 1.38 x 10~ 7 

quantum yield for excitation on the red side of the band 
at 9450 cm"-1. The predicted quantum yield on the blue 
side where the OH stretch has maximum absorbance is 
9 x 10~ 8. This agrees quite well with the measured 
8.4 x 1 0 - 8 . 
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Figure V-4 
The relative absorbance of H 20 ( ), D 20 ( ), 

and HOD (-•-•-•-•) as a function of mole fraction hydrogen 
for excitation at 9400 cm--'-. 
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The question of why the quantum yield for HOD is 
less than for H2O arises. Isotope effects in chemical 
reactions of isolated gas phase systems are well 
characterized29. Substitution of D for H atoms in a 
reacting system lowers the zero point energy of both the 
reactant and the transition state. The usual result is 
an increase in activation energy and a decrease in 
reaction rate. The experimental measurement of isotope 
effects in thermal proton transfer reaction rates and 
equilibria in condensed phase have gained increasing 
interest^0. 

Typically, rates are not linear, but are monotonically 
increasing with hydrogen mole fraction, in contrast to 
the quantum yield results. There are two qualitative 
differences between the isotopic dependence of a quantum 
yield and of a reaction rate. The non-monotonic behavior 
of the water ionization dissociative quantum yield 
must have its origin in these differences. First, 
the overall quantum yield isotope effect depends on the 
individual isotope effects for several elementary 
processes including (a) the diffusive separation of 
ions from the ion pair, (b) the ion pair formation, and 
(c) the pathway and rate of energy relaxation. Secondly, 
the activated system is not in equilibrium. Its energy 
is much greater than the typical thermal energy and is 
not statistically distributed immediately following 
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photon absorption. The O-L stretch action of bonds 
containing hydrogen are preferentially excited in 
isotopic mixtures. Finding the source of the quantum 
yield mole fraction dependence requires development of a 
model for the individual elementary processes. 

B. Quantum yield model 

This section develops a model for the ion formation 
mechanism. The goal is to provide a qualitative 
interpretation of the experimental results. So far, the 
discussion is independent of the model chosen for the 
reaction and relaxation processes taking place following 
overtone excitation. The quantum yield described in the 
analysis section will be discussed here as arising from 
two consecutive processes. The first process is (a) 
formation of an ion pair in competition with deactivation 
of the excited molecule or group of molecules involved 
in the transition state. This is followed by the second 
process, (b) diffusive separation of the ion pair to 
form free ions in competition with recombination. 

The modeling approach is to divide the ionization 
processes into two parts with one part dependent on only 
bulk properties of the solvent and another part dependent 
on only the local properties of an activated reactant. 

The function of the division is to remove the 
contribution from bulk diffusion which has been established 
and well characterized by thermal recombination work from 
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the local rate process that could not be observed in the 
previous work. Thus, new information about the local rate 
processes will be obtained. Thermal recombination studies 
provide no kinetic information for the local ion pair 
recombination because diffusion to form the ion pair is 
rate determining. Large changes in ion pair recombination 
rates will not affect the observed thermal relaxation 
rate. In contrast, the quantum yield of the laser-induced 
reaction is dependent on both the efficiency of ion pair 
separation and the local relaxation, ion pair formation 
and recombination rates. 

Thus, the quantum yield is described by 
• = Pip PJS- (5) 

The probability of ion pair formation, Pjp, is given by 
the competition of ion pair formation with relaxation, 
PIP = ^la/C^la + k2>* (See the analysis section for a 
definition of the rates.) Pjp is dependent only upon 
local reaction and relaxation rates of the activated 
reactant. The probability of ion pair separation, Pis» 
is composed of a bulk and a local contribution. 

1. Probability of ion pair separation. 

The overall energetics for ion pair formation 
and separation is shown in Figure V-5. in order 
to contribute to the conductivity signal, an ion 
pair resulting from the laser-induced reaction must 
diffuse apart; out of the attractive Coulomb well. 
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The standard treatment for diffusive encounters in the 
recombination of reactive species was first described by 
Smoluchowski3*'32 and solved for a Coulomb potential by 
Onsager 3 3. The solution, assuming an infinite 
recombination velocity at the recombination distance was 
applied to the thermal recombination as described in the 
first discussion section. The assumption is a reasonable 
approximation for the diffusion controlled thermal 
recombination, but not for the ionic separation following 
the laser-induced reaction. An infinite recombination 
velocity gives a quantum yield of zero. More recently, a 
solution with finite recombination velocity was provided 
by Hong and Noolandi 3 4. They give an expression for the 
ionic survival probability of an isolated ion pair as a 
function of (i)' time following the initial ion formation, 
(ii) recombination distance, and (iii) formation distance. 
The conductivity a microsecond or two following excitation 
is related to the survival probability at long time for 
an ion pair formed at the recombination distance. The 
geminate recombination, or recombination of the ion pair, 
is fast on the timescale of the Hong and Noolandi survival 
probability and only the ions that permanently escape 
geminate recombination contribute to the conductivity 
peak. Then, the quantity of interest for modeling the 
quantum yield is the survival probability at infinite 
time given initial formation at a radius equal to the 
recombination distance. 
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Figure V-5 
Energetics of ion pair formation and ion pair 

separation to form free ions. The photon energy is 
greater than the net endothermicity. The species present 
in the solution at each energy is shown at the right. A 
linear four-molecule hydrogen-bonded chain, the ion 
pair, and free ions are shown. Approximate energies are 
for H2O near 5°C. The 5.8 A distance denotes the 
distance between oxygen centers in the ion pair. 
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From Bong and Noolandi, the survival probability at 
time t giv '. initial ion pair formation at radius r 0 is 

r 
p I S(t> -• 

U(r 0) 
1 + 

'J(-) 

= e2 
coefficient. U(r) is given by 

O(-)dtDt) 1/ 2 

where r c = e'/tM and D is the ionic diffusion 

(6) 

U(r) 
-(rc/r) /Drc 

-1 
-<rc/a) 

(7) 

Where a is the recombination radius and K is the 
recombination velocity. At infinite time the survival 
probability becomes 

U(r Q 

P l s(-> = U(») 
(8) 

From mii-.oscopic reversibility, the ion pair 
formation distance for the thermal reaction, r 0, is 
identical to the recombination distance, a. Assuming the 
same formation distance for the laser reaction, 

Dr c 

3
r c / a + [<Dr cAa 2) - 1] 

(9) 
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This equation can be simplified by consideriig tlrie 
first multiplicative term. Substituting K = k_^-1- and 

D - 1/2 k d i f f i2,36 

(10) 
D r c kdiff * 2 r c 
<a 2 2k_ l a *a 2 

where A is the average ionic jump distance during 
diffusion, k_i a is the recombination rate constant rf 

the ion pair Use equation (1) of the analysis section) , 
and k<3iff * s t h e rate constant for diffusive jumps. 

A much larger numerator than denominator 
is obtained from the following: from thermal 
recombination studies, the distance r c is a factor of 
1.2 larger than a = 5.80 A end the 2.8 A of 1 is about 

r c i 2 

two *imes smaller than a. Therefore, < 1. From 
a 2 i 

thermal recombination studies, the recombination rate, 
k_la >> the diffusion rate, k^iff. Or, 

kdiff * r c D r c 1 » — = —r- (11) 2k , a 4a^ icâ  

Equation 9 becomes 

Dr c 1 
PlS<->= T r / a (12) >*a r_/a l a " e c - 1 
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The absolute magnitude of this equation cannot be 
determined because k_^ a is unKiiown. However, the 
temperature and isotopic composition dependence can be 
estimated. The thermal recombination rate studies 
already described show the recombination distance is 
approximately constant with temperature and isotopic 
composition, varying by less than 10% in H2O for a 
temperature change from 0°C to 45°C and by less than 
15% at 25°C for an isotopic change from H2O to DjO. 
The temperature dependence of r = e 2/skT is"a weak 
T~l dependence, varying by about 15% from 0°C to 45 °C. 

r c / a , Use of a constant e and a* and replacing D/kT 
with u yields^ 5 

P i s H " w/k-ia 
where v is the ionic mobility. Thus, the probability of 
separation from the ion pair, PJS» * s composed of u, 
which is dependent upon bulk properties of the solvent 
and l/k_xa> which is a local property of the solution. 

Now the full quantum yield expression can be grouped 
into a local and a bulk term. [See equations (1) and (2) 
of the analysis section for a definition of the rates.) 
Physically, l/(kia + k 2) is the length of time a reactant 
remains activated, ki a is the rate of lase>: induced ion 
pair formation, l/k_ia is the length of time an ion pair 
remains before recombination, and u, the ionic mobility, 
is a measure of the ion pair separation efficiency. 
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[k-ia (kia + k2)J [ J PIP PIS - • - »• <«> 
La (*la + k2)J [ J 
[local] [bulk] 

The remainder of this section examines each term of 
Equation 14 in more depth. Only the ionic mobility, p, 
is known quantitatively. Not enough information is known 
about vibrationally activated processes in a liquid to 
formulate a quantitative model for the other "local" 
terms. The goal is to obtain a qualitative idea how 
each term behaves as the temperature, excitation energy, 
and isotopic composition are changed. 

2. ki a/k_ l a 

The energetics of the forward and reverse thermal 
reaction are known from thermal measurements. The 
barrier to recombination should be £ the 3.5 kcal/mole 
activation energy measured by an Arrhenius plot of the 
diffusion-controlled thermal recombination rate. Sirce AH 
in H2O at 25°C is 13.5 kcal/mole, the forward barrier 
is £ 17 kcal/mole. Photons with enough energy to 
induce observable ionization (> 25.7 kcal/mole) can 
produce activated reactants with 8.7 kcal/mole of energy 
above the forward barrier or activated products with 8.7 
kcal/mole above the reverse barrier. 

Since the excitation energy is high and the reverse 
barrier is low, a local equilibrium is assumed. The 



model for kia/k-la will be taken to be the density of 
states ratio of product to reactant, at the excitation 
energy. The seraiclassical Marcus-Rice37 expression is 
used for the density of states. 

(E + E ) s _ 1 

N(E) = (15) 
(s - 1)! n hvi 

i 
where E is the total non-fixed energy, s is the number of 
strongly-coupled modes sharing the energy, hvj is the energy 
per quantum of mode i excitation and E z is the zero 
point energy. The non-fixed energy of the product is 
Eph + E z r - E z p - E 0 (see Figure V-6). The non-fixed energy 
of the reactant is Epjj. The density of states ratio of 
product over reactant is then 

kla _/ Eph - AE 0 + E z r \ 
k-la \ Eph + E z r / 

s-i nvr 

Eph + E z r / nv p i 

where the subscript r or p represents the reactant or 
product, respectively. E p n represents the photon energy, 
and flE0 is the energy difference from product to reactant 
potential well minima. 

This expression is exact if the ion pair yield is 
dominated by the yield a picosecond or two following 
excitation and if the reactant and product ion pair are 
in equilibrium at the excitation energy. Equilibrium 
will be achieved if the forward and reverse reaction rates 
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Figure V-6 
One-dimensional potential energy surface for the 

water ionization reaction. The solid line shows the 
surface for the thermal reaction. The dotted potential 
surface is described near the end of section C3 of the 
discussion. This potential is for the laser reaction 
when no strongly-coupled excited modes undergo a frequency 
change upon going from reactants to products. E 0 for 
this potential is approximately equal to AH, the thermal 
reaction endothermicity. 
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are rapid compared to the relaxation rate. In the 
opposite extreme where relaxation is rapid compared to 
the reaction rates, an RRKM type expression is more 
appropriate for the forward rate and the reverse 
rate is the thermal rate. An RRKM forward rate 
expression is nearly proportional to Equation (16) with 
the non-fixed energy for the transition state being 
shifted by the few kcal reverse barrier, Eb, and the 
power, s, increasing by one in the numerator. 

<Eph " Eo + Ezr " Eb> S (s - D i n hv r 

k l a = : — (16b) 
<Eph + Ezr> s ! ? h v T S 

This expression will have the same qualitative 
dependence on isotopic composition, and photon energy, 
as equation (16). The subscript, TS, represents the 
transition state, 

3. l/(k l a + Jt2> 

The remaining term in the quantum yield contains 
the relaxation rate of activated reactants, l/(k^a + ^2) • 
In the limit of large vibrational relaxation rate, k2, 
this term becomes l/k2» No direct measurement of the 
vibrational relaxation rate of excited 0-H stretch 
motions in liquid water is available. However, 
relaxation measurements performed on several hydrocarbons 



170 

and chlorinated hydrocarbons support some general 
conclusions about how vibrationally excited lcolecules 
relax in a room-temperature liquid.38-42 Both 
solvents interacting and solvents not interacting with 
the solute have been studied. H2O excited in H2O, or 
D2O excited in D2O are expected to be more strongly 
interacting than HOD in D2O. 

In non-interacting solvents, results are explained 
by rapid intramolecular equilibration of energy amoi._ 
levels energetically near and coupled to the excited 
level, followed by slower transfer to the solvent. For 
CH stretch excitation, other CH stretch modes and Fermi 
resonant bend overtones can couple efficiently with the 
excited CH stretch. In an interacting solvent, 
intermolecular relaxation to neighboring molecules can 
compete with intramolecular relaxation. 

In water, Fermi resonant bends and intermolecular 
transfer are expected to influence the OH stretch 
relaxation. Figure V-7 shows an energy level diagram 
for liquid H2O and liquid D2O. Fermi resonant bend 
overtones are expected to contribute to relaxation of OH 
or OD stretch excitation in H2O or D2O. Nearly resonant 
intermolecular transfer may be important for pure H2O 
or pure D2O because broad absorption lines maintain 
near resonance by compensating for the anharmonicity 
of the overtone v + v - 1 transition. Intermolecular 
transfer should be reduced for excitation of an OH 
stretch in predominantly D2O solution where neighboring 
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Figure V-7 
Energy level diagram for H2O, HDO.. *>nd D 20. Center 

frequencies are shown. Typical real widths are several 
hundred wavenumbers. Energy levels shown use fundamental 
frequencies. The diagram is similar for excitation of 
an O-H stretch overtone. Letters s, b, b + L, L, and T 
correspond to stretch, bend, bend plus libration 
combination, libration, and hindered translational or 
phonon modes, respectively. The average librational 
energy is shown for greater than three quanta of 
libration of H2O and for greater than two quanta of 
libration for HOD and D2O. 



172 

(..wo) A au3 



173 

D2O molecules have no resonant transition. Spectroscopic 
studies show that at least for the fundamental, features 
in the 0-H stretching region of ice Ih and the amorphous 
solid are dominated by effects of intermolecular coupling 
of the oscillators 4 3 - 4*. A radical change in the 
importance of intermolecular coupling is not expected 
for the liquid 4 3. 

C. Application of the quantum yield model to results. 

The following section applies the quantum 
yield model developed in the previous section to the 
hydrogen mole fraction, wavelength, and temperature 
dependence of the quantum yield. The approach taken in 
each case is as follows: 

(i) The ionic mobility is known as a function 
of mole fraction hydrogen and temperature. 
The effect this term has on the quantum 
yield can be removed from the results. 

(ii) The form of the ki a/ k-la term and therefore 
the shape of kl a/ k-la versus hydrogen mole 
fraction, temperature and excitation 
wavelength can be obtained from equation 
(16). 

(iii) Some energy relaxation pathways that may 
be important were mentioned. However, 
the influence which the relaxation 
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pathway has upon the quantum yield is not 
known. 

1. $ vs. Xfj 

Now we return to the question of why the quantum 
yield for HDO excitation in predominantly D2O solution 
is less than the quantum yield for D2O. Each term 
which contributes to the quantum yield will be examined 
in turn to see if it can account for the non-monotonic 
dependence of the quantum yield on hydrogen mole fraction. 

(i) Ionic mobility 
The ionic mobility, y, as a function of 

hydrogen mole fraction is known quantitatively from the 
ionic conductivity of H + and OH" in isotopically mixed 
water. It increases monotonically with hydrogen mole 
fraction and therefore cannot account for the quantum 
yield dip for HOD in D2O. The contribution of the 
mobility term to the quantum yield is removed and shown 
in Figure V-8. 

(ii) k l a/k_ l a 

Consider the k^a/k-la contribution to the 
quantum yield ratio <j> (XH)/<(>( D2O) , where X H is the hydrogen 
mole fraction. From equation (16), 
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Figure V-8 
Quantum yield divided by ionic mobility. The 

points represent (k l a/k_ l a)[l/(k l a + k 2)l. 
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K - l a 

I Pi(XH) 
i 

•M (- * - i ^ ) ' " 1 

1 \ Eph " 4 E o / 

Ma (D 2 0) 
- l a 

/ E (D2o> y - 1 

n v r ( D 2 o ) ( l + — J 

nv ( D 2 O ) I I + 
i \ E D h 

(D20)\s~1 

ph / 

(17) 

Index, i, is a labe1 for each possible isotopica'ly 
substituted reactant, and Pi(XH) is the probability of 
species i in a mixture with a hydrogen mole fraction of 
X H. Rearranging the term involving frequencies, and 
using the Teller-Redlich product rule4', 

nv r(X H) nv p(C 20) 
JIvr(D20) Uv p(X H) 

= 1 (18) 

will eliminate all terms involving frequencies. Also, 
since the de-~ninator is a constant, D, with hydrogen 

mole fraction, equation (17) can be simplified 

k l a 

k-la 
<XH) 

" la 
(D 2 0) 

Pi(XH) 

• IT 
i + 

Eph 4Er 

"-la 
1 + 

^plu 

s-1 

(18b) 
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As the hydrogen mole fraction of a mixture 
increases, species with more hydrogens substituted for 
deuterium become increasingly probable and have a greater 
relative contribution to equation (18b). A higher zero 
point energy for these species implies a monotonic 
increase of equation (18b) with hydrogen mole fraction. 

(iii) l/(k l a + k 2) 

The final term, the relaxation, must 
account for the non-monotonic dependence of • with Xg. 
For the discussion, it is helpful to divide the 
vibrational modes of the system into reactive and 
unreactive modes. Then excitation of HOD in D2O changes 
the energy flow relative to excitation of H2C in H2O 
or excitation of D 20 in D2O by either (a) increasing 
the transfer rate to unreactive modes or (b) decreasing 
the transfer rate to reactive modes. Either the presence 
of an OD in a molecule with excited OH or presence of OD 
(lack of OH) bonds in the surrounding molecules causes 
the change of energy flow. This section demonstrates 
that the experimental data cannot distinguish between 
the two possible causes of change in energy flow. Nearly 
any model which has (1) a lower $ for HDO excitation 
than for HjO or D2O excitation or (2) a lower • for OH 
excitation in the presence of surrounding OD bonds is in 
qualitative agreement with the data. 
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Curve A of Figure V-9 shows a fit to the 
experimental data for excitation at 9400 cm - 1. The 
dependence of • upon ionic mobility is removed. The 
form for the quantum yield is the same as Equation (4). 
This corresponds to a lower quantum yield for HDP 
excitation, condition (1) above. Compared to D2G one 
potential difference in intramolecular energy flow is 
that transfer of energy from the excited OH to the 0D 
bond of an BOD molecule should be slower than the nearly 
resonant transfer from an excited OD to the other OD of 
a D2O molecule, if excitation of both OL bonds of an 
L2O molecule promotes reaction, then the quantum yielLJ 
for HOD compared to D2O or H2O will be reduced. 

Curve A qualitatively fits the data, but as in the 
previous fit of Equation (4) to the quantum yield, there 
is insufficient upward curvature In the high hydrogen 
mole fraction region. A better fit is obtained with a 
model having a greater dependence of quantum yield on 
the fraction of neighboring bonds with the same isotopic 
identity as the excited bond. Figures V-9 and V-10, 
curves B, C, D, and E show results from such a model. 
The model assumes a form for the quantum yield. 

• <XH> _ * i j / U 
- E —- *iCi<XH)t P j ( X H / £ EiCi<XH>* (19) 

u i j M / i 
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Figure V-9 
Empirical curve ( — ) for three different empirical 

fits of +/u and experimental points (+) for 9400 cm~l 
excitation at 25 t i°c. The curves are described 
in the text. The line ( ) represents contribution 
from H2O excitation, (•—•—) from HOD excitation, and 
( ) from D2O excitation. 
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Figure V-10 
Empirical curve ( ) for three different empirical 

fits of f/u, and experimental points ( + ) for 
9400 cm~l excitation at 25 * 1°C. The curves are 
described in the text. The line ( ) represents 
contribution from. H2O excitation, (•—•—) from HOD 
excitation and ( — ) from D2O excitation. 
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where i represents an initially excited H2O, D2O, or 
HDO, eiCi(XH)Jt is the absorbance of species i in 
pathlength I at concentration C^ in a mixture of hydrogen 
mole fraction, Xg. Thus, species i absorbs a photon with 
a probability e^Ci(Xg)t/2: e^C^CX^)!. Index j represents 

i 
the isotopic configuration of two additional OL bonds, 
the possibilities being OH, OK; OH, OD; or OD, OD. The 
location of these bonds relative to the excited 
molecule is not specified. PJ(XJJ) is the probability of 
configuration j. Then $/g in equation '19) represents 
the sum of the probabilities of excitation of 
configuration ij times $ij/y, the quantum yield/ionic 
mobility for excitation of species ij. The experimental 
points were fitted with four different sets of constraints 
on the coefficients $^J/M. In each case, *ij/p for the 
entirely hydrogenated species is constrained to the 
experimental value in pure H2O, and *ij/p for the 
entirely deuterated case is constrained to the experimental 
value in pure D2O. The additional constraints on 
coefficients •j.j/u that were tested and the possible 
physical interpretations are: 

(1) ti-i/w for i » HOD and j • any possible isotopic 
configuration are approximately equal to each other but 
not to •j.j/u for i • H2O, j » OH, OH or to i « D2O, j = 
OD, OD. Other coefficients are not constrained. A 
possible interpretation of these constraints is if the 
presence of both OH and OD in the excited HOD molecules 
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causes the quantum yield to be independent of the isotopic 
structure of the surrounding liquid, whereas with H2O or 
D2O excitation, the quantum yield depends on the surrounding 
concentration of bonds with the same isotope as that 
excited. Curve B of Figure V-9 shows close agreement of 
this model with experimental results. 

(2) tij/u for i » HOD and j » OH, OH is approximately 
equal to •j.j/u for the pure solvents, i » H2O and j * OH, 
OH or i » D2O and j * 00, OD. A possible physical 
interpretation of this constraint is that the quanta of 
the excited OL bond must hop to two other OL bonds of the 
same isotopic species to produce a laser reaction. Then 
coefficients •j.j/u will be large for i » H2O, j - OH, OH; 

i • D2O, j • OD, OD, and, since the OH bond absorbs most 
of the light in an H00 molecule, •ij/u will be large for 
i - HOD, j « OH, OH. The model does not specify the 
location of the two OL bonds represented by index j. They 
could be OL bonds of a neighboring molecule or of a linear 
hydrogen bonded chain. Curve C of Figure V-9 shows 
close agreement of this model with experimental results. 

(3) •ij/v for i » HOD and j « OH, OD is approximately 
equal to *ij/M for i • H2O and j » OH, OH or for i » D2O 
and j « OD, OD. A possible physical interpretation of 
this constraint is that an excited molecule must have one 
particular adjoining molecule of the same isotopic 
identity to produce a laser reaction. For this model, 
j denotes the isotopic identity of the molecule. Curve D 
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of Figure V-9 shows a less acceptable fit than models 
(1) and (2). 

(4) • ij/u for i " HOD and j " OD, OD is approximately 
equal to •ij/p for i « DjO and j « OD, OD. If the 
exothermic intramolecular relaxation from the excited OH 
stretch to the OD stretch of an HOD molecule dominates 
the initial relaxation, then the system might behave 
similarly to when D2O is the initially excited molecule. 
Curve E of Figure V-10 shows a less acceptable fit than 
models (1) and (2). 

Final coefficients for each model are shown in 
Table V-l. 

A model in which nearby OD quenches activated OH 
was also tested to see if it could fit the non-monotonic 
dependence of $ on XJJ. Curve F of Figure V-10 shows a 
fit of 

1 
EOD COD( XH>* *D 0 + £ PK EOH COH< XH)* *H 0 

• 2 K A(l + n KB) 2 
V eOD COD< xH>* + eOH cOH< XH>* ( 2 0) 

to the experimental data. The model corresponds to a 
relaxation rate, k.2, for excited OH equal to A + Bn KA. 
This is the pure H 20 rate. A, plus a term proportional 
to the number of nearest neighbor OD bonds, n K, in the 
excited molecule and in the six OL bonds in the nearest 
neighbor sphere of the excited molecule. The quantum 
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Table V-l 
Coefficients, tjj/(l + A ) a , for empirical $/y vs. X H 

J H+ 0H-
curves. 

coefficient ( x 10 1 0) mol ohm cm -* 

H20(i) HDO( i) 
curve 

OH, OH(j) OH, OD(j) OD, OD(j) OH, OH(j) OH,OD(j) 

B 8.28 3.2 1.95 3.36 2.48 
C 8.28 2.06 1.14 7.07 1.66 
D 8.28 0.3 0.42 4.0 5.97 
E 8.28 3.5 0.274 3.0 0.667 

HDO(i) D2OU) 

OD, OD(j) 
B 1.56 
C 1.82 
0 0.748 
E 6.0 

OH, OH(j) OH, OD(j) OD, OD(j) 
0.82 2.18 5.06 
1.11 2.21 5.06 
l.S 2.05 5.06 
0.667 0.2 5.06 

a •i-i/(i + A ) is proportional to t/v. A »F(p) where 
J H + OH" 

F is Faraday's constant. Index i denotes the initially 
excited species. Index j represents the isotopic identity 
of two additional OL bonds. 
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yield for D2O excitation is independent of the isotopic 
composition of the nearest neighbor OL bonds. B is a 
proportionality constant. P^ is the probability of 
configuration K. A satisfactory fit of the experimental 
data is obtained with B = 0.55. Thus, when two of the 
seven O-L bonds nearest to an excited O-H are o-D bonds, 
the relaxation is 2.1 times as fast as for pure H2O. 

The success of model (1) in fitting the experimental 
data suggests a model involving resonant transfers of OH 
stretch excitation may be involved in the laser reaction. 
A physically reasonable model requiring resonant transfer 
of OH stretch quanta in a linear hydrogen-bonded chain of 
four water molecules can be devised. The ion pair 
intermediate of the model to be described is identical 
to that postulated for the thermal reaction. Motion of 
the three hydrogen-bonded hydrogens of a four-molecule 
linear chain intermediate is required to form an ion 
pair. The three molecules could be activated by a 
minimum of two hops of OL stretch quanta from the excited 
molecule to neighboring molecules. Assume atom nine of 
molecule C of Figure V-ll is excited. A hop of one 
quantum to a molecule above C along with the hop of a 
second quantum to one molecule below C will form an 
"activated" three-molecule linear chain. 

The model has no adjustable paramecers, other than 
that the results are constrained to pass through 
experimental points for pure H2O and pure D2O. The 
following assumptions are made: 



1S9 

Figure V-11 
A tetrahedral cluster of hydrogen-bonded water 

molecules is shown. 
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(A) In order for reaction to occur, at least one 
quantum must be in each of three molecules in a linear 
chain. In other words, in molecules A, C, and E; A, C, 

and D; B, C, and E; or B, C, and D. 
(B) An excited H2O or an excited D2O shares 

excitation among both bonds in the molecule. An excited 
HOD does not. This means that if an OH in HOD with the 
hydrogen represented by atom 9 in Figure V-ll is excited, 
then quanta cannot hop to molecule E because atom 10 is a 
deuterium. 

(C) The rate of OL stretch transfer, khop> from H2O* 
or D2O* to bonds 2, 3, 5, 6, 7, and 8 is proportional 
to the number with the same isotope as the excited OL 
stretch. The * represents the initially excited molecule. 

(D) Since HOD* does not share excitation between the 
OD and OH, the rate of transfer from HOD* is proportional 
to the number of bonds, 2, 3, 5, and 6 with isotopes 
identical to the excited bond. 

The dependence of <f on the rate of energy transfer 
out of the initially excited bond depends on the relative 
rate of thermalization. If thermalization is fast 
compared to the hop rate, then the two hops necessary to 
activate the three-molecule chain before thermalization 
occur with probability proportional to (fc1hop'2pi2* pi2 
is the probability that for isotopic configuration, i, 
two quanta that randomly jump will form an activated 
three-molecule linear chain. The rate k 1

h__ is the 
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hop rate for isotopic configuration, i. if the hop rate 
is fast compared to the relaxation rate, then * is 
independent of the hopping rate and is proportional to Pi2-

Let the probability of isotopic configuration i be 
Pil<X H). Let 

No. of activated configurations for a hop of 2 quanta 
Pi2 - — (21) 

Total number of configurations for 2 quanta 
and 

k lhop - A n H (22) 

where n H is the number of hydrogens on bonds 2, 3,. 5, 6, 
7, and 8 when an H2O is excited, or the number on 2, 3, 5, 
and 6 for OH stretch excitation of an HOD molecule. A is 
a proportionality constant. Then the quantum yield for 
excitation of an OH or OD bond is 

W 1 - XH> * *0H( XH) - l Pil< k ihop> 2 pi2 (23) 

if the hop rate is slow compared to the relaxation rate or 

* O D U - X H) - *OH(XH> " z pilPi2 (24) 
i 

if the hop rate is fast compared to the relaxation rate. 
The proportionality constants for OH or OD excitation are 
found by constraining values in pure H2O and D2O to the 
experimental result. 

In addition, two other conditions were tested for the 
model providing the best fit of the data [Equation (23)]. 
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(1) What if the quanta Must remain in the OH bond* in 
the linear chain for reaction to occur? For instance, 
with nolecules A, C, and D activated, if atom 1 or atom 
10 of Figure V-ll is the same isotope as the initially 
excited bond, then reaction occurs with one-half the 
probability that it does when the atom is the opposite 
isotope. The reason is that if either of these atoms is 
the same isotope as that initially excited, then a quantum 
of stretch is shared equally between the two identical 
molecular O-L bonds and only one of these bonds is in 
the activated linear chain. 

(2) What if the quanta need not remain in the linear 
bonded OH bonds but can be in any mode of the linearly 
bonded molecules? 

Figure V-12, curves G and H show the results for 
excitation at 9400 cm - 1 (three OH stretch or four OD) 
assuming an activated three-molecule chain is formed 
with probability ( k lhop* 2 pi - T hi- S i s t h e model where 
thermalization competes effectively with the OH stretch 
hop. Curve G assumes the quanta must remain in the OH 
bonds of the linear chain, and curve H assumes that the 
energy need not remain in the OH stretch. The best fit 
is for curve H. The shape of the curve is correct, with 
the minimum at approximately the correct mole fraction, 
but the minimum is lower than the experimental points. 
The discrepancy is not severe for a model with no 
adjustable parameters. A greater quantum yield for HOD 
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excitation relative to H2O or D2O would produce a better 
fit. This could arise from several sources which the 
model does not include: 

(i) There could be a contribution from a thermal 
component, not requiring resonant transfer, which 
is approximately constant with hydrogen mole fraction. 

(ii) A possible contribution from the next sphere of 
hydrogen-bonded water molecules was not included, second 
sphere reactions favor H2O, D2O mixtures relative to the 
pure isotope because in order to form an activated 
reactant involving a second nearest neighbor molecule, 
both quanta that hop must leave the excited molecule 
through the same nearest neighbor F.2O. If an excited OH 
is surrounded by other OH's, then there is a < one-third 
chance that the second quantum will leave the excited 
molecule by entering the same molecule the first quantum 
entered. If surrounded oy only one OH and many other 
OD, the second quantum must leave through the single 
available OH. 

(iii) HOD may not relax as rapidly as H2O or D2O 
because the bend overtone in HOD is not nearly as 
resonant with the OH stretch as is the case for H2O or 
D2O. This would raise the quantum yield for HOD relative 
to H2O or D2O and would raise the empirical curve 
closer to the experimental points. 
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The curve assuming a rapid hop rate compared to the 
thermalization rate, equation (24), with activation not 
constrained to the linearly bonded OH bonds, does not 
produce a satisfactory fit of the experimental data 
(Figure V-12b). 

2. • vs. T 

If the contribution of the "bulk" mobility term is 
divided out of the quantum yield, the remainder, $/u 
decreases with increasing temperature. In other words, 
• increases more slowly with T than does u, the mobility. 
The kia/K-la term of Equation (16) will increase with 
increasing temperature. Therefore, either (1) the 
relaxation rate increases with temperature, or (2) the 
ion pair separation occurs at an effective temperature 
higher than ambient or both. The photon energy is greater 
than the endothermicity for the ion pair formation 
reaction. The excess energy could raise the effective 
temperature seen by the diffusing ion above the ambient 
temperature. Ten kcal of excess energy distributed over 
100 modes, about 16 molecules, increases the temperature 
by about 50°C. 

If the ions diffuse faster than the excess energy 
does, then the use of the ambient temperature is correct. 
If energy diffusion is faster than ionic diffusion, 
the excess photon energy can raise the temperature in 



196 

Figure V-12 
Empirical curve ( ) and experimental points (+) 

for <fi/u. Experimental points are for 9400 cm - 1 excitation 
at 25 ± 1°C. Activation of the water ionization is by 
hopping of OH stretch quanta to neighboring molecules. 
The line ( ) represents contribution from H2O 
excitation, (—•—) from HOD eiicitation, and ( ) 
from DjO excitation. 
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Figure V-12b 
Empirical curve ( ) and experimental points i + ) 

for <i/y. Experimental points are for 9400 cm - 1 excitation 
at 25 ± 1°C. Activation of the water ionization is by 
hopping of OH stretch quanta to neighboring molecules 
with a hop rate fast compared to the energy thermalization 
rate. The line ( ) represents contribution from H2O 
excitation, (— • —) from HOD excitation, and ( ) 
from D2O excitation. 
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Figure V-13 
The quantum yield divided by ionic mobility at a 

higher than ambient temperature as a function of 
temperature for excitation of liquid water near v = 3 OH 
stretch (•,+) and near v = 4 OH stretch (X,A,o). The 
mobility used is for 14°C higher than ambient for 
excitation near v = 3 and is 60°C higher than ambient 
for excitation near v = 4. 
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the neighborhood of the diffusing ions above ambient. A 
thermal conductivity for water of 6.4 MW/cm K 4 8 yields a 
thermal diffusivity of 1.5 x 10~3 cm2/sec, one order of 
magnitude greater than the 1.46 x 10~ 4 cm2/sec diffusion 
coefficient for H + and OH - ions. Figure V-13 shows that 
the temperatue dependence of the quantum yield could be 
attributed to ion pair separation at a temperature 14 
degrees above ambient for excitation near v = 3 of the OH 
stretch or at a temperature 60 degrees above ambient for 
excitation near v = 4. More excess energy is available 
for excitation near v = 4 than for excitation near v = 3 
(* 7900 cm"* versus 5000 cm -*). Therefore, the effective 
temperature should be greater than for excitation near 
v » 3. 

3. $ vs X 

The goal of this section is to characterize the 
experimental results. It is assumed that the 41 vs X 

dependence is dominated by the ki a/k_i a term described by 
equation (16). The actual dependence of the relaxation 
term, l/(kia + k2), on excitation energy is not known but 
is assumed to be negligible. The mobility term does not 
contribute. The previous section showed the effective 
temperature of the ion pair separation could be affected 
by the amount of excess photon energy. However, a change 
in effective temperature from 24.0°C to 70.0'C produces 
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less than a factor of two incre?se in the ionic mobility 
compared to approximately two orders of magnitude increase 
in quantum yield over the 9400 cm - 1 to • 12,625 CT,~1 
wavelength range required to produce the corresponding 
effective temperature. 

Equation (16) should be considered an empirical 
equation. '"ipt-inn flfi' i*? exact for a " " nhs=° reaction 
where E z r , AE 0, v^, and s have a well defined exact 
physical definition. In a liquid, these parameters are 
not physically well defined. They are dependent upon an 
unknown number of coupled vibrational modes of undetermined 
frequency. The approach will be (1) to define E z r , 
AE 0, \>i, and s for a hypothetical gas phase system, 
(2) to compare a gas phase system to a liquid phase 
system, and (3) to estimate reasonable relationships 
between E z r , 4E 0, and s for the liquid water system. 
Values are then inferred from the experimental data. E z r 

is the reactant zero point energy,- AE Q is energy from 
reactant to product well bottom, and s is the number of 
coupled modes. Thus, the equation must be considered 
empirical until experimental results from other systems 
confirm or deny any physical meaning for the parameters 
of the equation. Some concepts developed here may be 
applicable to unimolecular reactions of other large 
systems following non-statistical activation. 
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Consider a unimolecular gas phase isomerization 
system with two stable wells separated by a barrier. If 
a single molecule in the mixture is excited above the 
barrier, the fraction of excited population in each well 
is determined by the density of states ratio of Equation 
16. The system is closed on the timescale of molecule 
collisions, with E z r and s determined by the modes of 
the excited molecule. There are other modes present in 
the unexcited molecules of the system. These modes are 
not included in E z r or s because they are not coupled 
to the excited molecule until a collision occurs. 

Contrast this situation with the open system of the 
liquid water dissociative ionization reaction. The 
excited OH bond is coupled not only to the intramolecular 
modes, the local phonon (hindered translational), and 
local librational (hindered rotational) modes of the 
excited molecule, but also to most other H2O molecules 
in the solution through an extensive network of strong 
hydrogen bonds. The number of modes, the mode frequencies, 
and the magnitude of AE 0 is not obvious. 

It is useful to break the system into two parts, 
one part being modes "strongly coupled" to the excited 
OH stretch, and one part being "weakly coupled". The 
system is then identical to the gas phase system in the 
limit of infinitesimal "weak coupling" and of "strong 
coupling" large enough to ensure energy randomization 
among strongly coupled modes at a rate rapid compared to 
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Figure V-14 
Experimental points for the quantum yield versus 

excitation wavelength (o) along with several fits 
to * = A{E p h - E Q + E z r / E p n + E z r ) s _ 1 . The parameters 
used are s = 9, E z r = 1200 cm - 1 , E Q = 7041 cm" 1, and 
A = 1.70 x 10" 3 ( ); s = 12, E z r = 1000 cm" 1, 
e Q » 5900 cm - 1, and A = 1.60 x 10~ 3 ( ); and s = 16, 
E z r = 650 cm" 1, E Q = 4734 cm" 1, and A = 3.89 x 10~ 3 (••••). 
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the reaction rate. The identity of the strongly coupled 
nodes depends on the details of the energy flow. The 
modes physically close to the excited molecule or with 
fundamental or overtones close in energy to the excited 
bond are expected to be strongly coupled. Since details 
of the energy flow are not known, the approach taken is 
to fit a curve with the form of Equation (16) to the data. 
The larger s is, the more modes involved. The larger E z 

is for a given s, the higher the average mode frequency. 
To determine AE o f the laser reaction is compared to 

the thermal reaction (see Figure V-6). For a thermal 
reaction, AE 0 is estimated from the AH for the thermal 
reaction and the zero point energies of reactants and 
products. If it is assumed that the thermal vibrational 
energy of reactant is equal to the vibrational energy of 
products, then AH is the same as the energy between 
reactant and product zero point, and 

AE 0 = AH + E z r - E 2 p . (25) 

The quantity AE 0 is unambiguous. Every mode which has an 
enetgy change upon going from reactant to product will 
contribute to AE 0. If modes are included in calculation 
of the zero point energies which do not experience a 
frequency change upon going from reactant to product, 
then there is no contribution to AE 0 because E z r - E z p is 
zero. 
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For the laser reaction, the modes which are coupled 
strongly are not necessarily the same modes which 
experience a frequency shift upon product formation. 
Only the modes strongly coupled to the excited bond 
should be included in the density of states calculation 
and should be included in calculation of AE 0. Thus, AE 0 

can range between AE0(thermal) to AH depending on how many 
modes with a frequency shift are strongly coupled to the 
excited OH bond. If every mode with a frequency shift is 
strongly coupled to the excited 0-H bond, then AE0(laser) = 
AE0(thermal). If no modes with a frequency shift are 
strongly coupled, then AE0(laser) = AH. 

The thermal value for AE 0 is estimated from mode 
frequencies given by More O'Ferrall e_t £l. for H2O, 
H 3 0 + 4 9 » 5 0 and OH" ( H 2 0 ) 3

5 1 . The frequencies are 
calculated from a molecular force field with force 
constants adjusted to match known experimental frequencies 
for H 20, H 3 0 + 5 2 " 5 7 , and O H " ( H 2 0 ) 3

5 8 ~ 6 3 . Degeneracies and 
frequencies used in the zero point energy calculation are 
given in Table V-2. In H2O, the zero point energy for 
ionic products is 25,480 cm"1 and 27,787.5 cm - 1 for the 
reactant water. AEQ(laser) can range between AH = 4734 cm' 
and AE0(thermal) » 7041.5 cm" . The irregular dependence 
of • with excitation energy requires a fit of quantum 
yields with excitation at equivalent points in successive 
OH stretch bands. Quantum yields at 6700 cm"1, 9983 cm"1, 
13,240 cm - 1, and 16,500 cm"1, corresponding to excitation 
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Table V-2 
Frequencies3 used in zero point energy calculation 

H 3 0 + (H,0)30H~ 
degeneracy frequency degeneracy frequency 

(cm-1) (cm - 1) 

1 2840 
2 2540 
1 1140 
2 1630 
1 580 
2 610 
3 200 

1 3670 
2 1025 
3 2790 
3 3440 
3 1560 
1 750 
2 585 
1 450 
2 440 
3 500 

12 200 

aMost frequencies are given by Kresge et al. Phonon 
frequencies are taken to be 200 cm - 1. 

Three librational frequencies of 500 cm - 1 are assumed for 
the hydroxide ion. 
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of v • 2, 3, 4, and 5, respectively, are used. Figure 
V-14 shows a best fit of the experimental points to 
Equation (16) for values of AE Q (laser) equal to 4734 cm - 1, 
5900 cm-1, and 7041.5 cm - i. Satisfactory fits (within 
about 20%) were obtained for s ranging between 8 and 16, 
and E z ranging between 650 cm - 1 (the lowest allowed E ) 
and 2000 cm - 1. 

If the values of s and E z r obtained from the fit have 
physical significance, then in the limit of a large 
distinction between strongly- and weakly-coupled modes, 8 
to 16 modes are strongly coupled and the average energy of 
the modes is between 160 cm - 1 and a few hundred cm - 1. The 
number of strongly-coupled modes is about one-third to 
one-half the total number of modes in a three or four 
molecule linear chain. 

Knight e_t al. 6 4 used an expression of the form 

• = A[(E - E a)/E] s (26) 
to fit the temperature and wavelength dependence of the 
quantum yield, where E is the photon energy, E a is the 
barrier, s is the number of coupled modes, and A is a 
proportionality constant. The temperature dependence in 
this model comes from the temperature dependence of E a. 
Additional temperature dependence expected from the ion 
pair separation step is not included in the Knight model. 

There are several important differences between the 
Knight model, and the model reported here. Knight assumes 
an RRK reaction rate with an exponential energy relaxation. 
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The activation energy is given by iH, the reaction 
endothermicity. They assume recombination in the ion pair 
is negligible. The high level of excitation and low 
reverse barrier for geminate recombination suggest that 
recombination may be important. The model reported here 
assumes recombination in the ion pair is rapid enough to 
produce local equilibrium. Also, the relaxation rate is 
assumed to be constant or weakly dependent on the level of 
excitation. 

In spite of the differences between the model reported 
here and Knight's model, the resulting expressions are 
similar. The value Knight found for of s, the number of 
coupled modes, is 8.4; within the 8-16 range determined 
here. 

The fit of the experimental data to equation (16) can 
be used to estimate if bend excitation is as efficient as 
stretch excitation in producing the vibrationally activated 
reaction. Between 50% and 80% of the absorption at the 
stretch and bend combination band near 11,800 cm-* is 
from underlying v = 3 0-H stretch excitation. Equation 16 
predicts a quantum yield of 5.7 x 10~ 7 for excitation of 
pure v = 3 OH stretch and 2.7 x 10~ 6 for pure excitation 
of the 3 stretch + 1 bend combination. Thus, the predicted 
quantum yield at 11,800 cm~l is between 1.64 x 10_(> and 
1.0 x 10~6. This compares to a measured quantum yield 
of 1.75 x 10" 6. Within experimental error, excitation 
of the bend is as efficient as excitation of the stretch. 
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One additional model for the photon energy dependence 
of the quantum yield was tested. If the vibrationally 
activated laser reaction comes about from a small locally 
hot region near the initially absorbed photon, then one 
might expect a Boltzmann quantum yield dependence, 

<t> = A exp (-AHn/Ex), (27) 
where E^ is the available energy imparted by the photon, 
AH is the enthalpy change for the ionization reactions, 
and n is the number of modes sharing the energy. The 
energy available for the ion pair formation reaction is 
the full photon energy, E p n plus thermal energy, nRT. 
If the recombination reaction is rapid enough to achieve 
equilibrium, the energy available for recombination is the 
photon energy plus thermal energy minus the endothermicity, 
Ep n - AH + nRT. Thus, the correct energy to use in 
equation (27) is between E ph + nRT and E p n - AH + nRT. 
Figure V-15 shows the photon energy dependence predicted by 
equation (27) for Ex = Eph + nRT and E^ = Eph - AH + nRT 
along with the experimental points. The prediction is made 
by constraining equation (27) to match experimental values 
at 16,500 cm - 1 and 13240 or 9983 cm - 1. With the curve 
constrained to go through the 13240 cm - 1 point, the best 
fit is with A = 6.91 x 10" 3 and n = 23.5 for AH = 5075 cm - 1 

(14.5 kcal) when E^ * E ph + nRT. The best fit is A = 5.27 x 
10" 4 and n = 7.85 for AH = 5075 cm - 1 when Ex = E h - AH + nRT. 
When the curve is constrained to match experimental points at 
9J83 cm" , no real solution exists with E x = E_ h + nRT. 
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For E x - E p h - AH + nRT, the best fit is with A » 1.38 x 10~-
and n > 10.76. The small value for n in each case supports 
the hypothesis that a small number of water molecules is 
involved as was found in the other wavelength dependence 
models. The curve with E x = E p n - AH + nRT matches the 
experimental points more closely than E^ = E p n + nRT. 
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Figure V-15 
Experimental points at 10 ± 1°C for the quantum 

yield versus excitation wavelength, (o), along with 
three fits to • =A exp(-AHn/EA), where AH = 5075 cm" 1 

(14.5 kcal). The parameters used are A = 6.91 x 10~ 3 and 
n = 23.5 ( ) for Ex = E p h + nRT, The parameters 
are A = 5.27 x 10~ 4 and n = 7.85 for E A = E p h - AH + nRT, 
( ). The curve ( ) is A = 1.38 x 10~ 3 and n = 10.76, 
with Ex =E ph - AH + nRT. 
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CHAPTER VI. CONCLUSIONS 

The conclusions are divided into two parts: (A) major 
conclusions based on the thermal equilibrium relaxation 
rate; and (B) major and minor conclusions based on quantum 
yields for the vibrationally activated reaction. 

I. Thermal Recombination Reaction 

The recombination distance is constant with isotopic 
composition and temperature with a distance of 
5.80 ± 0.5 A. The activation energy for the recombination 
reaction is 3.5 kcal/mole. 

II. Vibrationally Activated Reaction 

First, the model independent conclusions will be 
given. The major model independent conclusion is that 
single photon overtone excitation can be used to 
vibrationally activate a liquid phase reaction. Excited 
liquid water transfers a proton to form J^O4- and OH~. The 
quantum yield has the same general wavelength dependence 
for excitation of H2O or D2O, but is shifted to lower 
quantum yields in D2O. The hydrogen mole fraction 
dependence of the quantum yield and the wavelength 
dependence for v - 3 OH stretch or v = 4 OD stretch 
excitation in 0.017 mole fraction hydrogen in D2O is 



220 

consistent with a lower quantum yield for HOD excitation 
in D 20 than for D2O excitation in D2O. A temperature 
increase causes a smaller fractional quantum yield 
increase for large excitation energies than for small 
excitation energies. The constancy of quantum yield with 
wavelength across an OH stretch absorption band results 
from one of two possibilities depending on the source of 
broadening in the absorption band. If the broadening 
comes from differences in liquid structure, then the 
quantum yield is independent of those structural 
differences. If the broadening comes from combination 
excitation of low frequency lattice motions, then 
excitation of lattice motions does not produce reaction 
products as efficiently as the equivalent energy in 0-H 
stretch motions. 

The major model dependent result is that the minimum 
in the quantum yield as a function of hydrogen mole 
fraction results from an increase in relaxation rate or 
from an unfavorable change in the relaxation pathway for 
HOD in D2O. The two possibilities cannot be distinguished. 
In addition, the diffusive ion pair separation probably 
occurs at an effective temperature higher than ambient. 
An empirical fit of the quantum yield versus wavelength 
was given. In the limit of large distinction between 
strongly and weakly coupled modes, the fit shows about 
one-third to one-half of the modes in a 3-4 molecule 
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linear chain are strongly coupled, and the zero point 
energy involves modes with low average frequency. The 
physical validity of the fit must be tested by experiments 
on other systems. Excitation of bend modes is as efficient 
in producing the vibrationally activated reaction as 
excitation of stretch. 
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APPENDIX A 

This sections demonstrates that the absolute transient 
voltages are independent of the position and intensity 
distribution of the illuminated region for a uniform 
interelectrode electric field. Figure A-l shows a 
schematic diagram of the interelectrode region and the 
equivalent electrical circuit. Region 2 is the illuminated 
region. 

It is easy to show the relative signal magnitudes 
are independent of the position of the illuminated region. 
The following statements hold independent of position. 

1. The temperature change in the illuminated region 
is constant. 

2. The number of ions produced by the laser reaction 
is constant. 

3. The change in ionic conductivities and 
equilibrium H + and OH - concentrations produced 
by the temperature increase is constant. 

Therefore, the changes in solution conductivity and the 
relative magnitude of the transient voltage peak and 
baseline step are independent of the position of the 
illuminated region. 

The absolute transient voltage change is also 
independent of position, spot size, and intensity profile 
for a uniform interelectrode electric field. In all 
experiments, the illuminated region is $, the central 
interelectrode region where the electric field is most 
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Figure A-l 
A schematic diagram of the interelectrode region of 

the illuminated electrode pair, and the equivalent 
electrical circuit. 
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uniform. Field uniformity means that resistances are 
dependent only upon geometry. The resistance, P. » £/AL. 
L is the solution conductivity in the region of interest, 
A is the area of the face parallel to the electrode 
and 4 is the thickness. 

Referring to the circuit equivalent of the electrode 
pair shown in Figure A-l, the total resistance of the 
electrode is RC2 = R,j(Ri + R2 + R3)/Ri + R2 + R3 + R4. 
The quantity of interest is the current change given a 
change in resistance of the illuminated region. Equation 
(32) of the analysis section gives 

i c = V C/RC2 (1) 
where i c is the current through the cell of resistance 
RC2 given an applied voltage of V c. The current change 
is 

d V C/RC2 &i c = AR 2 (2) 
d R 2 

Replacing RC2 and taking the derivative, (2) becomes 

Ai c = - AR 2 (3) 
(Rx + R 2 + R 3 ) ^ 

Replacing the resistances with R = 1/AL, and using 
1 - [1/(1 + X)] s X for small X, 

-V c * 2
 A 

ii c " 1 AL (4) 
<*1 + *2 + *3>2 

Equation (A) shows the absolute signal magnitude is 
constant with constant interelectrode spacing. 
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< * 1 + l2 + *3>' a n d irradiated spot thickness, Jl2* T n e 

signal is independent of position, i.e., the relative 
value of i \ and £3. 

If the temperature increase is linear in the absorbed 
energy density and if also, the ionic conductivity and K w 

is linear in temperature, then the absolute signal 
magnitude is independent of spot size and beam profile 
because AL is then inversely proportional to the 
irradiated volume, *2A> o r A L " AE/^A where AE is the 
total absorbed energy. Half the spot size implies twice 
the temperature increase, twice the transient ion 
concentration, and, therefore, twice the conductivity 
change, AL in the illuminated region. Equation (4) 
becomes 

-v c 

Ai « AE (5) 
(*1 + *2 + *3> 

Equation (5) is independent of spot size and therefore 
intensity profile. Since the absorbed energy density and 
resulting temperature increase is small, a linear 
tempertature, linear ionic conductivity, and linear K w 

with absorbed energy density are excellent approximations. 
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Appendix B - ABQMHD.WES 

Program to calculate the quantum yield for dissociative 
ionization of water in an arbitrary isotopic mixture. 

This program calculates the quantum yield from both 
the measured transient voltage step and from the absorbance 
and transmitted laser energy. Comments for the program and 
subroutine functions, a definition of variables used in 
the program, and the program text are given. 

A. Program comments 

10 Open a file for hard copy output 
15 Open an output file for results 
50-450 Input data 
460-480 Calculate quantum yields, and write the 

intermediate results to the hard copy 
output file 

490 Form hardcopy and output files for final 
quantum yield results based on the transient 
voltage step and for quantum yield results 
based on the absorbance and transmitted 
energy. 

B. Subroutine function 

500 Calculate quantum yield 
860-990 Initialize variables 
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1230 
4 1810 Read raw data for analysis 

1440 Input routine for the thermocouple voltage 
1540 Input routine for the wavelength 
1740 Input routine for the monitor voltage 
1910 Open an output file 
100 Read data from a previously analyzed file 

for re-analysis 

Definition of variables 

Al absorbance of water 
f-2 factor for calculating the baseline step from 

absorption spectra 
A5 conductivity step from absorbance and 

transmitted laser energy 
A8 conductivity step from transient voltage step 
A9 conductivity jump 
F7 total conductivity jump-thermal jump, 

or portion of jump caused by the laser 
induced reaction (based on t!:ie absorbance 
and transmitted laser energy) 

' 9 total conductivity jump-thermal jump, or 
portion of jump caused by the laser induced 
reaction (based on the transient voltage step) 

Dl HDO mole fraction 
D2 D2O mole fraction 
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D3 density of water as a function of hydrogen 
mole fraction 

D4 dKw/dT lor D 20 
D5 dKw/dT for H.i_0 
D6 temperature jump from absorbance and 

transmitted laser energy 
D7 dKw/dT for an arbitrary isotopic mixture 
D8 temperature jump from transient voltage step 
D9 d[L30]/dT 
Gl post cell amplifier gain 
HO parameter for HjO + molar conductivity 
HI parameter for H 3 0 + molar conductivity 
H2 parameter for H-jO+ molar conductivity 
H3 H2O mole fraction 
H4 AH 0 for an arbitrary tenperature and isotopic 

composition 
Q energy of 1 mole of photons/specific heat 

capacity 
H theoretical [L 30 +], hydronium ion concentration 
K4 reference cell constant 
K7 K w for D2O as a function of temperature 
K8 K w for H2O as a function of temperature 
K9 K w for water as a function of temperature 

and isotopic composition 
K signal cell constant 
L4 excitation wavelength 
L5 laser setting 



L experimental conductivity of solution 
M4 dX(L 30 + + OL~)/dT in an arbitrary isotopic 

mixture 
M5 dA(Na+ + Cl~)/dT in an arbitrary isotopic 

mixture 
M6 mole fraction hydrogen 
M7 ic-iic conductivity of H 3 0 + + OH" at 25°C as 

a function of hydrogen mole fraction 
H8 ionic conductivity of H30 + + 0H~ as a function 

of temperature and hydrogen mole fraction 
M relaxation rate of the thermal equilibrium 
NO parameter for NaCl molar conductivity 
Nl parameter for NaCl molar conductivity 
N2 parameter for NaCl molar conductivity 
N3 D2O viscosity 
N9 experimental [Na+] and [Cl~] from excess 

conductivity above the theoretical (L 30 + + 
OL") conductivity 

PI transmitted laser power 
P4 mixture purity 
Q7 quantum yield based on the absorbance and 

transmitted laser energy 
Q9 quantum yield based on the transient voltage 

step 
Q energy of 1 mole of photons/specific heat 

capacity 
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HI total resistance on the illuminated side 
of the conductivity bridge 

R9 feedback resistance for the cell amplifier 
operational amplifier 

R cell resistance 
51 dA(Na + + Cl~)/dT in H 20 
52 ionic conductivity of Na + + CI - in D 20 as a 

function of temperature 
53 ionic conductivity of Na + and Cl~ in ^ 0 as a 

function of temperature 
S ionic conductivity of Na + and Cl~ as a function 

of temperature and hydrogen mole fraction 
T8 thermocouple voltage 
T temperature 
VI monitor voltage 
V2 transient jump voltage 
V3 transient step voltage 
V4 recorded transient voltage step 
V5 recorded transient voltage jump above the 

final baseline 

Real voltages are one-half the recorded voltages because 
the recorded waveform is the waveform at positive polarity 
minus the waveform at negative polarity. Also, the real 
transient jump includes the baseline step. 

V8 transient step voltage calculated from 
absorbance and transmitted laser energy 
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V applied voltage 
WO parameter for In K w (H2O) vs. tenperature 
Wl parameter for In K w (H2O) vs. temperature 
W2 parameter for In X w (HjO) vs. temperature 
XI dX(H30+)/dT in H 20 
YO parameter for 0H~ molar conductivity 
Yl parameter for 0H~ molar conductivity 
Y2 hydroxide ionic conductivity in H2O 

D. Program listing (see pages 232-236) 



10 OPEN »S AS "HULDEC.WES' FOR URITE 
IS OOSUB 1*10 
20 PRINT 'ENTER NO OF FILES* 
30 INPUT JJ 
40 LET EH"1 
SO DIM T(J3>.V2<J3).Vl<J3>tL4<J3>rV3IJ3> 
60 SIM A(S11> 
70 9IH V4(J3)iVS(J3>>SS«J3)fP4(J3)«H4(J3)>n*(J3l 
•0 DIN H3<J3).N3<J3>rV8<J3>.L5<J3> 
90 DIH H4<J3>tTI(J3>tn<J3> 
*2 DIH D*CJ3).07(J3) 
*5 DIH Al(J3)rPl(J2)iA2(J3) 
96 A2-1.7E-03 
100 LET T-OVLET V2-0M.ET V1-0\LET V3*0\LET H»0\tET L4-0 
110 LET U4-0\LET VS-ONLET DS-0\LET P4»0\LET H«*0\LET 09*0 
130 LET HS-OM-ET N5-0M.ET V8-0VLET T8=0\LET Lt*0 
132 PRINT 'IF REANALYZING A PREVIOUSLY ANALYZED FILE. TYPE 1' 
134 INPUT Z3 
136 IF Z3-1 THEN GOSUB 3400 
137 IF Z3-1 THEN GOTO 1SS 
138 GOSUB 1230 
1S5 IF Z3-1 THEN GOTO 306 
160 PRINT •FNTEK TC VOLTAGE IN UVOLTS IF SEVERAL FILES HAVl TH 
170 PRINT "VOLTAGE ENTER NL3 VULTS' 
180 FOR N4-1 TO J3 
190 GOSUB 1420 
200 NEXT H4 
210 PRINT 'ENTER MONITOR VOLTAGE IF St'.tKAl F tl ES HAVE THIS" 
220 PRINT 'VOLTAGE ENTER NEGATIVE MONITUR VULIAUF.' 
230 FOR N4-1 TO J3 
240 GOSUB 1720 
2S0 NEXT N4 
2 6 0 PRINT "ENTER DYE LASER Fh:H) sSMTINf i AMP ENU'F: d IK .' H . : . • 
2 7 0 PRINT "1ST .2NH UR ') STDF.FS IN !•:•. - 1 ' i k - ; . f QK CM4-
2 8 0 FOR N 4 - 1 TO J 3 
290 GOSUB 1520 
300 NEXT N4 
102 PRINT 'ENTER MOLE FRACTION HY&ROGEN" 
•!03 FOR N4 •* I TO J1 
"04 INPUT M*'N4> 
30i NEXT «M 
306 PRINT 'ENTER ABS.I.A' 
307 FOR N4-1 TO J3 
308 PRINT 'FILE".N4.'ABSrI.A' 
309 INPUT Al(N4>fpl<N4>\Al(N4>-Al<N4>/10 
310 NEXT N4 
311 PRINT 'FILE"."ABS'.'I'»'A' 
312 FOR N4-1 TO J3 
313 PRINT N4.A1(N4).P1<N4>,A2(N4> 
314 NEXT N4 
315 UAIT 
316 PRINT 
320 PRINT 'TC VOLT TEMP HON LASER SET LAMBDA 
330 FOR N4-1 TO J3 
340 PRINT T8(N4)>T(N4)fVl(N4),L5(N4)tL4(N4)lN4 
3S0 NEXT N4 
360 PRINT "UHICH COLUMN 00 YOU UANT TO CHANGE? 0 IS NO CHANGE" 
370 PRINT 'CHOOSE If 3 OR 4' 
3B0 INPUT 05 
390 PRINT "WHICH FILE DO YOU UISH TOCHANGE?" 
400 INPUT N4 
410 I? 05-1 THEN GOSUB 1440 
420 IF 05-3 THEN GOSUB 1740 
430 IF 05-4 THEN GOSUB 1540 
440 IF 05-0 THEN GOTO 460 
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450 GOTO 340 
440 FOR J2-1 TO J3 470 cnsuit soo 
471 PRINT\PR1NT 45,'FILE*.J2 
472 PRINT »5.H4!J2>rTrj2> 
473 PRINT tI»X2.H3.M.D2.K7.h8 
474 PRINT «S.S3rN3»S2.S.K7.K8 
475 PRINT «5.K9.Il3»H4.0»Ii4,£iS 
476 PRINT t5.tc7.HrD9.XI.SlfHS 
477 PRINT *S.M4tL>AB.A9.B9.A4 
478 PRINT »5»k7 
479 PRINT *5F 
480 NEXT J2 
4SS T3*0 
490 GOTO 1000 
SOO IF J2*l THEN GOTO 840 
510 LET X2=H0+K1«T(J2)+H2*T(J2>»T<J2> 
SIS DELETE R 
517 H3«M6tJ2>-2 
518 D1«2*M4<J2>-2*H3 
519 D2-1-H3-D1 
520 N7»H3»548.9+Dt*411.2+£i2*343.4 
530 LET Y2*Y0+Y1*T<J2> 
535 T2«(X2+Y2>/547.48 
536 H8*H7*T2 
540 LET Z-Z0+Z1*T(J2) 
5S0 LET S3=N0+Nl*T(J2)tN2*T(J2)*T(J2) 
552 N3-EXP(449.2/<T<J2>+273.14-133.98>-3.944) 
553 S2-114.2B7/N3 
554 S»S3»H6(J2)+S2»(1-H4(J2)) 
555 M9=1-M4(J2> 
S54 K7=EXP<-11272/(TIJ2>+273.141+17.374-.0442046»(T(.I.! 1+273. U )) 
557 F2-M9*1.2SB93/<.69)-3 
558 Fl»<1-M9+M9*.49)"3/<1.2SB93_H9) 
540 LET K8»EXP<W0+Ul*(T(J2>+273.2>+U2/(T(J2>+273.2>> 
541 K9»KB*F1*(1-H9+F2»K7/K8> 
543 D3«M4(J2)*.99704+<1-M6<J2>>«1.1044S 
544 H4=N4(J2>*.99B+U-M4(J2>)*1.004 
545 Q»2a591/03/H4/L4(J2J 
S70 LET R-R1*<U*5093/V1(J2)/122B50-1> 
580 LET L-K/R 
590 LET H-K9-.S/1000 
400 LET N9x(L-(HB)*H)/S 
420 LET P4(J2)-L/<(M8>*H) 
430 PRINT 
490 LET A9»K«(R1+R)»V2<J2>/G1/R?/V/R 
493 »4»K7*(-.0442046«1272/eTCJ2>+273.14>-2> 
494 DS-K8*(U1-U2/(T( J2)+273. J6)~2) • 
695 D7«Fl*<I>S»<l-r19+F2«K7/tvB>+F2*<D4-K7»Il5/K8>> 
494 D9»D7/H/2000000 
710 LET Xi»Hl+2*H2*TU2> 
720 LET S1»N1+2*N2*T(J2) 
725 M5»S1*M6(J2)+(1-H6(J2))*114.287*449.2/N3/CTU2/+273.16-133.98)"2 
724 M4»M7*(Xl+Yl>/547.48 
727 A8«A2(J2>*<EXPt2.302S9*Al(J2>)-l)*PKJ2)/D3/H4*<H»N4+N9»H5+H8*ri9) 
728 A4»K»<R1+R>/G1/R9/V/R»UB<J2> 
729 g3<J2J*A8*R»V*R9*Gl/K/<Rl+R> 
730 DB(J2>"AB/<H*r14+N9*M5+M8*D9> 
735 D6<J2)«A6/(H*H4+N9*M5+M8*D9) 
740 B9»A9-(H«H4+N9*H5>*0B(J2> 
745 B7»A9-<H*M4+N9»M5>*86CJ2> 
750 Q9(J2)>0*B9/(H8«P8(J2>> 
755 07(J2)-Q*B7/(«B«06(J2)> 
760 Z8"F1*F2*K7*(-.0462046*<TCJ2>+273.14>~2+11272> 
770 H4<J2)»1.987/K9*<( l -H9)*Fl*N8*(Ul* (T(J2) t273.14) -2-U2)+Z8) 
780 H5(J2>»L0G(I-H4<J2>/Q> 

http://t5.tc7.HrD9
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•10 MINT 
•SO RETURN 
• tO OPEN »4 AS •MULIlAT.UCN' FOR URITE 
•70 URITE «4..31915t.31«97»304.9.122000.12.285»2147000 
MO URITE •4'224.33.5 .305.- .0113.U0.B8.3.448 
•90 URITE •4>22.97t .848 .47 .183 .2 .13S.9 .49E-03 
900 URITE 44 .14 .0894 . - .03939, -10308 
910 CLOSE *4 
920 OPEN »4 AS •HULSAT.UCN' FOR READ 
930 READ •4.K.K4.V.R1.G1.R9 
940 READ 44.H0.H1.H2.Y0.Y1 
9S0 READ *4,Z0.Z1.NO,N1.N2 
940 READ 94.U0.U1.U2 
970 CLOSE #4 
980 CANCEL 'nULDAT.UCN* 
990 GOTO 510 
1000 PRINT *5»"TEHP LAMBDA JUMP STEP TRUE JUMP TRUESTEP' 
1001 PRINT *5>*ABQDKT.UES OF'.I'» 
1010 FOR N4-1 TO J3 
1020 PRINT *5.T(N4>.L4(N4).V4(N4>.USCN4).V2<N4).V3(N4> 
1030 NEXT N4 
1040 PRINT 
1050 PRINT *5»"TEMP TC VOLT HON UOLT PURITY LAMBDA LSSFf: SET' 
1040 FOR N4«l TO J3 
1070 PRINT *5>T(N4>.T8<N4>.V1CN4>.P4CN4).L4(N4!.L5<N4) 
1080 NEXT N4 
1090 PRINT 
1100 PRINT 45.'TEMP LAMBDA OUANT YIELD LOG(OT) DELTA HO LdG<l-HO/E>' 
1110 FOR N4-1 TO J3 
1120 PRINT «S.T(N4).L4<N4>,Q9(N4>,LQG(Q9IN4>)/2.303.H4tN4).HS(N4)/2.303 
1130 NEXT N4 
1140 PRINT #5.481 
1150 PRINT «5»"TEHP LAHBDA T JUMP SLOPE MOL FR H O.UANT YIELD' 
1140 FDR N4»l TO J3 
1170 PRINT *5.T<N4).L4<N4)>08(N4>.M(N4)>M4(N4).a9(N4> 
1180 NEXT N4 
1183 PRINT 45."FILE'.'ADS'.'TRAN POUER'.'NORMALIZATION' 
1184 FOR N4-1 TO J3 
1185 PRINT »S.N4.Al(N4).Pl(N4)fA2(N4) 
1184 NEXT N4 
1190 URITE »3.L0G<Q9>/2.303pH5/2.303.N.D8.L4.T.H4.T8.Vl.P4.LS.O9.V4,V5.V2 
1195 URITE 43.U3.M4.A1.P1.A2 
1197 IF T3-1 THEN GOTO 1215 
1200 CLOSE 43 
1201 T3-1 
1202 V3»US\D8«D4\09*Q7 
1203 PRINT '2ND PASS' 
1204 PRINT •S.'MHDDKT TO PRODUCE '.D« 
1207 CANCEL D* 
1209 OPEN »3 AS D* FOR URITE 
1210 GOTO 1000 
1215 CLOSE ALL 
1214 CLOSE ALL 
1220 STOP 
1230 PRINT 'HOU MANY ELEMENTS IN THE ARRAYS?* ^ 
1240 INPUT J4 
1250 DIM J4(J4)rJ7(3.J4).JB(3,J4),R<J4) 
1240 READ 42.J4.J7.J8.R 
1270 GOSUB 1810 
1280 FOR 1-1 TO J3 
1290 LET V3(I>-J4(I> 
1300 LET U2<I)-J7<1.I) 
1310 LET M<I)-JB<1,I> 
1320 NEXT I 
1330 CLOSE 42 
1340 RETURN 
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13S0 PRINT -WHICH FILES ALSO HAVE THIS VALUE?' 
1360 PRINT 'AFTER LAST FILE. F.NTEH A NEGATIVE NUMBER-
1370 INPUT N4 
1380 IF N6<0 THEN GOTO 1410 
1390 LET N5<N6>«N5CN4) 
1400 GOTO 1370 
1410 RETURN 
1420 PRINT 'FILE NO. *iN4 
1430 IF TB'N4i:0 THEN GOTO 1500 
1440 INPUT T8(N4> 
1450 IF T8tN4)>0 THEN GOTO 1500 
1460 LET T8(N4>—T8(N4> 
1470 LET N5-T8 
1480 GOSUB 1350 
1490 LET T8-NS 
1500 LET T<N4>«<-3B.4+SQR<3B.4-2+.144»r8<N4>)>/.083 
1510 RETURN 
1520 PRINT 'FILE NO. '.N4 
1530 IF L5<N4>«0 THEN GOTO 1710 
1S40 INPUT L5<N4) 
1545 L4(N4)-0 
1550 INPUT 04 
1540 IF L5CN4)>0 THEN GOTO 1610 
1570 LET L5CN4)=-L5(N4> 
1580 LET N5-L5 
1590 GOSUB 1350 
1600 LET L5»N5 
1610 FOR I*N4 TO J3 
1620 IF LS(I>=0 THEN 1:010 1700 
1630 PRINT I 
1640 IF L4(IK>0 THEN GOTO 1700 
1650 IF 04<0 THEN GUTH 16K0 
1640 LET L4(I>=l/(40000/L5<I)-n4t.41S5) 
1470 GOTO 1700 
1480 LET L4<I>»1/<40000/L5CI>+04*.2?14> 
1490 IF N5<N4)=0 THEN LET I=J3 
1700 NEXT I 
1710 RETURN 
1720 PRINT -FILE NO, ' (N4 
1730 IF V1CN4>C0 THEN GOTO 1800 
1740 INPUT VKN4) 
1750 IF V1(N4>>0 THEN GOTO 1800 
1760 LET V1(N4)»~V1CN4) 
1770 LET N5»V1 
1780 GOSUB 1350 
1790 LET V1-N5 
1800 RETURN 
1810 PRINT 'FOR WHICH FILE DO YDU WISH TO CHANGE THE INITIAL CHANNEL?' 
1820 INPUT P7 
1830 IF P7»0 THEN GOTO 1900 
1840 PRINT 'HUU MUCH DO YOU WISH TO SHIFT THE CHANNEL?' 
1850 INPUT P6 
1BB0 LET J7(1.P7)-EXP<L0G<J7<1.P7))+JB(1.P7>*P6*R(P7)/51.2) 
1885 PRINT J7(l.P7)fJB<l.P7).R<P7) 
1890 GOTO 1810 
1900 RETURN 
1910 PRINT 'INPUT OUTPUT FILENAME' 
1920 INPUT B» 
1940 OPEN »3 AS B» FOR WRITE 
1950 RETURN 
3400 PRINT 'WHAT FILE IS PREVIOUS OUTPUT IN? 
3410 INPUT D« 
3415 PRINT 'HOW MANY PTS/ARRAY IN PREVIOUS OUTPUT* 
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341* DELETE L4.T»T8.VltL5 
3417 INPUT Z7 
34ia OIH L4(Z7>rT<Z7)>Ta<Z7>>VKZ7>>LS(Z7> 
3420 OPEN tl AS D» FOR READ 
3430 READ •l.L4.L4.t1,L4.L4>T.TB.TBpUlrL5.L5.V4.V4.US.J2.U3.l16 
3435 va-VS/2 
3440 CLOSE «1 
34S0 RETURN 



APPENDIX C - RECDIS.WES 

Program to calculate the recombination distance of 
H 3 0 + + OH" from the equilibrium relaxation rate. 

A. Program comments 

10 Open an output file for results 
20-140 Input raw data 
305 Open a file for hard copy output 
460-480 Calculate the recombination distance 
490 Form hard copy and output files for 

recombination distance results 

B. Subroutine comments 

500 calculate the recombination distance 
860- Initialize variables 
1910 Open an output file 
3400 Input raw data from a file previously 

created. The hydrogen mole fraction, 
relaxation rate, and temperature are 
needed for this program. 
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Definition of variables 

Dl HDO mole fraction 
D2 D2O mole fraction 
El dielectric constant, e, for isotopic mixture 
E2 dielectric constant for D2O 
E3 dielectric constant for H2O 
H3 H2O mole fraction 
H theoretical concentration of L 3 0 + , [L,0+] 
Kl recombination rate 
K7 K w for D2O as a function of temperature 
K8 K w for H2O as a function of temperature 
K9 K w for water as a function of temperature 

and isotopic composition 
M6 hydrogen mole fraction 
M7 ionic conductivity of H 3 0 + + OH" at 25°C as 

a function of hydrogen mole fraction 
M8 ionic conductivity of H 3 0 + + OH - as a function 

of temperature and hydrogen mole fraction 
M9 deuterium mole fraction 
52 delta times sigma, La (see discussion) 
53 delta, A = Z + Z_ e2/4ne0E<jkT 
54 recombination distance = a, sigma 
T2 temperature dependence of the ionic 

conductivity of H 3 0 + + OH" in H 20 
Ul diffusion coefficient of H + + OH" 
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X2 hydronium ionic conductivity in H2O 
Y2 hydroxide ionic conductivity in H2O 

D. Program listing (see pages 240-241) 
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10 GOSUB 1910 
20 PRINT 'ENTER NO OF FILES' 
30 INPUT J3 
40 DIM S4(J3).S3<J3).S2(J3>tEl(J3).H8(J3).T(J3).n(J3) 
50 BIN Ul(J3).HCJ3).M6(J3)rKKJ3. 
100 LET T«0\LET V2-0\LET V1»0\LET V3»0\LET H«0\LET L4«0 
110 LET V4»0\LET VS*0\LET D8*0\LET P4-0VLET H4-0XLET (19=0 
130 LET H5-0VLET N5-0NLET «8«0\LET T8=0\LET L5*0 
132 PRINT 'IF REANALYZING A PREVIOUSLY ANALYZE]! FILE. 1YI-1 l' 
134 INPUT Z3 
136 IF Z3-1 THEN GOSUB 3400 
137 IF Z3*l THEN GOTO 140 
140 PRINT 
305 OPHN *S AS 'HULDEC.UES' FOR URITE 
310 PRINT 
460 FOR J2=l TO J3 
470 GOSUB 500 
480 NEXT J2 
490 GOTO 1000 
SOO IF J2=-l THEN GOTO 860 
510 LET X2=H0+H1*T<J2)+H2»T<J2>*T<J2> 
SIS DELETE R 
517 H3*M6<J2)~2 
518 D1*2*M6<J2>-2»H3 
519 D2*1-H3-D1 
520 M7*H3*54B.9+D1*411.2+02*363.4 
530 LET Y2*Y0+Yl*r<J2> 
535 T2-<X2+Y2>/547.48 
536 N8(J2>-M7*T2 
555 M9-1-M6CJ2) 
556 K7»EXP< -11272/IT < J2 > +273 .14 H 1 7.374- .0442046* •. T C J?) +273.14); 
557 F2*M9*1.2S893/(.69)~3 
558 Fl»(l-M9+M9*.49>-3/(1.2589.("MV> 
540 LET K8=EXP(U0+Ul*(T(J2)+27J.2)+U2/(r<J21+J73.2)> 
S61 K9-K8*F1*<1-M9+F2*K7/KB> 
590 LET H(J2>*K9".5/1000 
400 KKJ2>—1000000*M<J2>/2/H(J2> 
410 UKJ2>-H8< J2)38.930397E-10*(T(J2> +273.16) 
420 E2-EXPI4.47335-4.6351E-03*T(J2>> 
430 E3-EXPC4.47432-4.58445E-C3*T<J2>> 
440 EKJ2>»M9*E2+<1-M9>*E3 
4S0 S2<J2>—1.6711E-03/UCJ2)+273 .16>/E1CJ2> 
640 S3<J2>»L0G(S2<J2>»7.56B69BE+24*UICJ?)/M<J2>+1> 
670 S4(J2)-S2(J2)/S3(J2) 
850 RETURN 
840 OPEN *4 AS 'MULDAT.UCN' FOR URITE 
870 URITE *4..3191S. .31897.304.8.122000.12.285.2149000 
880 URITE »4.224.33.S.30S.-.0113.110.88.3.468 
890 URITE *4.22.97..368.47.1U8.2.13S.9.49E-03 
900 URITE «4.14.0896.-.03939.-10308 
910 CLOSE *4 
920 OPEN *4 AS 'HULDAT.UCN" FOR READ 
930 READ »4.K.K4.V.R1.G1.R9 
940 READ *4.H0.H1.H2.Y0.Y1 
950 READ t4.Z0.Zl.N0.Nl.N2 
960 READ 44.U0.U1.U2 
970 CLOSE «4 
980 CANCEL 'HULDAT.UCN' 
990 GOTO S10 
1000 PRINT •S.'DIFF'.'MOLE".'RECOMB'.'RELAX'.'K RECOMB'.'TEMP' 
1010 PRINT *S.'COEFF'.'FRACTION H'.'DISTANCE'.'TIME*.'CN3/M0L'.'• 
1020 PRINT *S 
1025 FOR N4«l TO J3 
1030 PRINT »S.Ul<N4>.N6(N4>tS4(N4>>-l/N(N4).Kl(N4).T(N4) 
1040 NEXT N4 
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1050 PRINT »5."I'ELTA *Z<H+>7(0H->E-2/4FIEPSIL0N(0;t_PSr. ON W V 
1060 PRINT »5."SIGMA « REACTION DISTANCE* 
1065 PRINT *5."DELTA"."DELTA SIGMA". "EPSILON" . "MOB H20"."C0NC HI-
1070 FOR N4»l TO J3 
1080 PRINT »5.S3<N4>,S2<N4),E1<N4>,M8CN4>,H<N4> 
1090 NEXT N4 
1100 URITE »3.U1.M6.S4.M.K1.T.S3.S2.E1.H8.H 
1200 CLOSE ALL 
1210 CLOSE ALL 
1220 STOP 
I ' m m i l l I i in H I I T I T I ' •' i i . i i n 1 ,-rtni i " r - i i h in n 
t i 4 0 n n i r • • 

1910 PRINT "INPUT l l i r u r mm OUTPUT FILENAMES" 
1920 INPUT * * . B . -
iip30 OECH ts na ft* >"jri TU:AB 
1940 OPEN *3 AS 8* FOR URITE 
1950 RETURN 
3400 FRINT "UHAT FILE IS PREUtOUS OUTPUT IN? 
3410 INFUT D» 
3415 PRINT "HOU MANY FTS/nRkAY IN PRFVI0U5 0U1PUT" 
3416 DELETE M6.M.T 
3417 INPUT Z7 
3418 DIM M6(Z7).M(Z7),T(Z7) 
3420 OPEN *1 AS D» FOR READ 
3430 READ *l.M6.M6.M.rt.T,T 
3440 CLOSE *1 
3450 RETURN 
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APPENDIX D - Comments on non-statistical effects in 
overtone photochemistry 

The introduction discusses several attempts to find 
non-statistical effects in gas phase overtone chemistry. 
However, a complete unified attempt to demonstrate 
non-statistical effects following overtone excitation has 
not been made. For the purposes of the discussion it is 
important to have a description of the process of overtone 
absorption <see McDonald). Assume 4>s is a zero order 
anharmonic XH oscillator, local mode state and <(>£ are all 
the orthogonal molecular basis functions. In this basis 
set, <(>s has nearly all the overtone oscillator strength. 
These basis functions are not molecular eigenstates, but 
the molecular eigenstates, i(in, can be expressed in terms 
of these basis functions. Or alternatively, $s can be 
expressed in terms of the molecular eigenstates. The 
oscillator strength of an eigenstate is approximately 
proportional to the square of the <(PS component of that 
eigenstate. The width of the eigenstate is given by the 
rate of collisions, radiation, dissociation and any 
other processes that remove population from the $ s level. 

•• It is possible that adjoining eigenstates have 
differing reaction rates. Classical trajectory studies 
of model potentials show that it is possible to have both 
.table, repetitive and random, stochastic trajectories in 
the same energy region.2,3 if the same behavior exists 



for eig<*nstates of real molecules above the dissociation 
energy barrier, such qualitatively different trajectories 
may have qualitatively different dissociation rates and 
spectroscopic properties. Recent work by Heller'1 on 
Raman spectra gives a relationship between classical 
trajectories and spectroscopic properties. If the 
molecular state density is low enough, The precision 
of C.W. dye laser overtone excitation allows excitation 
of single eigenstates. So far all overtone chemistry 
experiments use broadband C.W. excitation. Thus, several 
eigenstates are probably excited simultaneously. As the 
laser is tuned, only the "average" behavior of the excited 
eigenstates in a spectral region is observed. If only a 
few eigenstates are not stochastic, then only, narrow band 
excitation will detect non-stochastic behavior. 

A second possible way to detect non-statistical 
behavior is a way first suggested by Moore and Smith.5 
They suggested that coherent picosecond excitation of 
vibrational overtones of reactants in a condensed phase 
might show non-statistical effects. This suggestion can 
be given a slightly more quantitative foundation in 
McDonald's "molecular eigenstates" framework. Assume the 
reaction rate of the excited state is proportional to the 
probability that it looks like a local X-H stretch. One 
might imagine this to be true if the projection of the 
excited X-H stretch on the reaction coordinate is large. 
McDonald shows us that if more than one eigenstate is 
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coherently excited, an interference effect is present. 
The shorter the excitation pulse, the larger the bandwidth 
of coherently excited eigenstates. The initial 
constructive interference produces a larger initial X-H 
stretch probability and therefore a larger initial 
reaction rate. Thus, the rate at high pressure, where 
the initial reaction will dominate the total yield, will 
be higher than the low pressure rate where dissociation 
of the relaxed species dominates the yield. This could 
be the quantum mechanical explanation of the Chandler** 
overtone experiments,' and an analogous description 
almost certainly is the explanation fo the Rabinovitch" 
cyclopropane experiments. 
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APPENDIX E - FURTHER WORK 

This section suggests further work on aqueous systems, 
outlines bow data from these systems can be analyzed, and 
suggests some completely new but related systems. 

Aqueous Systems 

Measuring quantum yields for liquid mixtures other 
than H2O/D2O mixtures could provide useful information. 
Potentially helpful references include 1 through 5. A 
mixture of H2O and H2O2 can produce a "broken" link in a 
linear chain of H2O molecules without too great a disruption 
of physical or of vibrational structure. A mixture of 
H2O and alcohol, ROH, will alter mixture conductivities 
and perhaps provide an efficient relaxation path through 
the R group. Also, several solutes which do not hydrogen 
bond to the water can be tried, such as acetonitrile, 
acetone, or CBr2F2- The CBr2F2 has no high frequency 
modes that can couple to the OH stretch of the excited 
water. 

Analysis of data from these systems cannot be done 
by the same method used for pure H2O. Insufficient 
information is available in the literature. The number 
of photons absorbed by H2O can be determined from the 
spectroscopy of the water/solute mixture and the 
transmitted laser intensity. If product ion conductivities 
are known, the number of reactive events can be determined 
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from the portion the transient conductivity peak resulting 
from laser induced reaction. Product ion conductivities 
for a particular mixture can be determined with adequate 
accuracy from a conductivity bridge and solutions of 
KOH, HC1, and KC1. The portion of the conductivity peak 
caused by the laser induced reaction can be determined 
by subtracting a multiple of the thermal curve obtained 
by tuning the laser to a wavelength longer than about 
1.3 u where there is no laser induced reaction. The 
multiple is chosen so that the thermal baseline step is 
eliminated. Absolute yields can be determined by 
calibrating with pure H2O. 

Non-aqueous systems 

Two non-aqueous systems would be interesting to try. 
The first is neat liquid ammonia. Liquid ammonia is a 
weakly dissociating, hydrogen bonded liquid similar to 
water. It would be interesting to know if liquid water 
is the only system which shows a laser induced reaction. 
(Preliminary experiments on neat MeOH showed no discernable 
conductivity peak.) 

The other non-aqueous system is an entirely different 
class of condensed phase system that may avoid some of 
the disadvantages of the H2O system. Proton transfer in 
acid-base pairs isolated in a Shpolskii matrix of 
n-paraffins' could be activated by overtone absorption. 
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Electronic spectra of dye molecules in an n-paraffin matrix 
at 20°K often show a sharp line spectra with about 1 cm - 1 

width instead of the usual braod band structure present 
in a liquid. Spectral analysis shows that a Shpolskii 
matrix possess a few inequivalent sites which do not 
interact strongly with the guest molecule. Since the 
fluorescence excitation spectra are sharp, both the 
ground and excited state must be sharp, 8' 9 and it is 
reasonable to expect the overtone spectra to be sharp as 
well. Ideally, if a Shpolskii type of matrix can be made 
of per-halogenated oils, then any potential interference 
from host overtone absorption can be eliminated. 

If acidic dye molecules are introduced with an excess 
of base, or if basic dye molecules are introduced with an 
excess of acid, it should be possible to form acid-base 
pairs in the low dielectric constant paraffins.10 Thus, 
there will be two potential wells for the proton; one on 
the acid and one on the base. As the temperature is 
lowered, the proton should lie in the lowest well. 
Alternatively, a molecule such as methyl salicylate, 
with an intramolecule proton transfer, can be used. 
Many strongly fluorescing dye molecules show wavelength 
differences in an acidic versus a basic form. 9, 1 0 - 1 3 

These should be unambiguously resolved in the Shpolskii 
matrix and can thus serve as a probe of the relative 
concentration of the acidic and basic form of the dye. 



249 

The experiment is carried out by using a C.W. dye 
laser to probe the concentration of the highest enthalpy 
form of the dye molecule. Upon initial formation of the 
matrix, the low temperature ensures that most of the dye 
molecules are in the low enthalpy form. Very few high 
enthalpy molecules will be thermally excited and 
fluorescence will be weak or non-existant. A pulsed dye 
laser is used to excite overtones of the matrix isolated 
dye molecule. A fraction of the excited acid-base pairs 
can transfer a proton to produce the high enthalpy form 
if the photon energy of the pulsed dye laser is above the 
energy barrier. These molecules will absorb C.W. dye 
laser photons and fluoresce. The rise and fall of the 
fluorescence signal serves as a monitor of the time 
dependent concentration of the high enthalpy dye molecules. 

The same sensitivity advantages obtained in the 
liquid water reaction by making a transient rather than 
a C.W. measurement are obtained, but fewer disadvantages 
are present. 

The spectroscopy is unambiguous, absorption lines 
should be relatively sharp and assignable to specific 
hydrogens of the acid base pair just as in gas phase 
spectra. The lines should be narrower than in the gas 
phase because there is no rotational structure. Hydrogens 
in the acid, in the base, nearby, or far from the reactive 
proton may be selectively activated. 
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The system is closed in the sense that the reactive 
solute is a well defined entity separate from the weakly 
interacting solvent, in contrast to the water system. 
The number of modes present in both the acidic solute and 
basic solute are known. The number of modes in the 
non-dye molecule can be varied systematically. 

The concentration of acid-base pairs or of other 
species added to quench the excitation can be varied and 
is known. The barrier height can be varied by changing 
the acidic or basic strength of the non-dye molecule. 

The system potentially has very rapid time 
resolution. If two picosecond sources are used, a 
picosecond resolution, pulse-probe experiment can be 
performed. The time behavior is obtained simply by 
measuring total fluorescence as the time delay between 
the excitation pulse and probe pulse is changed. No 
expensive streak cameras are needed. 
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