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ABSTRACT

Computer networks must become faster as the equipment
that is being interconnected increases in power and
performance. Ethernet, with a 10 Mbit/s speed, seemed
awesome a few years ago, but is beginning to show its
age as morce machines are tied together, and worksiations
anain the power of yesterdays mainframes.

Networks using gigabit speeds are just starting to become
available and offer a whole new set of problems and
potental. This paper addresses what the higher speeds are
being used for. the “standards"” efforts specifying the
higher speed channels, the network architectures being
proposed., and some of the open problems requiring
extensive further work.

WHY DO WE NEED GIGABIT NETWORKS

Whr n networks were mainly used to carry key strokes
between dumb terminals and mainframes, 9600 baud was
quite adequate; it was considerably faster than people could
rcad. Today it is more common to pass files and picturcs
between the workstations, mainframes, and storage
systems. ‘The emphasis is on improving the users
productivity and avoiding network bottlenccks.

Visualization

If a picture is worth a thousand words, then remember that
it probably also akes a thousand times the bandwidth to
trunsfer that picture. People are not content with just
pictures, presenting the computer output data in movie
tormat (called visualization) is the newest craze and offers
~ven tigher user productivity increases. The potential
bandwidth of the human eye-brain system has been
calculated to be on the order of a few gigabits per second
[1]. hence prgabit speeds should sausfy the uxhividual
user's needs for a while,
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The networking factors of importance for visualization are
raw speed and non-interference between data sueams - if a
visualization data stream is interrupted by another packet.
then the user sees a glitch which is very distracting.
Visualization sessions also tend to last for many seconds,
compared to a single packet transfer which may only take
a few microseconds. Error control is also unique in that
data in ermr is omitted rather than being retransmitted.

File Transfers

As the computers become faster, they also increase their
appetite for data. A computer that is constipated b-:cause
of bottlenecks for input or output daua is wasting useful
compute cycles. A major factor is the bandwidth between
the computer and its mass storage sysizm. Mass storage
systems used to be limited to single disks attached
inumately to individual computer systems: today the trend
is for groups of disks to be shared among a group of
nctworked workstations.

Not only are the disk systems becoming faster by taking
advantage of techniques such as stripping, but the network
interconnects must also be faster, e.g., FDDI [2] at 100
Mbit/s. The networking factnrs of imporunce for file
transfers are raw speed and fairly large files; latency and
intc.fering data strcams are not major concems.,

Remote procedure calls

An interesting concept that is gaining acoeptance is the
close coupling of many workstations to achicve the
compute power of a supercomputer. Single CPU
supercomputers are running out of potental performance
pains due to the laws of physics limiting the speed of
light and electrons. Performance gains in the future will
be achieved by interconnecting many smaller computers
and spreading the problem across all of them. Tiis has
been termed “the attack of the killer micros”, The
networking factors of impontake for remote procedure
calls (RPCS) are raw speed, low cost (it shouldn't cost
more than the workstation), and low latency. ‘1he
mformation transterred tends to be mainly short data,
contol, and svnchronizing packets.



STANDARDS

The computing industry has become aware that hardware
and sofrware standards are necessary for future growth. No
single company can provide all of the solutions, and
interoperanon with other vendors requires agreed upon
interfaces. The users are also uemanding conformance to
standards so that they can purchase from mulaple vendors,
and minimize their traimng costs.

Some years ago some people thought that standards stifled
creauvity. It is our observauon that standards allow a
company tn invest a larger amount in their own areas of
special experuse, with a smaller investment required to
interface 1o multiple other vendors that conform to the
standard. Otherwise, the cost of scparale interfaces to each
vendor may we!! outweigh the cost of the main business.

We have also seen that the standards process usually
bnngs together the best and bnghtest people of many
comparues to work collectively on a problem. Design by
committec really does work; the output of a standards
committee is usually considerably more thorough and of
higter quality than if one person or one company had
done the complete jcb. We cannot say enough good
things abo 't the companies and 1ndividuals that suppor
the voluntecrs

In the gigabit computer networking arena. the High-
Perdormance Paralle! Interface (H1PPI) [3] (4] and Fibre
Channel (FC) [5) arc examples of interfaces currently in
the standards proc :ss. Synchronous Optical Network
(SONET) is an exainple of standardizatioti of higher
speeds 1n the telecom industry. Protocol and software
standards have also benefited from commutiee input.

HIGH-PERFORMANCE PARALLEL
INTERFACE (HIPPI)

The HUPPI effont was started by the Los Alamos National
i.aboratory w carly 1987, Qur motivation was to have
the vendors in the supercomputer community agree on a
phvsical iterface standand so that separate interface
adapters would not be required to conpect o each vendor's
propnctary interface. When we took our proposal {or an
RO00 Mbis interfoce to the ANSI Task Group X3T9.3 we
were labeled as the "lunane funge - who i the world
wonld needd anvthing that fast” Needless o say, we aie
no longer e "lunate fringe”, i tact some people are
saving that we aimied too low

HIPPL was the fiest landware standand inshe saper-
computing arenn (61 You may bave heard of HIPPI
previousty as HSC o HPPE The name was changed to
avoul infnnpimg on exasting, DEC and Hewlett Packand

trademarks. Some of the initial X3T9.3 goals for HIPPI
included:
« a fire hose for moving data at 800 or 1600 Mbit/s,
« get it done quickly since we had immediate needs,
* use current technology, i.e., no new silicon required,
« avoid options, and
+ keep it simple.

We achieved these goals. and the first HIPPI interfaces
were delivered in late 1988. Since then many vendors
have implemented HIPPI on their products, or are in the
process of implementing HIPPI. Currently HIPP! is the
interface of choice in the supercomputing arena [7].

HIPPI provides a poini-to-point simplex datwa path; that
is, it transfers in one direction only. Two back-to-back
HIPPIs provide full duplex or dual simplex operation.
800 Mbit/s is supported on one cable, 1600 Mbit/s
requires two cables. The cables use twisted-pairs copper
wires, are limited to 25 meters in length, and are abomt
1/2 inch in diameter. Standard ECL drivers and receivers
are used.

The hierarchy within HIPPI is:

« Connection - must exist before data can be transferred

+ Packet - Groups multiple bursts 10gether into a
logica! entity

» Burst - Upto | or 2 KBytes, basic flow contro. unit,
words within a burst are transferred synchronously
with a 25 MHz clock, a checksum follows cach
burst

= Words - 32 bits on 800 Mbit/s HIPPI, 64 bits on
1600 Mbiys HIPPI, additional panty bits for each
byte in cach word

HIPPI also provides a flow control mechanism that
allows full bandwidth over many kilometers - {or use with
fiber optic extenders or acrozs other networks such as
SONET. KFlow control is dome on | KBvte or 2 KByte
bursts, decreasing the physical level overhead. Error
detection is done in 1 modular fashion on individual bytes
and bursts; supporing very large (megabyte) packets in a
consistent fashion. Error recovery is the responsibility of
higher layer protocols.

Networktug at the physical layer is supported by HIPPI
addressing and "connection” constructs. A common
HIPPI network architectare uses a crosshar type circuit
switch, for examnle a Network Systems Cormporation PSR
Hub. It works much like you: normal telephone
connection. That s, the HIPPL source provides a
destination address (phone number) axd the destinaton
stgnals whether or not at can aceept the connection
{answers the phone or hangs up)  Once a connection 1
made, multiple puckets of data may be passed without
further interaction wath the swatch, 1 e, the only overhead
is while the connection s being completed  Father end
may hang up, womnaung the connection



The suite of HIPP! documents has expanded bevond the
physical layer (HIPPI-PH) descrnibed above. HIPPI-SC
(Switch Control) defines how physical layer swiiches
operate and are addressed. The HIPPI-FP (Framing
Protocol) operates much like a dauwa link layer; breaking
large packets up into smaller bursts for transfer across
HIPPI-PH. and providing a header describing who the
packet belongs 1o and where the data is located in the
packet.

Muluple protocols are supported above HIPPI-FP.
HIPPI-LE (802.2 Link Encapsulation) provides a
mapping to the [EEE 802.2 data link for support of
common network protocols such as TCP/IP. HIPPI-MI
(Memory Inierface) provides commands for reading and
writing memory systems attached via HIPPL. A mapping
to the Intelligent Penipheral Interface (IPI-3) command
sets for disks and tapes is also supported, and is currently
being used for stripped disk products.

This paper was written in May 1991. but the status of the
HIPP! documents in September of 1991 should be about
as follows.

« HIPPI-PH - an approved ANSI standard

« HIPPI-FP - in public review

+ HIPPI-LE - in public review

» HIPPI-MI - just starting the review cvcle

+ HIPPI-SC - just starting the review cycle
The mapping to IPI-3 will probably be done as revisions
1o the existing [PI-3 standards rather than a separate HIPPI
document. These revisions would also include mappings
to Fibre Channel. The HIPPI-PH document has been
submitted to ISO, the intemational standards organization,
and the other HIPPI documents will be submitted when
Jiey are further along..

FIBRE CHANNEL (FC)

{Yes the name is spelled comectly - the documents will be
submitted as mtemational standards, and intemationally
the spelling s "fibre™.)

When the standardization eftornt for HIPPI stanted in 1987,
ANSI Task Group X3T9.3 wanted to use fiber optics for
the increased distance and EMI/RET benefits.
Unforututely, the fiber optic technology was not mature
cnough at that e, so HIPPL was based on copper cubles
to meet the tme and simphaty goals. FC s a follow-on
to HIPPL bunldig on many of the concepts mtroduced
with HIPPL FCas also in ANST Task Group X¥1'9.3,

While HIPPL iy more of a communications interface, ¢
wits 1t tended to also addiess the need for a fasier /O
channel for supporting penipherals {RB] FC s stiuctured
to support the 1P command sets for disk and wape,
Small Computer Svstem Intetface (SCST) command sets,

IBM S/370 Block Multiplexer commands, and HIPPI-FP
packets.

FC, like HIPPL. is also a point-to-point interface, but FC
15 more general and supports more types of transfers, FC
is more of an "all things to all people” type of interfice.
In the long run, FC will provide more capability than
HIPPI, but its generality also produces more complexity,
which in tum makes it harder to specify and implement.
HIPPI could slmost be built with Radio Shack pans, an
effective FC implementation will require custom silicon.

Where options were avoided in HIPPI, FC is full of
options. For example, FC supports four speeds with dala
transfer rates of 12.5, 25, S0, and 100 MBytes/s,
corresponding to 132, 266, 531, and 1062.5 Mbaud senal
signalling rates. The media may be single mode fiber or
two sizes of mulfimode fiber, or even inexpensive copper
coax cable for shon distances. Optical transmitiers may
be LEDs or lasers. Combinations of the above are
specified for different speeds and distances.

HIPPI operates in a datagram mode where higher laver
protocols worry about error recovery and retransmission.
HIPPI also limits transfers o a single packet at a time,
where the packet may be of any size. I contrast, FC
supports three classes of service:
Class 1 - Dedicated connection, guaranteed delivery,
frames reccived in transmitied order
Class 2 - Frame switched, buffer-to-bu:fer flow
control, guaranteed delivery, frames may
be reordered, vinual connections
Class 3 - Datagrains, delivery and frame ondering not
fuararteed

Class | is seen as very useful for visualization, where a
dedicated connection may exist for long periods of time,
and interference from other data strean:s is utkiesirable,
Class 2 will probably be used heavily for traditonal 1/0O
transfers, where multiple transfers are open at one time
with frames from the different transfers multiplexed on a
single fiber. Class 3 can be used with traditional
communica’ions protocols where recovery and re-ordenng,
are already handled in the upper layer protocols, and where
connection set-up times must be avoided.

EC is structured imo four layers {or ease of undersiandimyg
and documentation. FFC-0 specifies e physical layer
with the serial dnvers, receivers, media, cte, FC'-)
specifies the BH/LOB encoding/ decoding, scheme used to
encade the data o a DC balanced it stcam  FC-1 also
defines special symbols for such things as Idle, SOF,
EOE, ~ie. FC-2 defines the framimg, ¢ g, where the
address, control, data, wxd check fields are located mxd what
they mcii FC-1 defines common services such ns
stuping a single packet across multple FC O for higher
bandwidth, hunt proups, and mulucasting. FC 4s e the



mappings to higher layer protocols, e.g.. to the IPI-3
command sets for disk and tape.

The logical hierarchy within FC is:

» Operation - Logical construct to identify and group
things for an upper layer protocol

+ Exchange - Group of sequences, normally related to
1/O control blocks

* Sequence - Unidirectional group of frames

* Frame - Basic transfer unit, contains header with
addresses, control, offsets, etc.. conta:ns up to 2
KBytes of data, basic flow control unit, contains
checksum, words within a frame are synchronous

Identifier and offset fields are contained within each
frame's header. allowing the receiving port o place the
data in the proper place in memory, hopefully eliminating
the necd for data copies in the receiving computer.
Considerable work has gene into providing multiple
levels of indirection <o that the individual frames can be
disposed of by state machines implemented in silicon
rather than having to be handled by a general purpose
processor. The feeling is that this is mandatory if we are
to keep up with the data transfer rate, multiplexed frames,
and the vanety of applications.

NETWORK ARCHITECTURES

HIPPI and FC provide point-to-point connections which
can be used as the basic building blocks for computer
networks. Different types of network architectures are
appropnate for different applications. HIPPI and FC lend
themsclves to nng and circuit switch architectures (9.

Circuit switch architectures

FFor companson, circuit switching is what is used in the
tclephone system today. That is. your call is separate and
inklependent from someone else’s call, even though you
are both using the same circuit switch hardware. The
separate but iddependent nature of ctreunt switching is one
of the requirements for visualization. The Los Alamos
Nauonal Laboratory is prototyping a circuit switching
architecture called the Multiple Crosshar Network [10)].

Fipure 1 shows a 4 x 4 crosshar switch interconnecting
tour hosts  Note that connections exist for ssmultaneous
transfers trom Host 2 to Host 4, and from Host 3 to Host
1 The “cn” nodes are "CrossBar Intetfaces”, m the oy
Alamos nomenclature. They would perfotm such
hanctuions as data buftenng, switch aceess, addsess
resolution, secunty checking, and low level protocols,

Host Host 1iost Host

2
e
£
H:sl |

Figure |. Circuit switch architecture

The circuit switch components run at the basic channel
rate. and obtain a High total bandwidth by allowing
multiple channels to be active simulianeously. For
example, an 8 x 8 circuit switch for HIPPI would have
cach channel running a 800 Mbit/s, the circuits within the
switch running at 800 Mbit/s, and a total bandwidth of
6400 Mbit/s. In use, one mainframe may be sending data
to a visualization station, while another mainframe is
reading data from a disk system, with boti
simultaneously transferring data at 800 Mbit/s rates,

Normmally, once a connection is completed, the channel
openates as if there were no switch involved. That s,
delays may occur on circuit setup. but no delays. other
than circuit delays, are encountered once the connection is
completed.

Circuit switches utilize differemt access control
mechanisms from traditional bus or nng architectures,
Namely, il a source on a switch finds that its requested
destination 1s busy, and if the source has data tor a
difterent destination, then the source can try serxding to the
secotd destiition. With a bus or tng, if the media was
busy, you could not send even if you had data {or another
destination.

Camp-on features may also be used to hang 8 source
waiting {or a specific destmation to complete. Call
yucucing schemes huve also been proposed for comnection
setups. Switch systems need to watch out for hung
channels amd channel hogs.

In the absence of a busy destination, setting up & cucut
may take from a mcrosecond to a millisecond, dependiag
on the sw ich size and connection control cacmtty. Onee
completed. delays rom a few nanoseconds to a
mictosecond may be encountered



While a nng or bus system may grow indefinitely one
attachment at a ume, circuil switches grow in major
increments. For example, if you are using an 8 x 8
switch and want 10 add a ninth element, then you have 1o
buy another whole 8 x 8 switch and interconnect the
switches. Switch architectures are often square. e .g.,
crossbars, but may be tailored to a variety of applications.
For example, a local switch may interconnect several
workstations but have only one connecton (o the main
switch; supporting only one mainframe to workstauon
transfer at a ime,

There are advantages o large switches, e.g., up to 4096
connections, and to small modular switches, e.g.. 8 x 8 or
32 x 32, and vendors are building both. Some of the
early uses may give us some guidelines on the best way
to apply switches.

Ring architectures

Ring networks provide a single data path that is shared by
all of the attachments. This single data path limits the
total bandwidth, but does give a natural broadcast
capability. Bus acccss is usually determined by token
passing or time slots. An advantage of rings 1s that it is
usually fairly easy to add one more station,

Figure 2 shows a nng network interconnecung four hosts.
The "RI" elements are "ning interfaces” for performing
such funcuons s data buffering. nng access. data
buffenng, secunty checking. and low level protocols.

Host
1

RI

Host Host
4 RI RI )

~—{k1

Host
3

———

Firgure 2 Ring archutecture

FC based nngs o7 - bemp considered for connecting,
penpherals, e g, disks, W mamdrumes. In this
environment, the limitation of a single data path s not
cntical sinee the mnntrune s notmaliy the single

generator and user of the data. It is envisioned that these
nngs would be cheaper than a circuit switch architecture.

Wavelength Division Multiplexing (WDM)

Wavelength division multiplexing (WDM) operales by
sending muluple data streams, each at a separate
wavelength (i.e., frequency), on a single fiber [11], For
comparison, FC uses baseband signalling, sending only a
single stream down a fiber. WDM can be compared to the
lead-in cable for your TV set; there is only one cable, but
there are multple station's signals on that cable.

Sending to a particular destination is accomplished by
having the source and desunauon both use the same
wavelength. To make this into a network requires that
either the source or destination be able to tune to specific
wavelengths. Laboratory systems today operale with a
few tens of stauons. The problems that need to be solved
1o make WDM into a commercially viable computer
network includ2 improved wavelength sensitvity, faster
switching,. and cheaper components [12]. High-definition
TV to the home may well be the initial market for WDM,
providing the components for economical computer
networks of the future, With changes to accommodate the
access differences, 1'C should work well with WDM.

OPEN PROBLEMS REQUIRING FUTURE
WORK

HIPPI and FC may be the Inwer layers of future network
architectures. With these higher speed physical
conrecuons, there 1, incentive to work on the next
bowleneck, which may well be the Transpont Layer.
TCPAP and TP4 arc the most widely used transpont
layers. but the may not perform well in the gigabit
cnvironment [13].

Previous protocols were designed to operate with
yesierdays physical ! yers. Now, rather than ermor rates of
102, crror tates of 10 ° are expected. The distances and
transter rates also affect the protocol. The delay between
Califoma and New York is 30 mulhiseconds, allowing
3000 packets of 1 KBytes cach to be in transit, Window
suzes, flow control, and error recovery at the igher speeds
need to be addressed

Supercomptters have proven to be very effective for
sunulating physical phenonienon. Congress, inan
atternpt to increase the effectveness of the Uhited States,
1. pustnng u Nanonal Research and Education Network
(NREN), with a poal of a coast-to coast 3000 Mbat/s
computer netwotk hackbone. I vou cannot move the
users to the computers, then make the computers



available (o the users as if they were adjacent. There is a
lot of research and tesung going on 1o make the NREN a
reality within the time frame goal.

Interoperability with the telephone switching systems is
required to realize the NREN. The telecom '~ ‘1stry has
been promoung Asynchronous Transfer Moc. .ATM) for
switching and routing. ATM uses a basic cell size of 48
byies plus a 5-byte header. ATM makes good sense when
supporting many voice circuits. how well it works with
pgabit/s data transfers remains to be seen.

SUMMARY

Computer nctworks operaung at gigabit per second
transfer rates are seen as necessary for many applications,
and pgabit networks are becoming availabie. HIPPI and
FC will provide some of the basic building blocks for
these networks. Further work needs to be done in higher
layer protocols. and long distance networks, to achieve
our national goals.
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