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FOREWORD 

The National Resource for Computation in Chemistry (NRCC) was 
established as a division of the Lawrence Berkeley Laboratory (LBL) in 
October 1977. The functions of the NRCC may be broadly categorized as 
follows: (1) to make information on existing and developing computa­
tional methodologies available to all segments of the chemistry community, 
(2) to make state-of-the-art computational facilities {hardware and soft­
ware) accessible to the chemistry community, and (3) to foster research 
and development of new computational methods for application to chemical 
problems. 

Workshops are planned -,*, an integral part of the NRCC's program. 
A workshop in the titled area was judged timely by key members in the 
field and led to a planning meeting held February 23-24, 1979 at the 
University of Utah at Salt Lake City. In addition to the co-chairmen, 
Professor John Light, University of Chicago, and Dr. Lowell Thomas, NRCC, 
we were pleased to have the participation of Dr. B. Robert Johnson, 
Aerospace Corporation, and Dr. G. Parker, University of Chicago. 

As the site for this workshop, we sought Argonne National Laboratory 
which has maintained active interest in the development of the NRCC. We 
are indebted to Dr. Michael V. Nevitt, Deputy Director, Argonne National 
Laboratory for making the ANL available for this purpose. 

Finally, I wish to express my thanks to the co-chairmen for their 
considerable efforts in organizing the workshop and in editing this 
Proceedings. 
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The National Resource for Computation 1n Chemistry is funded jointly 
by the Basic Energy Sciences Division of the U.S. Department of Energy and 
the National Science Foundation. 

William A. Lester, Jr. 
Director, NRCC 
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PROGRAM 

ALGORITHMS AND COMPUTER CODES FOR 
ATOMIC AND MOLECULAR QUANTUM SCATTERING THEORY 

Co-Chairmen: John Light and Lowell Thomas 

Schedule 
June 25, 1979 
Morning Chairman, John Light 

8:45 Introduction 
Michael V. Nevitt, Deputy Director ANL 
William A. Lester, Jr., Director NRCC 

9:00 Overview 

Don Secrest, University of I l l i no is 

10:00 Coffee Break 

10:15 Gordon's Method 
Roy Gordon, Harvard University 

11:05 An Accelerated Gordon Algorithm for Inelastic Collisions 
Millard H. Alexander 

11:15 The Log Derivative and Renormalized Numerov Algorithms 
B. Robert Johnson, The Aerospace Corporation 

12:15 pm Lunch 

Afternoon 

1:30 

2:15 

3:15 

3:30 

4:30 

Chairman, Lowell Thomas 

DeVogelaere's Method 
William A. Lester, J r . , NRCC 

New Developments in Methods for the Numerical Solution 
of the Radial Schrodinger Equation 

Arthur Al l ison, University of Glasgow 

Coffee Break 

R-Matrix Recursion Methods: Continuous and L 2 Corrections 
John Light, University of Chicago 

Finite Element Methods in Quantum Dynamics 
Herschel Rabitz, Princeton University 

5:30 Adjourn 
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June 26, 1979 
Morning Chairman, John Light 

9:00 Recent Developments at the NRCC 
William A. Lester, Jr., NRCC 

9:30 Presentation of Test Problems 
Lowell Thomas, NRCC 

10:30 Coffee Break 
10:45 Accessing the NRCC Library and Test Problems 

Lowell Thomas, NRCC 
12:00 noon Lunch 

Afternoon Chairman, Lowell Thomas 
1:30 A Variable Interval Variable Step Method for 

Linear Second Order Coupled Differential Equations 
Gregory Parker, University of Chicago 

2:30 Integral Equation Methods for Inelastic Scattering 
Don Secrest, University of Illinois 

3:30 Coffee Break 
3:45 Applications of Close Coupling Algorithms to 

Electron-Atom, Electron-Molecule, and Atom-Molecule 
Scattering 

Don Truhlar, University of Minnesota and Nancy 
Mullaney Harvey, California Institute of Technology 

4:45 Reference Potentials with Integral Equations 
Michael Redmon, Battelle Columbus Laboratories 

5:30 Adjourn 
6:00 Dinner 
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June 27. 1979 
Morning Chairman, William A. Lester, Jr. 

9:00 Variable-Order, Predictor-Corrector Methods 
F. T. Krogh, Jet Propulsion Laboratory 

10:00 An L 2 Approach to R-Matrix Propagation 
Robert Walker, Los Alamos Scientific Laboratory 

10:45 Coffee Break 
11:00 A Variation-Iteration Method for a Single Column 

of the S-Matrix 
Lowell Thomas, NRCC 

11:45 Final Remarks 
12:00 noon Adjourn 

Talks have been scheduled to allow 15 minutes for discussion. 
Persons desiring the give short presentations relating to 
one of the talks should make arrangements with the floor 
chairman of that session. Manuscripts of the scheduled talks 
may be mailed to the NRCC, c/o Close Coupling Workshop, or 
presented to one of the co-chairmen at the workshop. The 
time allotted for each talk includes 15 minutes for discussion. 
Manuscripts for unscheduled presentations will also be accepted 
for inclusion in the workshop report, and should be presented 
to one of the co-chairmen at the workshop. 



XV 

PREFACE TO VOLUME I 

The goals of this workshop are to identify which of the 
existing computer codes for solving the coupled equations of 
quantum molecular scattering theory perform most efficiently on 
a variety of test problems, and to make tested versions e£ those 
codes available to the chemistry community through the NRCC 
software library. To this end, many of the most active 
developers and users of these codes have been invited to discuss 
the methods and to solve a set of test problems using *-he LBL 
computers. 

The first volume of this workshop report is a collection of 
the manuscripts of the talks that were presented at the first 
meeting held at the Argonne National Laboratory, Argonne, 111. 
June 25-27, 1979. It is hoped that this will serve as an 
up-to-date reference to the most popular methods with their 
latest refinements and implementations. 

Many of the codes will be used to solve the test problems on 
the CDC 7600 computer at LBL. A second meeting will be held in 
late October or early November of 1979 at Berkeley to discuss 
and compare the performance of the different codes with respect 
to the tests. A second report will then be issued containing the 
results and conclusions drawn about them. The two reports 
together should then serve as a useful guide to both the 
inexperienced person wishing to do calculations of this type and 
the forefront researcher wishing to advance the st̂ ite of the 
art. 

August 1979 
John C. Light 
Lowell D. Thomas 
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OVERVIEW 

Don Secrest 
School of Chemical Sciences 
University of Illinois 
Urbana, Illinois 61801 

Since the early days of exact quantum scattering calculations a great 

variety of methods for solving scattering problems have been developed. 

One of the aims of this workshop is to identify viable methods and discuss 

the advantages of each. 

We have all had the experience of attempting a new problem with one 

of our favorite techniques and for some reason seen it fall, only to find 

that a method we were sure was inferior gave beautiful results. Thus it 

is clear that there is no one best method. Each method Is suited to some 

class of scattering problems. As I see it, our mission is to identify a 

small collection of programs suited to each class of scattering problems 

and make comparative studies of these methods to determine the most appro­

priate role of each method in inelastic scattering calculations. 

The programs we will be discussing are quite general for the 

solution of the coupled differential equations, 

2 & (SL +1) 
(- -?y + - i — | kh F(R) = - I V(R) F(R) (1) 

dR z R z ' il i' ii' i'l 

with appropriate boundary bonditions. This !s the form of the close 

coupling equations for rotation, vibration or rotation-vibration and a number 

of other problems. It should be emphasized that many approximate formula­

tions of scattering such as the centrifugal sudden, the energy sudden and 

the infinite order sudden approximation lead to equations of the identical 

form of Eq. (1), and the methods we are discussing are applicable to a large 

variety of systems and approximations. 
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I shall discuss some of the methods I am familiar with and try to 

give an impression as to the circumstances under which each should be 

used. I shall not attempt to discuss, or even mention all of the methods 

described in the literature, but shall merely classify the various methods 

Into- broad categories and discuss at least one method in each category. 

The various methods in each category differ ir detail, and one or another 

of them .lay be better for particular situations, but in general one method 

is about as good as another within each category. 

There are basically two different numerical approaches in common use 

for solving the coupled equations. One approach is to solve the equations 

numerically either in their differential equation form, or the equivalent 

integral equation form. I shall call this approach the approximate solu­

tion approach. The other approach is to approximate the potential matrix V 

in some acceptable manner and solve the coupled equations exactly. I shall 

refer to this as the approximate potential approach. 

For each of these two approaches there are two techniques for develop­

ing the solution. This leads to four cateyories of method which are 

discussed below. 

The first of these techniques 1 shall call solution-following. This 

consists of starting the solution well into the non-classical region 

of the problem where the potential energy is greater than the total energy 

and proceeding to follow the solution step by step into the asymptotic 

region. This is probably the most common technique for the approximate 

solution approach, and is exemplified by the DeVogelaere method developed 

by Lester, the Sams and Kouri method, the method of Choi and Tang, and 

many others. This technique as applied to the approximate potential approach 

Is exemplified by the methods of Gordon, ' Light, and Wilson. 
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The second technique I shall refer to as invariant imbedding, though 

all the methods I shall discuss under this heading were derived without 

the use of the concept of invariant imbedding. These techniques consist of 

solving the problem scattering from a piece of the potential. Then a 

connection technique is used for combining the R matrices for parts of the 

potential into R matrices for larger portions of the potential, until the 

scattering matrix for the entire potential is developed. 

The approximate solution approach with this technique was first imple-
13 14 inented by the amplitude density * method. This method is no longer used 

as a numerical method except in special circumstances. The amplitude den­

sity connection formulas are still of great use however in connecting solu­

tions obtained by different methods in different regions of the interaction 
15 potential. The log-derivative method of Johnson is the principal method 

in this category still in general use. 

The category defined by the approximate potential approach and the 

Invariant imbedding technique has a single member, the R-matrix method 

of Light and Walker. This method has been used mostly to date for reac­

tive scattering, but is also a valuable method for inelastic scattering in 

certain circumstances. 

The four categories are summarized in Table 1. The methods of each 

of these categories have properties which commend them to use in particular 

circumstances. The approach one uses is decided by the accuracy required 

and the number of solutions required at different energies. In general the 

approximate solution approach is capable of higher accuracy at reasonable 

machine cost. The approximate potential approach often gives acceptable 

accuracy, in many cases two or sometimes 3 significant figures in practical 



-4-

problems with very few integration steps. The chief advantage of the 

approximate potential approach is that it allows large integration step 

sizes. Of course high accuracy can also be obtained by taking smaller steps, 

but all advantage over the approximate solution approach is lost when 

this is done, as the work required to improve accuracy grows much faster in 
the approximate potential approach than in the approximate so'ui'on approach. 

The approximate potential approach, though it allows larger steps than the 

approximate solution approach, also requires much more work per step than 

the approximate solution approach for the first calculation. Thus the two 

approaches are of the same order of difficulty for one solution of low 

accuracy. The approximate potential approach has the advantage 

that much of the work done for the first solution may be saved and the pro­

blem may be solved at another energy with very little effort. If a large 

number of solutions to the scattering problem are to be found at different 

energies, the approximate potential approach is ideal. If only a few solu­

tions are required or high accuracy is required, the approximate solution 

approach can be an order of magnitude less time consuming. 

The solution-following techniques are plagued by instabilities requiring 

measures to be taken from time to time in the progress of the solution to 

ensure stability. The invariant imbedding techniques are inherently stable, 

though often time consuming. 

Recently two very different techniques have appeared in the literature 

which do not fit this scheme very well at all. One is the iteration tech­

nique of Lowell Thomas which allows the solution of huge coupled systems 

which would be very difficult indeed by direct methods, and the other 

is the finite element technique which has been pursued in its application 

to the scattering problem by Rabitz and Askar. ' These have been added 

as appendages to Table 1. 
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There is no need to go through the details of any particular method 

as that will be covered by the speakers during the conference. Let me 

sketch out in very general terms how the techniques are approached and point 

out problems which arise. 

Let me start with the. solution following technique. How we implement 

it depends on the proL .m we are solving. For an inelastic scattering 

problem the potential is usually large near the origin. The wavefunction 

is zero at the origin and grows exponentially in the nonclassical region. 

So we can start here with a small wavefunction and integrate toward large R. 

When we get to the asymptotic region presumably we can compute the R matrix 

or the S matrix from the asymptotic form of the solution. 

Several problems arise. First though the wavefunction is small in the 

nonclassical region unless we are solving a potential scattering problem 

there is more than one radial function. There are N solutions to the 
problem which decay near the origin. The technique used then is to start 

a complete independent set of solutions. When we get to the asymptotic 

region we can form linear combinations of these solutions. One of these 

combinations will correspond to the solution we are interested in. (Thus 

we get a complete set of solutions all at the same total energy whether we 

want them or not. This problem is not present in Lowell Thomas's method 

which I will say more about later.) Now in order to do this it is necessary 

that the set of solutions we end up with be linearly independent. This 

is difficult to achieve sometimes. When we start we don't know how to pick 

the starting values and it probably wouldn't help much if we did. It is 

very easy to pick an independent set of starting conditions. But any set 

we pick will be a random mix in general of all solutions. All solutions 

are growing exponentials as we integrate toward large R, and each set will 
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contain some contribution from the most rapidly growing solution. This 

solution will rapidly dominate and all columns of the solution matrix will 

start looking like the fastest growing solution. This would be alright if 

we used infinite precision in solving the equations, but we never do. Thus 

after we start Integrating it is necessary to alter this process before 

we lose precision. This is extremely easy to do. One merely forms new 

combinations of the solutions early in the Integration which are orthogonal 

or in some similar way strongly independent. In the early days one per­

formed these stabilizations every so often. It was found one needed to 

stabilize every 10 steps or so. This got time consuming. Roy Gordon 

developed some efficient stabilization codes. It was later found that one 
need not stabilize often—soon after starting, then much later, and 3 to 
5 stabilizations were found to be enough. Thus the need for efficient 

stabilization techniques vanished. 

This is a good time to say a word about iterative methods. One would 

hope by interation to obtain the one or two solutions he is interested in 

instead of the complete set. If he were to start integrating at small R and 

integrate toward large R, small numerical errors would introduce unwanted 

solutions which would grow and defeat the scheme. Thus an Iterative tech­

nique must start at large R and integrate toward small R. This of course 

requires a r asonably good guess. 

Now for comparison purposes I would like to give my Impression of the 

invariant embedding technique. 

In this technique one breaks the R space into segments and takes 

the potential to be zero outside of these regions. Then for this small 

region one solves the scattering problem in one step. Usually one nowadays 
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obtains the R matrix for the problem. One then solves the next adjacent 

region and finds an R matrix for it. Then the two R matrices are combined 

exactly to obtain an R matrix for the combined region. One proceeds in 

this way into the asymptotic region and the problem is solved. The com­

bining of R matrices is an exact procedure but requires a full matrix 

inversion at each step. But the technique is completely stable. This is 

very important for some problems. In a typical rotation vibration problem one 

starts integration in the nonclassical region. If he is using a solution 

following technique and starts too deep into the nonclassical region he 

finds it necessary to stabilize often. If he is very deep into the non-

classical region he must stabilize every step. In fact it is possible to 

start so deep that one cannot stabilize the solution at all. For most 

inelastic problems this is not serious and can be overcome by starting the 

solution nearer the classical region. But there are problems such as 

curve crossing problems for which it is not possible to start near the 

classical region. For some curve crossing problems the classical turning 

point of one of the curves is deep into the nonclassical region of others. 

In cases of this sort the Log-Derivative method or one of the other in­

variant imbedding techniques !s ideal. The invariant Imbedding techniques 

require a lot of computational effort at each step but they are entirely 

stable. 

Now let us look at the approximate potential approaches. The potential 

is broken up into piecewise continuous polynomials or constant steps depending 

on the method used. This simple form of the potential allows an exact solu­

tion of the equations In each region. There is still coupling between 

the equations and it is necessary to diagonalize the potential matrix at each 
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step. Actually it is only possible to diagonalize the potential at a single 

point in the region, but the potential remains nearly diagonal for a reasonably 

large distance on either side of the diagonalization point. For the next 

region the potential must again be diagonalized. In general a different 

transformation diagonaiizes the potential in each region. Thus os the 

wavefunction is progated, or as the R matrix is advanced if one is using 

an invariant embedding technique, it is necessary to transform the result 

at each region boundary. In the solution following technique, even though 

the wavefunction for each region is computed analytically it is necessary 

to stabilize every so often. 

The great advantage of the approximate potential approach is that large 

steps may be taken in regions where the potential is varying slowly. The 

steps may be larger than the wavelength of the solution. If calculation 

at high energies is necessary the approximate solution approaches require 

more steps than at low energy as the wavelength is shorter at high energy. 

The approximate potential approach however may use the same step size 

at high energy as at low. In fact it may even be possible to use a larger 

step size at higher energy due to the fact that the solution is not as 

sensitive to small changes in the potential at high collision energies 

as it is at lower energies. 

If a series of calculations are to be performed at different energies, 

the work in the approximate potential approach to determine the step size, 

diagonalize the potential matrix and the transformation from one region to 

the next need be done only for the first calculation. It may be saved in 

the computer and used for all future calculations. 

In the nonclassical region the potential is rapidly varying and the 

approximate potential approach must use small steps comparable to those 

required for the approximate solution approach. 
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In comparing the approximate solution and approximate potential approaches 

we can say that the approximate potential approaches allow very large steps 

at least where the potential is slowly varying. A great deal more work 

Is required per step in approximate potential approaches than in approximate 

solution approaches however. Thus for a calculation at only a few energies 

the approximate solution approaches seem appropriate. Since the work of 

the first calculation in the approximate potential approach may be saved 

and used at other energies, for large numbers of calculations the approxi­

mate potential methods are the best. For higher accuracy the approximate 

solution approaches seem to improve as stepsize is reduced faster than 

approximate potential approaches. 

The approximate potential approach requires small steps where the 

potential is varying rapidly. Thus a method which is superior to both the 

approximate potential and approximate solution approaches is to use the 

approximate potential approach where the potential is slowly varying and 

the approximate solution approach in a rapidly varying regime. 

T^e use of iteration to solve large systems is a new technique and may 

prove to be a major breakthrough for accurate scattering calculations. 

As this method is applied to the many important problems which cannot be 

approached by the direct methods we will find either that it is the direc­

tion exact calculations will take in the future or it is too unwieldy to be 

practical. 

The finite element method is well suited to some problems which are 

refractory to the methods we have been discussing. The dissociation problem 

which leads naturalIv to a two independent variable problem comes immediately 

to mind. As we develop more familiarity with this method its role in 

scattering theory will become clearer. 
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Technique 

DeVogalaere ^ 
Sams and Kourl 
Choi end Tang6 

Cordon '̂ 
L i g h t 9 " 

Requires stabilization 

DeVogalaere ^ 
Sams and Kourl 
Choi end Tang6 

Invariant Imbedding 
Technique 

Log-Derivative R-Hatrix 1 6 

coitpletely stable 
Requires « matrix 
inversion at each 
step 

Log-Derivative 

Finite Elements 

Rabttz and Askert 



-13-

PIECEWISE ANALYTIC SOLUTIONS TO QUANTUM CLOSE-COUPLING EQUATIONS: 
A REVIEW OF RECENT DEVELOPMENTS 

Roy G. Gordon 
Department of Chemistry 
Harvard University 

Cambridge, Massachusetts 02138 

"Divide and Conquer" is the approach used for the piecewise 
analytic solution of the quantum close-coupling equations. The problea 
is divided into a set of simpler model problems which approximate the 
original problem piecewise in a set of intervals. The model problems 
are solved analytically _<i each interval. These approximate solutions 
are joined together continuously to form the complete solutions which 
satisfy the proper boundary conditions. 

The main advantages of the method are greater computational speed 
and accuracy, compared to purely numerical methods. Also, the wave 
function is available in a relatively convenient and compact form for 
use in calculating matrix elements, when needed. 

Since the original method1 has been reviewed2 in some detail, 
and a computer program based on it has been distributed widely, the 
present paper will focus on more recent developments. These include 
the development of piecewise quadratic approximations to a useful form. 
The following sections discuss briefly these new results, for constructiiig 
the analytic zero-th order and first-order solutions using a piecewise 
quadratic potential. Then finally we sketch the piecewise analytic 
solution to equations with both 1st and 2nd derivatives, such as those 
that often arise in reactive scattering theory. 
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II. Zero-th order solutions for piecewise quadratic potentials 

The originally developed method uses a set of linear approximations 
to the potential function, to generate the zeroth-order approximate 
solutions. Deviations of the actual potential from these linear approx­
imations then generate the first-order perturbation corrections, which 
will also be discussed in section III below. 

The analytic solutions to this linear model problem are the Airy 
functions, which may also be considered as special cases of Bessel 
functions. Accurate and efficient algorithms for evaluating the two 
Airy functions and their first derivatives, were developed, using 
generalized Gaussian quadrature techniques. 

An obvious improvement in accuracy would be gained by using piece-
wise quadratic approximations to the potential. Indeed, it might seem 
at first sight that such an approach might rely on the vast amount of 
study already given to the harmonic oscillator equation. Unfortunately, 
one needs the less-studied solutions at non-eigenvalue energies, and 
two linearly independent solutions. Mathematically, these functions were 
first defined and studied by Weber; however, accurate and efficient 
algorithms for their numerical evaluation were not available for all 
ranges of the two arguments "a" and "x". ("a" is a parameter related to 
the energy, and "x" is related to the distance variable.) Power series 
and asymptotic series are valid and useful in certain ranges of a and x, 
but large areas of the a,x plane could not be treated with previous 
methods. Extensions of the Guassian quadrature method/ which was so 
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successful for the Airy functions, did not succeed in covering all 
4 the parameter values, either. A successful algorithm for the 

complete useful ranges of a and x has been achieved by a combination 
of uniform asymptotic series for large |a[, and recursion relations 
for smaller values of [a|, when needed. Care is needed in choosing 
the suitable directions for the recursion relations. For sone para­
meter values, recursions in the complex energy plane are required1 
At present, the program produces function and derivative values 
accurate to about seven digits. Higher accuracy could be obtained, if 
necessary, at the cost of longer running times. 
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III. First-order solutions and accuracy 

The zeroth-order solutions discussed above solve exactly model 
problems involving piecewise polynomial potentials. First-order 
perturbation theory is then used to evaluate the (small) effect of 
the deviation between the actual potential and the model potential. 
There are two reasons for evaluating this first-order perturbation 
correction: CI) to improve the accuracy of the zeroth-OTder results, 
and (2) to decide how large the intervals may be chosen, in the 
definition of the model potential. 

The first-order perturbation corrections cin be evaluated 
analytically, after the perturbing potential (the difference between 
the true potential and the polynomial potential) has been approximated 
as a higher-order polynomial. The formulas for the perturbation 
integrals involve only the zero-th order functions and derivatives at 
the end points of the intervals. These integrals were originally 
derived for the constant and linear cases, and the formulas were later 
simplified to about half as many terms. We have recently found that 
the perturbation integrals can also be evaluated analytically for the 
piecewise quadratic potentials. 
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IV, Choice of Method 

With the development of constant, linear and quadratic potential 
models, and zeroth or first order solutions based on these models, one 
has a wide range of possible methods. The higher order methods offer 
higher accuracy and/or smaller numbers of intervals, but with a higher 
calculation cost per interval. The choice of an optimum method 
depends both on the problem being solved and on the accuracy required 
in the solution. 

For a problem involving a single equation to solve (single 
scattering channel, elastic scattering) or a small number of channels 
(e.g., N * 10), there is a clear trend. The higher the accuracy 
required, the higher the order of the optimum method. This is indicated 
qualitatively in the figures. At equal numbers of steps, the higher 
order methods are generally more accurate. When the comparison is made 
at equal computation time, however, lower order methods are more accurate 
when larger errors are satisfactory, but the higher order methods become 
more efficient when higher accuracy is demanded. 

For problems involving many channels, (e.g., N £ 20), the compu­
tation time becomes dominated by matrix operations, such as multiplications 
or inversions. These matrix operations require on the order of N 
arithmetic operations, while the special function evaluations only are 
called 2N times per interval. Thus for these large problems with many 
channels, it is always advantageous to use a higher-order method to 
propagate the solutions within an interval. 
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V. Equations with both first and second derivatives 

The piecewise analytic methods available in the past have been 

limited to equations, such as those for non-reactive scattering, in 

which first derivatives are absent. Many formulations of reactive 
o 

scattering theory, however, introduce first-derivative terms as well. 

We have recently shown how the piecewise analytic methods can be 
q 

adapted to these equations, as well. The coefficient of the first 

derivative term may be a linear function of the independent variable, 

and the potential may be a linear or quadratic function in each interval. 

The basic solutions for this case turn out to be Weber functions, which 

can now be evaluated accurately and efficiently. 
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CONSTANT POTENTIAL 

LOG (NUMBER OF STEPS) 

Fig. 1. Integration error v s . number of intervals used 
(qua l i ta t ive) , for various zeroth-order potent ia l s . 

CONSTANT POTENTIAL 

LINEAR POTENTIAL 

^QUADRATIC 
.POTENTIAL 

LOG (COMPUTATION TIME) 

Fig. 2. Integration error vs . computation time (qua l i ta t ive) , 
for various zeroth-order potent ia l s . 
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Abstract 

Weber's Parabo l ic Cylinder Funct ions U ( a , x ) , V ( a , x ) , and 

W(a,±x) have r e c e n t l y found wide a p p l i c a t i o n as approximations 

t o quantum mechanical wavefunction propagat ing through 

p o t e n t i a l wel l s or b a r r i e r s . Avai lab le algori thms for 

t h e i r numerical eva lua t ion are i n a p p l i c a b l e in some ranges 

of the two arguments. In t h i s paper we p resen t a new 

a lgor i thm, based on the combined use of O l v e r ' s [13] 

uniform asymptotic expansions and Whi t t ake r ' s [23] complex 

recurs ion r e l a t i o n s , t o extend t h e i r range of u se fu lne s s . 

The algori thm genera tes g r e a t e r than s i n g l e p r e c i s i o n 

values of the funct ions and t h e i r d e r i v a t i v e s over the 

whole range of arguments. 

* 
Previous address: Committee Applied Mathematics, Harvard University, 

Cambridge, Mass., supported in par t by the Nationai 
Science Foundation: under grants NSF GP - 3472b and 
NSF MPS 75 - 15469. 
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1. Introduction 

As approximations to wavefunctions in quantum mechanical 
calculations, Weber's parabolic cylinder function have 
received considerable attention. They are used in WKB-type 
problems involving two or more transition or turning 
points [2,3,7-9,13,21], Our interest in the evaluation 
of these functions grew out of our work on piecewise 
analytical solutions for the Schroedinger equation 15], 
whereby we approximate the potential locally by a polynomial 
function. Then we use the continuity conditions to form the 
complete wavefunction as a composite of the local wave-
functions. Previously, we had been able to use only piece-
wise linear polynomial approximations, giving rise to 
a basis of Airy functions. A more accurate approximation 
to the potential can be formed by a quadratic polynomial. 
The resulting wavefunction is a solution of Weber's complex 
linear second order differential equation [22], 

2 
$~2 D v(z) + (V + 1 - |z 2)D v(z) = 0. (1.1) 
dz 

D v(z) is V7hittaker's notation for parabolic cylinder 
functions, and its value is determined upon specifying a 
point in the two dimensional complex space (z,v). D (z) is 
an entire function of both variables. Throughout the text 
V and z will denote complex variables while their real 
counterparts will be denoted a , a real parameter, and x 
a real independent variable. It is clear that for special 
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values of the variables (x,a), (1.1) can be transformed 
into either the equation.for the generalized harmonic 
oscillator functions, which we write as U(a,x) and V(a,x), 
or the equation for propagation through a potential barrier, 
with a set of solutions W(a,±x). 

To allow the greatest flexibility on using (1.1) or speci­
fically its two distinct real forms as approximations to 
more complicated differential equations, we must be able to 
evaluate these functions for arbitrary values of v and z 
(a and x ) . The number of numerical studies on the Weber 
functions is voluminous 14,10,11,14-17]. While there exist 
asymptotic formulas for large magnitudes of the parameter 
v and/or the spatial variable z, and power series for small 
magnitudes of v and z, there are still ranges for which, 
heretofore, no accurate or convenient means of evaluation 
existed. Extrapolation from a table of values [4,11] is both 
inefficient and inconvenient. Employing an algorithm developed 
by Gordon, integral representations for the U(a,x) and V(a,x) 
have been evaluated by Gaussian quadrature for small values 
of the parameter a [18-20], Attempts to extend the variable 
range by recurrence relations, however, leads to instabilities 
in the recessive functions. 

The most recent thorough analysis of the asymptotic behaviour 
(|v| large) of the parabolic cylinder functions, and in 
particular U(a,x), V(a,x), W(a,-x), is in a series of papers 
by Olver [13-15]. While his asymptotic representations are 
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valid only for large |vj, they have the advantage of being 
uniform in the spatial variable z. Consequently we were left 
only with the problem of devising a convenient method to 
evaluate these 'functions and their derivatives when the 
parameters are in the moderate range. 

In this paper we present an algorithm for the computation of 
the parabolic cylinder functions U(a,x), V(a,x), W(a,±x) 
and their derivatives for arbitrary values of the variables. 
Those regions of the (x,a) plane, previously inaccessible 
by accurate and efficient computational techniques, are 
covered by a set of complex recurrence relations first 
derived by Whittaker, For large |a|, the uniform asymptotic 
formulas of Olver are employed directly, and for moderate 
|a| they are employed to generate starting values for the 
recurrence relations at some large initial index. In 
section 2 we define our choice of standard functions for 
the algorithms. In section 3 we examine the recurrence 
relations and specify the special discrete paths of the 
complex recurrence index in the v-plane. In section 4 we 
outline the numerical evaluation of U.(a,x) and V(a,x), and 
in section 5 W(a,±x). 
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2. Choice of Standard Functions 

For most physical problems only the two real standard forms 
of (1.1) are of importance. The first, obtained by setting 
v + ̂  = -
equation 
v + -K = -a and z = x, is the generalized harmonic oscillator 

d2D 1 (x) 
4 x 2 + a)D ,(x) = O. (2.1) 5 M ' 1 «x 2 -a - I 

Following Miller's criteria [10] for standard solutions we take 
as the two linearly independent solutions U(a,x) and V(a,x) 

U(a,x) = D 1 (x) (2.2) 
~ a " 1 

V(a,x) = - T(-| + a){D 1 (x) sin an+ D jt-x)}. (2.3) 
-a - ̂  -a - 2-

When a is not an half-integer, U(a,ix) are an alternate pair 
of solutions. 

The second standard form, obtained by setting v + -̂  = -ia and 
-•ni * 4 z = xe , describes the propagation through or over a 

parabolic potential barrier 

- T T l 
d2D , (xe 4 ) 

-ia - - ""• 
=̂  + (i X 2 - a)D . (xe 4 ) = 0 . (2.4) 

dx^ q -ia - j 
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Two real solutions to (2.4), W(a,±x) , can be defined in to,.:-, of 
a complex function E(a,x), which with its complex conjugate 

forms another pair of linearly independent solutions: 

—iri 
,(xe T~) (2.5) 
1 

x > 0 

(2.6) 

E(a,-x) = k 2 W(a,-x) + ik 2 W(a,+x) x < O (2.7) 

where (j. = argr (1 + ia) and k = /l + e 2 l r a - e* 3. 

For a few convenient values of the parameters a, we have 

plotted in Fig. 1 the functions U(a,ix), V(a,x), and W(a,±x) 
with respect to the x variable. We make reference to these 
graphs in order to emphasize the characteristic behavior 
and disparate nature of the standard functions. To describe 
the propagation through a potential barrier, the set of 
functions most clos ly satisfying Miller's criteria are 
"1 I 

k 2 W(a,x) and k 2 W(a,-x). 

E(a,x) = /I e 
+ i (i + 2 M *) 

-ia -

1 
= k W(a,x) 4 ik 2 W(a,-x) 
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3. Recurrence Relations 

The following recurrence formulas for the parabolic cylinder 
function D (z) , 

D v + 1(z) - zDv(z) + vD v_, (z) = 0, (3.1) 

D^(z) + | D v(z) - V D V - 1 (z) = O, (3.2) 

D V ( Z ) " I D V ( Z ) + DV+1 ( Z ) = °' ( 3 l 3 ) 

were derived by Whittaker [23] from the contour integral 
representation 

1 2 1 2 
r , , , , , , - -r 7T 0+ - z t - i t z -v-1 

V 2 > = - I l i T 1 I e / e «-« d t 

- u < a r g ( - t ) < TT, Re(v) < O. ( 3 . 4 ) 

Integration by parts of equation (3.4) yields (3.1). 
Differentiating formally under the integral we obtain (3.2). 
We solve for D, - (z) from equation (3.1) and substitute the 
expression into (3.2) to obtain the last relation (3.3). 
Unless otherwise stated, the prime notation will denote 
differentiation with respect to the independent variable 
x or z, which is indicated in the argument of the function. 
These relations are valid for all complex values of V and z. 
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When both variables are real, two sets of relations can be 
derived from equations (3.1) - (3.3). In terms of the real 
valued functions U(a,x) and V(a,x) the recursion formulas ain 

as follows: 

U(a-1,x) - xU(a,x) - (a +^)U(a+1,x) = 0, (3.5) 

U" (a,x) +.^xU(a,x) + (a +^)U(a+1,x) = 0, (3.6) 

U'(a,x) - ^ xU(a,x) + U(a-1,x) = 0, (3.7) 

and 

V(a+1,x) - xv(a,x) - (a - -|)V(a-1,x) = O, (3.8) 

V (a,x) - I xV(a,x) - (a - i)V(a-1,x) = 0, (3.9) 

V'(a,x) + -1 xV(a,x) - V(a+1,x) = 0. (3.10) 

The stable direction to use the recurrence relations can be 
determined from a graph of U(a,x), V(a,x) vs. a for constant 
values x, as in Fig. 2, or by an analysis of the asymptotic 
form of (3.5) and (3.8). In general, to provide a balance 
among the terms in the relations, the following inequalities 
must hold: 

|0(a-1,x)| > |U(a+1,x)| 
as a -»• + <», x > 0. 

|V(a+1,x) | > |V(a-l,x)| 
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For a positive, U(a,x) decays exponentially, and'V(a,x) grows 
exponentially. For a negative, they are oscillatory functions 
whose moduli are either strictly increasing or decreasing 
functions of a. Since the stable recurrence process is in 
the direction of increasing function values, the relations 
should be used in a backward (decreasing a) direction to 
evaluate U(a,x) and a forward (increasing a) direction to 
evaluate V(a,x). 

U.fortunately no analogous set of real recurrence relations is 
known to exist for either set of independent solutions 
*1 + * 
k 2 W(a,_x) or E(a,x), E (a,x). .However, we observed that 
since the recurrence relations are valid for complex values 
of v and z, Equations (3.1) - (3.3) could be used to recur 

-iri on D , (xe T ) where A is a complex parameter, A = a ± IN, -iA-£ 
N = 0, 1, ... N . The raising and lowering of the index 
is now in unit intervals along a line parallel to the 
imaginary axis in the A-plane. Upon recurring to the real 
axis, i.e. A = a, Eqs. (2.5) and (2.6) are used to recover 

¥1/2 
E(a,x) and consequently k W(a,£x). 

In practice we find it more convenient to express the 
recurrence relations in terms of the complex function 

irA JL [+(ReA) + £j -iri 
E(A,x) = n e" 7 e ? D (xe 4) 

-iA-1/2 
•§[*CReA) - *(A)] = e E(A,x) (3.11) 
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where $ (A) = argT(-j + iA) , and E(A,x) is the analytical 
continuation of the function K(a,x) defined in Eq. (2.5). 
With this substitution, Eqs. (3.1) - (3.3) now have the 
simple form 

E(A+i,x) - xE(A,x) - i(-| + iA)E(A-i,x) = O, (3.12) 

ix~ 1 ~ 
E'(A,x) - -|iE(A,x) + (̂  + iA)E(A-i,x) = 0, (3.13) 

E" (A,x) + !*• E(A,x) - iE(A+i,x) = 0 . (3.14) 

When A is real (A = a) , E(a,x) reduces to the function E(a,x) , 

For uny value of x, the modulus of E(A,x) decreases as the 
imaginary component of A is made more negative. One should 
then evaluate E(A,x) and E'(A,x) at A = a - i N

m a x ' a ' x ' ' f o r 

some large integer N_ a x, which is in general dependent on 
a and x, and use the recurrence relations in the forward 
direction to raise the ir.dex N m a x times to determine 
E(a,x) and E'(a,x). 

Returning to the original recurrence formulas in terms of 
the general parabolic cylinder function D (z) , the recurrence 
indices in the above relations for U(a,x), V(a,x) and 
E(A,x) can be represented naturally as particular paths 
in the v-plane. Defining the initial conditions for 
0(a,x) and V(a,x) as v. = "•'•j.-jr the various numerically 
stable paths for the recurrence process are indicated in 
Fig. 3. 
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4. Evaluation of U(a,x) and V(a,x) 

The combined usage of Olver's asymptotic formulas and the 
recurrence rela-tions constitutes a convenient and accurate 
algorithm for the evaluation of the generalized Harmonic 
oscillator functions U(a,x), V{a,x) and their derivatives 
for arbitrary real values of a and x. Performing the 
calculations in double precision arithmetic on an IBM (360) 
and an Onivac (1800), values of the functions and their 
derivatives are obtained to fourteen significant digits. 
The choice of the method depends solely on the value of a, 
which we have divided into two complementary domains: 

Asymptotic Region Non-asymptotic Region 
a > 11 or a < -41 -41 < a < 11 

When a falls within the asymptotic region, Olver's formulas 
are employed directly. When the functions are needed for 
non-asymptotic values of a, the asymptotic formulas 
provide the starting values for the recurrence relations 
at the initial indices a,. These have been experimentally 
determined: 

a + = a + N > 11 U(a,x) 

a_ = a - M < -41 V(a,x) . 
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In the case of U(a,x), the function and its derivative, 
both evaluated at a +, are first used to obtain U(a+-1,x) 
from Eq. (3.7). The index is then lowered N-l times to a 
employing Eq. (3.5) in accordance with the stable direction 
for recurring discussed earlier. The symmetry of the parabolic 
cylinder functions with respect to x (see Fig. 1) makes 
it necessary to develop an algorithm only for x in the 
right-half plane (x > 0). The computational algorithm is 
summarized in Fig. 4. 

For completeness we will now specify which of Olver's 
asymptotic series are employed in the algorithm and comment 
on any difficulties that arose in their evaluation. Since 
we used more terms than Olver originally presented, we have 
recorded the necessary expansion coefficients in the 
Appendix. The asymptotic representations are derived from 
an analysis of the normal equation, 

2 
£-S <p,t) = u 4(t 2 - 1) w(w,t) (4.1) 
dt"4 

where u and t are complex, and |u| >> O. 

For a positive, (4.1) is brought into the real standard 
differential equation for U(a,x) by the following trans­
formations of the dependent and independent variables: 
set t = -iz, v = in and y(ri,z) = w(in,-iz) to obtain 
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2 

^-X <n,z) - n 4(z 2 + 1) y(ri,z) = 0, (4.2) 
dz"4 

x 
and x = ZT/T., a = •* n , y(a,x) = y (/2a, 2/a) to obtain 

2 
£-£ (a,x) - (4- x 2 + a) y(a,x) = O. (4.3) 
dx z % 

A satisfactory pair of solutions for (4.3) when a is 
positive is U(a,x) and U(a,-x). To preserve Olver's notation, 
the asymptotic formulas are more conveniently written as 
functions of n and z, and in the following section, we 

1 2 will denote U(a,x) equivalently by Ufc n ,znv'2") . 

Equation (4.3) exhibits no transition point characteristics 
for real, positive a, and the functions can be expressed 
in terms of elementary functions [13]: 

U(a,x, = u(In2,nz/2, - ^ M ^ W J " s ^ s . -J- (4.4) 
2 1 s = ° 2 ? " 

a > O 

U'(a,x) = U«4* 2,W2) ~ =S0iSl (,2 + 1 )l e ^ * * J - A i f L . 
" ^ s=o , 4 s 

(z^+ir 
(4.5) 

The auxiliary function g(n) is calculated from the asymptotic 
expansion 
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9 U ) - 2 
1 „ 2 4. ' + 1 n 2 _ 1 r, 2 + ! ^1 J- V 9 2 J + A ( 4 . 6 ) 

i r i ( l + i n 2 ) 
where g(n) = e g( in) / and E (z) i s given by 

S ( z ) = i z ( z 2 + 1 ) 2 + \ £ n [ z + ( z 2 + I ) 2 ] . ( 4 . 7 ) 

The functions u g (z) and v (z) are defined in terms of the 

polynomial functions u (z) and v (z) 

5 s(z) - i su s(-iz) 

v s(z) • i sv s(-iz) 
(4.8) 

It is a tedious but straightforward exercise to determine 
the coefficients u (z) and v (z) from a set of recurrence 
relations. We record the first seven terms along with the 
constants g in Table II in the Appendix. The branches of 
the multi-valued functions are well defined upon specifiying 
argu = 5 (argn = O) and ze e S(^), the domain shown in 
Fig. 5a. 

In our algorithm the factor g(n) is omitted thereby altering 
the normalization, but eliminating an unnecessary calculation 
if only relative values of the parabolic cylinder functions 
are needed at different values of x for fixed a. When 
x < O, equation (4.4) is a valid asymptotic representation 
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for the linearly independent solution U(a,-x). The corres­
ponding asymptotic formula for V(arx) can be straight­
forwardly derived by substitution of the expressions for 
U(a,x) and U(a,-x) into (2.3). 

When a is negative, the change of variables t = z, and 
2 

M = t)/ followed by n = -2a and x = nz/2, again transforms 
(4.1) into (4.3). However, equation (4.3) now possesses 
two real transition points at x_ p = ±2/|a|. Olver's asymptotic 
expansions for U(a,x) and U"(a,x), which are uniform for all x 
to the right of the left hand.transition point, are in 

1 t 
terms of Airy functions, Ai(n C) and Bi(n C) [13]: 

1 1 4 
u(a,x) •= u( -i n ,nz«'?)~2ir'! n J g(n)*(c) j Ai(n3c) I - T — 

l.fJrl ? B.U) Ai'(n3t> ? B s l C J > * (g ? ) I -^TT \ > a < O (4.9) 
S s=o n , s ) n* 

1 2 4 
2 n"5 „(„! i n , J r^ " Cs(?) 

l t ' ( •? s=o n 4s n3 

+ Al'(i)3 C) I - A — [, (4.10) 
s=o n ' 

1 
r 7 where »(C) = {—3—) . The variable c is given by ẑ -1 
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3 1 2. 

| r? = - z(z 2 - I ) 5 - -1 »n(z + (z 2 - 1)2> for z > 1 
3 ., n (4.11) 

and f(-C) 2 = -| arctan(z(z2-1)7) - | z(z 2-1) 2 for 0 < z < 1 

with c = 0 at the turning point z = 1. The coefficient 
functions A (?), B s(c), C (?), and D (?) are determined from 
the following series: 

A* ( c ) =io b«r3m/2^ 2 - ( z i < , / av«~ aT V ^ . W 
m-0 m=0 • 

(4.12) 

m=o 

where J*0(z) = 1,o/s(z) = — 5 TT77' #«. (z) u s(z) v
s ( z ' 

( « 2 - 1 ) ^ 4 ' ^ s ( Z > = ( z 2 - 1 ) 3 s / 2 

»r.̂  » - (2BH-1) (2m+3) ... (6m-1) . _ 6m+1 ana a_ = — u , b= - J * a_, with a_ = 1 „ m _,„..,III ' m 6m-1 Tn o ml (144) 

The analogous expansion for V(a,x) can be obtained, after 
some manipulation, from the connection formulas for parabolic 
cylinder functions. We will record here only the results. 

- 1 4 
V(a,x) = V<-1 n2,nz/2) - 2*2 ? ^ 1 ' *(C) j Bi(n3c) J ^ i 

2 r(i - a) ' s=o n 4 s 

+ BiLiQ^I r BS(?) { ( 4 1 3 ) 

8 * 4s (• 14.UJ 
* s=o n J 
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1 2 4 
5 J3 _,^ ( „,,* f (.,x) = V rt n2,nz/2) - »'>*n Jgtn) j B i t r ^ j 2gi5i 

4 r D S ( C ) i 
+ BiMrTO I - V I- (4.14) s=0 n ) 

The multi-valued functions are well c :'ined and the above 
expressions valid for z c T(O). T(0) is the unshaded region 
in Fig. 5b. 

As x approaches the right hand transition point 2/|a| or as 
r i/4 z •+ 1 the factor (—̂ —) ' * •(£) remains well defined and 
ẑ -1 

has a finite value at z = 1. However, in a computational 
sense, the limit process is ill-conditioned since it is 
dependent upon including more and more terms in the series 
and the cancellation which must exist between them. 
Numerical experiments revealed a preferred direction in 
passing through the transition region. The asymptotic 
formulas maintain their accuracy longer when the transition 
point is approached from the left. Consequently for z within 
a neighborhood of 1, 

z + = 1 + 61 > 1 > 1 - &2
 = z~ "here S^,S2 > 0,&. > 6,, (4.15) 

the asymptotic series is evaluated at z~ and then contunued 
through the transition point region from z~ by a Taylor 
series expansion, including seventh-order derivatives. 
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5. Evaluation of W(a,x) and E(a,x) 

As with the U(a,x) and V(a,x) functions, one would like 
to use Olver's uniform asymptotic series to evaluate 
k* W(a,±x)or E(a,x) for large magnitudes of a and devise 
a recursion scheme, which is dependent on a only, x being 
treated as a parameter, to cover the complementary region 
of non-asymptotic values of as 

a < -40 or a > 20 Asymptotic Region 
(5.1) 

-40 5 a < 20 Complementary Region 

We have already outlined such a scheme in section 3 involving 
the complex recurrence relations for E(A,x) or D_. , . , ? (xe- ' ) , 
For asymptotic values of A, Olver developed series for 

-Tri/4 E(A,x) or D_. 1 -_(xe ' ) which are uniformly valid with 
respect to the x variable. For a in the complementary region, 
these complex asymptotic series generate values of E(A,x) 
and E'(A,x) at A = a - iN which are subsequently employed 
in the recurrence relation (3.14) to obtain E(A+i,x). E(a,x) 
is evaluated by raising the index N-1 times using Eq. (3.12) 
and E'(a,x) is determined at the end from Eq. (3.13). 

The Olver expansions for E(A,x) and W{a,±x) are also derived 
from the normal equation 

2 
^-| (p,t) = u 4(t 2 - 1) w(y,t) (5.2) 
df* 
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in which y and t are complex variables. The following change 
of variables transforms (5.2) into the desired form: 

-in -iri 
set t = -iz, n = e \i, and y(n,z) = w(ne ,-iz) to obtain 

2 
£-4 (n,z) = - n 4(z 2 + D y(n,z) (5.3) 

and x = x\zS2, A = - ^ n , y(A,x) = y(A2A, ——) t o ob ta in 

^ (A,x) = - ( i X 2 - A) y (A,x) . (5.4) 
dz^ * 

In analogy to Eq, (2.5) we can express E(A,x) in terms of 
the principal solution of Eq. (5.4) 

E(A,x) = /I e * 2 4 U(iA,xe 4 ) , (5.5) 

•where we have made use of Whi t t ake r ' s no ta t ion 

U(A,z) = D _ A _ 1 / 2 ( z ) . (5.6) 

When A takes on complex values/ (5.4) exhibits no real 
transition point characteristics, and the asymptotic series 
foi- E(A,x) can be expressed in terms of elementary functions. 
The expansions when Re(A) is negative are [13] 
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u ( - in! e r Z I l / J ) . g t n e 4 ) e* tie<«>+*/«) - s "s(-"> i 
U( 2 , e zip^I 1 - ir i ' „ * ' 3s 2 i 

2 "4 —I s = 0 2 ? n 

( z z + 1 ) 4 e * ( z 2 + 1 ) z 

(5 .7 ) 
ana 

- i n 2 3~" — -n T" 2 7 n WW+j) -r-
U' ( iS ,e 4 nzV7)~ § g ( n e * ) < z 2 + 1 ) 4 e 4 e 4 

» C-1) Sv_(-iz) , 
• I 3S 4 . (5.8) 
s=0 J 5 1 

(z2+1)2 

The functions g(n), f(z) are as defined in the previous 
section, and the polynomial coefficients u (t), v (t) for 
s - 7 are given in the Appendix. The region of validity 
of the above expressions is z e e' S(argy), where argy 
varies with N as follows: 

O * N < " 

O ̂  argn < •J where - \ n 2 = a - iN, a < O. (5.9) 

\ < argp < \ 

The domain S(argy), with the appropriate branch cuts, is 
shown in Fig. 6a. 

When Re(A) t O, Im(A) f O, the corresponding transformation of 
variables which lead to asymptotic series for U(iA,e~ " x) 
or E(A,x) is 
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V, 2 = t 
(5.10) 

4 
n = e u, 2 = t 
X = T\z/2, A = •_- Tl 

The series expansions in terms of these redefined variables 
are [13] 

U ^ V ^ ^J&JL±J£L | ,. . ^ _ . ^ ( 5 > 1 1 ) 

2 - l i ~"i 1 2 " i v s ( t ) 1 
D- (43 , e

 4 W J ) - m g ( n e *") ( z 2 - 1 ) 7 e 1 " « I 5¥ ' T S 
^ < z 2 - 1 > 2 * 

(5.12 

where £(z) = 5 z ( z 2 - 1 ) 1 / 2 - i £n[z + ( z 2 - 1 ) 1 / 2 J . 

The range of the arguments of n and v as a function of N is 

O < N < «• 

0 I argn > ~i where i n 2 = a - iN, a > 0 (5.13) 

"J * argp > ^ 

The branch cuts that define the multi-valued function £(z) 
and form the boundaries of the domain S(argu) are labeled 
in Fig. 6b. 

Evaluation of the complex function E(A,x) for subsequent 
use in the recurrence relations with a complex index is only 
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necessary when the energy parameter a lies within the 
complementary region defined in (5.1). When a < -40, the 
functions k "2* W(a,±x) can be evaluated directly from the 
components of E(a,x) (A real) using (2.6), (5.5) and (5.7). 
When a lies in the positive asymptotic range, a £ 20, 
+1 
k W(a,ix) and their derivatives are computed by Olver's 
real uniform asymptotic series in terms of Airy functions: 

1 1 1 A 
J J ,tr.S . C ^ 4 " A e (E) w(a,x) = w(I n 2 , n z ^ ) - * n 3 *< n ) (-5—) 4JBi(- n

3

C) J ( - ) s b£l 
2 1 in/ z -1 ( s=o n 

•j s=0 n 
n 

l S

C s ^ > 
1 2 , 

IT2 I , 1 A(H) , Z 2 - 1 , I 
J ( c } 

4 1 2 , 
IT2 I , 1 A(H) , Z 2 - 1 , I 

J ( c } 
J B i ( - n

3 c ) 
1 2 , 

IT2 I , 1 A(H) , Z 2 - 1 , I 
J ( c } 4 irn 1 n 3 W" 1 n 3 

i . -> 5 ° s « 1 
s=o n ' 

4s 
n 

(5.15) 

1 1 1

 4 

w(a,-x) = w (a 2 ,-nz/2)- i L o i ^ <_&_>%! <-„* c) I <-) s ^ 
^ -1 -rrn z^-1 j ' s=0 n 

2 J J 

, Ai- ( -n 3 o - - B = ( 5 > 

•=• S = 0 tl J 
n 3 
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1 2 I _ 
S AK-n 3 e) " ,_.>s c s r,. / „, „. ,n 2 „„/?, * n a (n) , z 2 - i . 4 } AI (-n 3 e) v , , s W' (a,-x)=W* (•= ,-nz/2)«# ' =—l—p—) } j — — 2 (-J 

z -rrn 4 I 4 s=0 n 
e 7 " 

4 r S D S ( ? ) f 
- A i ' ( - n 3 c) I <-> - V (5.17) 

S = 0 tl » 
2 

1 III i ( M s i - 2.) "" 
where W (a,-x) = d " ( a ^ " x ) and *(o) * 2 2 e 8 e 2 8 g (tie 4 

with $ (a) = argr (^ + ia) . 

The expressions are valid for z in the region T(~5-)# where 
argp = ~\ and argn = O (Fig. 6c). The expansion coefficients 
A (t), B„(c), C (C), D„(5) are evaluated by recurrence s s s s 
relations recorded in the previous section. 

By truncating the series (5.14) - (5.17) at a finite value 
of s, the partial cancellation between consecutive terms 
which allows the asymptotic representations to be evaluated 
even at the right transition point, z = 1, cannot occur 
as x •* x„p = 2/i". Furthermore, as the turning point is 
approached, evaluation of the series for A , B , C , and 
D (Eq. (4.12)) becomes ill-conditioned. Near x_p the terms 
in the series e.g. b rj~ ' ^( z)2 s-m+l' a r e * a r 9 e wi-th 
alternating signs, while the series sums are much smaller 
than the individual terms. The round-off error is circum­
vented by employing a Taylor series approximation within 
the turning region for a > 0 as was done in the computation 
of U(a,x) and V(a,x) in section 4. Use, however, of the 
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Taylor series produces function values at x__ which are 
the least accurate in the entire algorithm (8 vs. 11 
significant digits), and clearly a table of values for 
A_(0), B (0) , C (0) , and D (0) would improve the'evaluation. 

The asymptotic series for W(a,±x) and W' (a,±x) (Eqs. (5.14) -
(5.17)) have variable accuracy over the asymptotic region, 
as was determined from evaluating the Wronskian and spot-
checking against expansions for large and small x found in 
the NBS handbook [1], The accuracy of calculations performed 
with double-precision arithmetic on an IBM 360 and an 
UNIVAC 1108, expressed as significant digits, is indicated 
in Fig. 7 for the 3 term (s < 2) and 4 term (s < 3) 
series. The accuracy increases with increasing x since 
lim A + 0 for s > 1 and lim B -»• 0. At the origin, the 

x+e»s x-*-» 
coefficients A , B , C , D • are of order 1, e.g. 

s _ 3 m 

A s(t=o) = E b2m 5 (O)o/(o) 2 s-2m' a n d t h e a s y m P t o t i o series, 
truncated at the s = jth term, are correct to 0[ m.? •]. 

(2a) / ; l ^ 
In the complementary region (5.1), the algorithm using 
s = 6 in Eqs. (5.7), (5.8), (5.11) and (5.12), e.g. series 
include terms up to u, and v,, and j = 2 in the series for 
g(n)~ » E <3- (4.6), generates greater than single precision 
values of E(a,x) or equivalently k + ' W(a,±x), i.e. 11 - 14 
significant digits. For a > 0 and x < x T , numerical 
difficulties exist in determining the imaginary part of 
E(a,x). The difficulties arise from the disparity in size 
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between the real and imaginary components of E(a,x) (see' 
Fig. 1e), 

-1 
Re E,(a,x) m k W(afx) „ , Tra o < x < x 
im E(a,x) 1 i e a > u u _ x _ x T p . 

k 2 W(a,-x) 

In the last step of the recurrence process, two numbers 
with the same order of magnitude as Re E(a,x) are substracted 
to determine Im E(a,x). If the calculations are performed 
in double precision, the use of the complex recurrence 
relations must be restricted to a < 3.5 in order to guarantee 
single precision values of Im E(a,x). 

There are a number of ways to circumvent this problem. 
One is to recur on E(A,-x) instead of E(A,x) for small 
positive x. A more efficient solution is to employ the 
complex recurrence relations in the exponential region, 
O £ x 5 2/a, to obtain just the dominant real component 
k" 1 / 2 W(a,x) and k~ 1 / 2 W (a,x). The ratio ̂ " - x ^ = Y 
can be evaluated from Miller's [11] non-linear differentiation 
equation for the derivative log function. 

Q + y 2 + 1/4 x 2 - a = 0 dx 

w h e r e v = w ' t a ' ° > = - 2

1 / 2 wnere y Q w ( a f 0 ) <= 
rcf + \ ia) 
r<{ +' \ ia) 

using fourth-order Eunge-Kutta integration with stepsizes < 
0.005. From the Wronskian relation 
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W<a'*> llaT^T1 - W' ( a' x ) = v5TaW 

one can solve for W(a,-x) and subsequently W(a,-x) in a 
numerically stable fashion. 

The computational methods to evaluate at least single-
precision values (11 - 14 significant digits) of the parabolic 
cylinder functions k ' W(a,±x) and their derivatives are 
summarized in Fig. 8. Within the exponential region 

— 1/2 0 < x < 2/a, for 1 < a < 20 only the functions k ' W(a,x) 
-1 /2 and k ' W(a,x) are obtained from the complex recurrence 

1 /2 
relations for E(A,x). The imaginary components k ' W(a,-x) 

+ 1/2 and k ' W(a,-x) are disgarded and determined instead from 

Miller's derivative-log method discussed above. The number 
of steps needed for the recursion relations as a function 
of a and x is recorded in Table I. For small |a| and large x, 

2 T1 /2 
i.e. x » 4a, a region in which k ' W(a,±x) are 
oscillating functions, the values have been checked against 
the Miller's modulus-phase expressions [11,1]: 

k" 1^ 2 W(a,x) + i k 1 / 2 W(a,-x) = F e i x 

k"1''2 W'(a,x) + i k 1 / 2 W'(a,-x) = -Ge^' 

For 0 < |a| .5 4, x > 200, Olver's exponential expansions, 
Eqs. (5.7 - 8) and Eqs. (5.11 - 12) with N s 2 agree with 
Miller's expressions to at least 11 significant digits. 
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Such an agreement is surprising considering that Olver's 
representations are supposing valid for asymptotic values 
of |a|. 
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Fig. 1. a) U(a,x) and v(a,x) for a = -2.5 and 
b) U(a,x) and U(a,-x) for a=2.5. 
Coefficient function (1/4 x 2 + a) is 
indicated by dotted lines, W(a,x) and 
W(a,-x) for c) a = -1 and d) a = 1. 
Coefficient function (a - 1/4 x 2) is 
indicated by dotted lines, 
e) Components of complex function 
E(a,x) for a = 1. 
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* * » V ( o ' K ) • / v w » 4 " /V(a,l) 
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/ / / / / 
j / / 
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L-X _̂ /!*/" ••~-^_^__U(a,l> 

-\ •* ~"'y~;?.^''-i T Z 3 4 5 \ 

\ / "'' 
Recur U(a,i) 

\ y .2. 
-3-

Fig. 2. U(a,x) and V(a,x) as function of a. 
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Fig. 3. Typical paths for recurrence index in evaluation of a) U(a,x), 
V(a,x) where v - -a - — for -41 < a < 11 and b) E(a,x) where 
V = -iA - - = -i(a-lN) - -| for -40 < a < 20. 
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Recurrence 
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U(ax) V(ax) 

X 

-30-

.. ^ -40- \ .............. . 

Asymptotic Representations 
U(a.x),V{a,x) 

Fig. 4. Computational methods to evaluate U(a,x) and </(a,x) and their 
derivatives. 
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z-ptane a>o 

e*SC5) Domain 

z-plane, a<o 
T(o) Domain 

1 2 3 4 

(b) 

Fig. 5. Domain of asymptotic expansions for a) 0(y n , nzi/J) where 

T n = a and b) u( - - r\2, nzvT) and V(- \ n2, nz/2) where i v,2 = 
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z-piane,a<o 
ef-Sfarg/i) 
4Sarg^i<2 
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• 3 
2 

• 1 
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-2 
-3 
-4 

(a) 

Fig. 6. Domain of asymptotic expan­
sions for a) U(-in , 
exp(- in/4) zr\^2) and 
b) U(in 2 , exp(- in/4) zn/2). 
c) Domain of asymptotic 
expansions for W(l/2 n 2 , 
±nz/2) where 1/2 n 2 = a. 
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Fig. 7. Accuracy (number of significant digits) of 3 (4) term asymptotic 
series for W(a,±x), a > 0, Eqs. (5.14) and (5.15). 
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±1/2 Fig. 8. Computational methods to evaluate k W(a,±x) and their deriva­tives . 
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Table I 

Recurrence Index H for E(A, x ) a , A = a - i M 

a x N 

-40 < a< 20 O £ x £ 20 60 

20 £ x £ 100 10 

- 4 0 < a < 4 IOO < x < 200 10 
- 2 £ a £ 2 200 < x £ 500 4 

a E(A,x) i s evaluated from Eg. (5.7) for a < o and Eg. (5.11) 
for a > o , using s=6.g(n) i s determined from Eg. (4.6) with 
j = 2 . 
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1ABLF. I I 

IENTS FOII 1HF POLTNOKIAl FUNCTIONS IIS AND VS 

USCK) VSCKJ 

- . 2 S 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 
. 4 5 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 6 - 0 1 

.125868055555555S56»00 

.216145813333133333400 
- . 7 e l 2 « 9 9 9 9 9 9 9 9 9 » 9 9 9 - 0 2 

- . 6 2 5 2 1 7 0 1 3 ( 6 8 ( 8 8 8 9 0 4 0 0 
- . 3 6 6 5 0 0 2 ( 9 3 5 1 8 5 1 8 5 3 4 0 0 
- . 6 8 2 0 7 * 6 5 2 7 7 7 7 7 7 7 6 1 - 0 1 

. « 3 8 5 8 5 0 6 9 4 * * 4 4 4 4 3 5 - 0 1 
- . 9 7 4 6 3 3 4 ( 7 6 5 4 3 2 0 9 6 4 - 0 2 

. 3 2 0 8 2 6 7 2 7 4 7 0 7 4 3 3 1 2 4 0 0 

. 3 0 7 9 4 6 1 2 9 3 1 6 1 6 5 1 2 4 4 0 1 

. 1 2 7 9 4 3 2 ( 8 5 4 4 0 7 7 9 3 2 + 0 1 
- . 3 8 9 2 7 3 6 6 6 6 6 * 0 5 * 6 8 2 - 0 2 
- . 8 C 7 1 1 8 3 5 6 9 6 3 7 3 * 5 5 2 - D 2 

. 1 8 2 7 * 3 7 7 6 9 3 5 1 8 5 1 8 1 - 0 2 

- . 5 0 8 4 6 2 2 3 3 9 8 5 3 7 9 6 9 * 4 0 1 
- . 1 7 8 7 ( 5 9 9 5 0 1 3 3 7 9 2 8 1 4 0 2 
- . 5 5 8 7 1 5 9 1 3 2 4 6 6 8 8 5 3 0 4 0 1 

. 6 6 2 8 5 4 9 2 5 6 J 3 2 2 6 0 4 1 4 DC 
- . 5 4 2 7 3 * 6 1 0 0 0 0 4 £ 7 9 9 ( 4 0 0 

. 2 5 6 2 6 * 2 6 0 7 1 5 3 * 7 8 * 0 4 0 0 
- . 9 2 3 8 ( 6 2 1 7 ( 1 8 3 1 2 0 8 5 - 0 1 

. 1 2 3 1 ( 4 8 2 9 0 4 5 1 0 8 2 7 8 - 0 1 

. 2 5 8 1 9 4 3 8 6 5 0 6 5 7 5 3 5 3 4 0 1 

. 6 2 6 8 V 2 D 8 9 2 0 7 1 5 4 9 9 7 4 0 2 

. 1 2 1 7 1 7 9 4 6C820E6 5C0403 
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Table III 

Expansion Coefficients for the Function q(ri) 
s 9 2 s + 1 

0 0.416666666666666666-01 
1 - 0.974633487654320964-02 
2 0.123184829045108278-01 
3 - 0.378229339177055673-01 
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APPENDIX 
EVALUATION OF COEFFICIENTS FOR ASYMPTOTIC REPRESENTATIONS 

OF WEBER'S PARABOLIC CYLINDER FUNCTIONS 

The coefficient functions u_ and v in the asymptotic series 
representation of U(a,x) for a > O and E(A,x) for complex A 
are either totally even or odd polynomials of maximum degree 3s. 
We shall denote the argument of u g and v generally by t 
and evaluate them by a set of recurrence formulas [13]. 

The recurrence formula for u (t) given in (4.8) is 

(t2-1)u^(t) = 3stus(t) = rs_.,(t) (A.1) 
where 

8rs(t) = (3t2+2)us(t) - 12(s+1)trs_1 (t) + 4 (t2-1)r^_1 (t) 

and u Q (t) = 1. 
The functions r (t) are determined first from equation (A.2) 
and then substituted into (A.1). Since the coefficient 
functions u (t) are polynomials of degree 3s, they can be 
derived from equation (A.1) by matching powers of t. For 
s even, the coefficients of the leading term t in u (t) 
are zero. 

Once u_(t) and r_(t) are known, the coefficient function s s 
v (t) is evaluated from the relation 

vs(t) = us(t) + \ tu s - 1 <t)-rs_2(t) (A.3) 
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where v (t) = 1. 
Olver provided the functions u_(t) and v (t) for s = 0,1,2,3. 

In order to increase the accuracy of the asymptotic series 
for moderate values of a, at least two more terms should 
be included. In Table II we have recorded the coefficients 
for the polynomials for s = 1,2 ... 7, obtained from our 
program solving (A.1) - (A.3). 

The constants g appearing in (4.6) are defined to be 

»(t) 
g_ = lim ..2 ,,3/2 s ' 

|t|-*» ( t 1 } 

Hence g, = O and g 2 s + i * s t n e coefficient of the leading 
power t in U 2s+1 '*' a n (* c a n ^ e o b t a i n e d from Table II. 
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USING WEBER PARABOLIC CYLINDER FUNCTIONS* 
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Abstract 

We present a method for obtaining accurate piecewise analytic 

solutions of a general second order linear differential equation in­

cluding both first and second derivatives and a small inhomogeneous 

term. The method approximates the coefficient functions by piecewise 

linear functions and transforms the equation into Weber's equation in 

each sub-interval. Algorithms for evaluation of Weber parabolic 

cylinder functions are then employed to give analytic expressions for 

the solution in each sub-interval. Error analysis and application to 

a test problem with known solution show the error to be of fourth order 

in the sub-interval size and of at least sixth order when a first order 

perturbation term is included. 
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Many problems in applied mathematics can be reduced to solving 

the second-order linear boundary value problem 

y" + f(x)y' • g(x)y » h(jc) in (a,b), 

with general mixed boundary conditions 

Z Ca Hy°" 1 }Ca) + B . .y 0'" 1^)) « y i = 1,2. 
j»l 1 J 1 J 

The problem (1] is most commonly solved by the method of finite 

differences, the solution being obtained at a relatively large number 

of mesh points in (a,b). 

Another method is to approximate the coefficient functions f, g, 

and h by suitable approximants in a series of N sub-intervals given by 

the partition TT = {a = x. <x, < . . . < Xj, = b} vhere the sub-

intervals are ( x
n> x

n +i)« n = 1,2, . . .N. Pruess has shown that if 

|TT| is the maximum sub-interval size, and f, g, and h are approxi­

mated by a m-th order polynomial by interpolating at the roots of the 

(m + ljst degree Legendre polynomial transformed to (x , x i), then 

the error in y is of order |TT| for |ir| sufficiently small. For 

m • 0, the basis solutions are exponential and trigonometric functions. 

For m > 0, the basis solutions are special functions which are less 

readily evaluated. In this work, we show that piecewise analytical 

solution of (1) for the case of m = 1 can be readily accomplished 

and does, in fact, give errors of fourth order. We also demonstrate 

that corrections can easily be added to the zeroth order solution 

which yield errors of at least sixth order. 
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Several authors have treated problems less general than (1). 

The roost commonly studied case is the radial Schroedinger equation in 
2 3 which f(x) = h(x) = 0. Gordon ' first investigated this case and 

subsequently obtained accurate solutions for ra = 1 in which Airy 

functions are the basis solutions. Other authors have developed the 

theory for perturbation corrections to the zeroth order solution for 
4-8 9 m = 0. Luthey has developed the computational methods for the 

in = 2 case, including algorithms for evaluation of the Weber para­

bolic cylinder functions. In this work, we will transform (1) into a 

problem closely related to the ra = 2 case of the radial Schroedinger 

equation and then use Weber parabolic cylinder functions as the basis 

solutions. 

We emphasize the piecewise analytic character of the solutions 

we obtain. After solution, one has an analytic representation of y 

for the entire interval which is continuous and has a continuous 

first derivative. This analytic character has important advantages 

over a finite difference solution in which one has only numerical 

values of y at a series of mesh points. The solution has a closed 

form expression in each sub-interval which may be differentiated, inte­

grated, or evaluated at arbitrary points within the sub-interval. In 

addition, because of the high order of the errors, one can use con­

siderably fewer sub-intervals than in other numerical methods. In 

such a case, the approximate solution is completely specified by a 

small number of parameters. 

In Section II we will formally present the method of solution. 

Section III will consist of a brief error analysis. Section IV will 

apply the method to a problem with a known solution. Section V will 

discuss the advantages of the method and summarize our conclusions. 
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II. Fornal Presentation of the Method 

Given the partition ir of (a,b) into sub-intervals of arbitrary, 

not necessarily uniform length, we interpolate the functions f and g 

(assumed to be real valued) in each sub-interval by linear interpolants 

f and g at the zeros of the second degree Legendre polynomial trans­

formed to that sub-interval. This procedure is equivalent to linear 

least squares approximation up to fourth order in the interval size. 

The difference functions e. and e, a r e defined in each sub-interval by: 

(3) f xf + Ej, and g = g + e 2, i = 1,2, . . . N 

The canonical method for analytic solution of equations with 

f f 0 is to transform the equation into normal form in which the first 

derivative term is absent. Since we approximate the coefficient func­

tion f by a linear function, we transform the equation by the change of 

dependent variable as if t were exactly equal to f, i.e. 

(4) y = u exp(- i/fdx) 

after which (1) can be rewritten in the form 

(5) u» - u(^- + | - s) = h exp(i/f dx) - Xu" e x + Xu(|e1 - e 2) 

where we have added the factor X on the right hand side as a pertur­

bation parameter which will be taken to be unity. Since f is linear, 

the coefficient of u on the left hand side of (5) is quadratic. A 

linear change of independent variable can be used to transform (5) to 

the first standard form of Weber's equation: 

2 2 * 
(6) ^ - u(^-+ a) = h(z) - XU'EJT" 1 + X u r " 2 ^ - e 2) dz 



(8) 
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where z » r(x - f^xi * 
x i + 1)) + s, h(z(x)) - hr"2exp(^-/f dx*), and r, 2 1 0 s, and a are determined by the coefficients of x , x , and x on the 

left hand side of (5). 

We can now expand u in perturbation series in A: 

(7) u = <°>u • A<"« • A 2 <2>u • . . . 

For f and g sufficiently smooth, such series will always converge in 

some radius of convergence in X which we assume to be greater than 

unity. Substituting (7) into (6) and separating in equations in each 

power of A gives the following hierarchy of equations: 

C°)u.. . «»„(£• a) -h(«). 

2 
WU" - C i )uC^-+ a) = F^z), i = 1, 2 . . . 

where Fjfz) = ( l" 1 )ur" 2(ife 1 - e 2) - ^ " ^ u ' r " ^ . Standard variation 

of constants or Green's function techniques yield the following expres­

sions for the solutions: 

( 0 )u(z) = U(a,z)[A0 - Ij* hCz'1V(a,z')dz'J + 

V(a,z)[B0 + I j h(z')UCa,z')dz'] 

( l )u(z) = UCa.zHAi - i j*dz'V(a,z')FiCz')] + 

VCa.zHB. + ^f dz'UCa.z'JFjCz')], 

i = 1, 2 . . . 

where U and V are Weber parabolic cylinder functions and w is their 

Wronskian. The integrals in which h appears are evaluated by two point 

Gauss-Legendre quadrature, which is equivalent to approximating h by a 

(9) 
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linear function at the transformed zeros of the second degree Legendre 

polynomial. The integrals in the higher order solutions can be evalu­

ated by higher order quadratures, or it is possible to evaluate them 

analytically in terms of the integrals /ABz dz (A,B = U, V, U', or V ) 

for which indefinite integrals can be evaluated. 

It is necessary to link up the solutions in each sub-interval in 

such a way that the global solution and its first derivative are con­

tinuous and the boundary condition (2) is satisfied. This is done by 

adjusting the constants A. and B. in each sub-interval. We set A. and 

B. equal to zero for i > 1 by fixing the lower limit of integration in 

(9) at x . The most efficient method to determine the 2N remaining con­

stants A Q and B Q is to set up a 2-vector of independent solutions at a 

and use a shooting method to propagc^e each component' of the vector 

from sub-interval to sub-interval, making each component and its deriva­

tive continuous at the mesh points. This linking requires the solution 

of a 2 x 2 system of linear equations at each of the N - 1 interior 

mesh points. When this is complete, a linear combination of the com­

ponent solutions can be found to satisfy the boundary condition (2). 

In some instances, it is convenient or necessary to propagate 

the vector of solutions from b to a rather than the reverse. This is 

done simply by resetting the lower limit of integrations in (9) at 

x , rather than x . n+1 n 
We will investigate the accuracy of the solutions obtained by 

truncating the perturbation series (7) after the first and second term. 

The solution with one term of Eq. (7) we call the zeroth order solution. 

We call the second term the first order correction. 
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III. Error Analysis 

In this discussion, we define the error to be the maximum abso­

lute deviation from the correct result among a set of points, i.e. the 

supremum or L̂ , norm of these deviations. The order of error for an 

approximate solution we define to be t'no first power in the sub-interval 

size which is neglected. For the zeroth order solution, the error can 

be most easily estimated from the order of the first order correction. 

In each sub-interval, this correction consists of a sum of integrals 

of the form: 

(10) I ABE(x)dx, 

where A and B are either U(a,s + r(x - j(.x * xn+l^-' o r v ( a , s + r * 

(x - y(x + x
n + 1 ) ) ) or their derivatives, and e(x) is a function which 

has zeros at the zeros of the transformed second degree Legendre poly­

nomial. It is well known that the error in k-point Gauss-Legendre 
2k+l integration is proportional to (x , - i ) , and for k = 2, the 

quadrature sum for (10) vanishes exactly since the Gaussian pivots are 

precisely the zeros of the integrand. Thus the integrals must be of 

order at least ( x , - x ) . Errors of the fifth order in each sub-

integral give rise to global errors of fourth order. We conclude that 

the zeroth order solution in (9) has errors of fourth order. Expanding 

the functions in Taylor series about the midpoint of the interval 

yields precisely the same result. Pruess has shown that this fourth 

order accuracy is the maximum attainable order of accuracy for linear 

approximations of the coefficient functions. We have demonstrated a 

method to construct a piecewise analytic solution with this maximum 
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attainable accuracy. This analysis is only applicable to the error at 

the mesh points x . In practice we observe errors of fourth order at 

non-mesh points as well, although we can theoretically justify errors 

of only third order by our simple analysis. We observe errors of 

fourth order in the derivative of the solution at mesh points, but 

errors of second order in the derivative at non-mesh points. 

The order of approximation of the first order corrected solution 

is estimated by examination of the second perturbation corrections. 

These consist of integrals of the form 

n+1 
(11) I A£(x) ( 1 )u(x)dx. 

/ 

The function l 'u(x) is of order (x , - x ) for linearly inter­

polated coefficient functions since it consists of integrals over an 

interval range of order ( x , - x ) each with an integrand of order 
2 (x +, - x ) . Integrals of the form (11) were shown above to be of 

order (x . - x ) , but since the u(x) multiplier is oi oraer 

(x +, - x ) , the net order of the integrals for sufficiently small 
D 

s.ib-intervals is (x . - J ) . This gives rise to global errors of 

seventh order. In practice, we observe errors of at least sixth order 

in function value and function derivative at both grid points and non-

grid points. We are unable to distinguish between sixth and higher 

order errors numerically due to ' ick of precision in evaluating Weber 

parabolic cylinder functions. 
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IV. Application 

We take as an example the following problem treated by Pruess : 

(12) y" + - 4 % y' + - ^ y = 0 in (0,1/2), 
1+x 1+x 

y'(0) = 0; y(l/2) = 8000, 

4 2 which has the known solution y = 10 /(l + x ). 

We used sub-intervals of equal length for computational convenience 

and for comparison with the results of Ref. 1. The calculation was per­

formed in double precision on the departmental PDP 11-45. Table 1 

lists the relative error | ry - y1T)/y| and |(y' - y'-^/y'l where yv 

is an approximate solution and primes denote derivatives. In this cal­

culation, first order corrections were evaluated by four point Gauss-

Legendre quadrature. We note that the relative error in our calculation 

is limited by the precision to which our present routines evaluate the 

Weber parabolic cylinder functions. This precision is approxiimtely 

8.E-7 for U and V functions and 4.E-6 for their derivatives. This 

precision can easily be improved, but has not yet been implemented in 

our present program versions. To within this tolerance, our zeroth 

order function errors agree with those of Pruess. The important feature 

of Table 1 is that the error in the first order corrected solution is 

three orders of magnitude less than the zero order solution without sub­

division of the interval (0,1/2). Even the derivative is accurate to 

five figures. It was necessary to extend the interval to (0,1) in order 

to estimate the order of errors in this case. 
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V. Discussion and Conclusion 

The use of piecewise analytic methods for m * J. requires the 

evaluation of special functions which are slower than simple exponential 

or trigonometric functions. The zeroth order solution can be constructed 

in N sub-intervals with only 2N function evaluations of the Weber para-

'jolic cylinder functions and their derivatives. The difficulty of com­

puting special functions is offset in many cases by the higher order of 

error of this method, which requires significantly fewer sub-intervals. 

In practice, the most efficient choice of partition is not equal 

length sub-intervals. The most useful criterion that we have devised is 

to require that the first order perturbation correction in each sub-

interval be of equal magnitude relative to the zeroth order solution. 

This criterion allows the mesh to be adjusted for equal relative error 

per sub-interval at the time of propagation of the solution vector as 

discussed in Sec. II. This criterion has been successfully used by 

the authors in applications to the radial Schroedinger equation, chemi­

cal kinetics, ar:d charge transport in semiconduct" 

It should be understood that there is nothing which prevents the 

approximation of g by a piecewise quadratic function. In general, this 

might require the use of the second standard form of Weber's equation 
9 

with basis solutions W(a, *x). Although we have algorithms for evalua­
tion of these functions, they :re considerably slower than those for the 
functions U and V. Furthermore, such s quadratic approximation to g 
would not increase the order of accuracy. Such a method might be suc­
cessful only when g dominates f sufficiently. 

Some uneasiness sometimes arises over the fact that the piecewise 

linear approximants f and g are discontinuous at the mesh points x . 
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These discontinuities result only in a discontinuous second derivative 

of y. Such a discontinuity is seldom important in second order dif­

ferential equations. 

In some instances when the slope of f vanishes in a sub-interval, 

Eq. (6) reduces to the Airy equation. The use of Airy basis solutions 

does not effect tfc? order of accuracy of the solution. If, in addition, 

the slope of g vanishes in the sane sub-interval, then Eq. (6) has 

exponential and trigonometric solutions. These occurrences are usually 

only special cases which happen rarely and do not affect the global 

absolute error appreciably. 

Although the analysis we have presented has been concerned only 

with the univariate case, e.g. one equation (or set of uncoupled equa­

tions), the generalization to M coupled equations is straightforward. 
a Much of the theoretical and error analysis has been completed by Luthey 

7 
and Smooke. In the multivariate case, the amount of computation goes 

up as M . Since the number of Weber or Airy function evaluations neces­

sary is proportional to NM, the fraction of computer time spent doing 

function evaluations becomes negligible for large M. In such a case, 

a higher order solution such as we have presented becomes much more 

desirable. 

We have demonstrated a method of solving approximately the second 

order linear boundary value problem using piecewise analytic solutions 

in terms of Weber parabolic cylinder functions. We have demonstrated 

by brief error analysis and nume; leal example that the zeroth order 

solution is of fourth order in the step size,and the first order cor­

rected solution is of at least sixth order. We believe that in many 

applications the present method i more efficient than other methods 

for comparable accuracy. We also feel that the analytic character of 
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our solution gives it advantages not possessed by fully numerical 
solution methods, in that the solution can be evaluated at arbitrary 
points by closed form expression and is completely specified by a 
small number of parameters. 
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TaMa l 

Relative error In function awl derivative for placmito analytic approxiaation to th* known solution 

of Ba,. (12). Numbers in parentaese* aro Hatted by tha precision of Heber function evaluation. 

_ _ _ _ _ 111 • 1/2 1/4 1/8 1/16 

Pruaat ( laf . I ) 1.01B-3 4.42Z-5 2.59E-6 1.60E-7 

taro order function 1.0IE-3 4.46E-5 (5.14E-6) (7.-2E-7) 

taro ordar darlvatlva 2.02E-2 S.WE-3 1.S7E-3 4.01E-4 

saro ordar derivative 

(at aesh points only) ft.lv>'-S 4.76E-S [2.43E-6) (2.37E-6) 

f i rst order function 2.23C-* (3.41E-7) (5.S0E-7) (6.12E-7) 

f i rst ordar derivative 3.24B-S (2.16E-6) (2.88E-6) (3.78E-6) 
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QC0L/MK2: AN ACCELERATED GORDON 
ALGORITHM FOR INELASTIC COLLISIONS* 

Millard H. Alexander 
Department of Chemistry 
University of Maryland 
College Park. MD 20742 

The usual quantum formulation of inelastic molecular 
collisions at low energy leads to a set of coupled second- • 
order ordinary differential equations, commonly called the 
close-coupled (CC) equations. In matrix notation these are 

[-̂ 5- 1 + k 2 - V{R)]u(R) = 0 , (1) 
dR J - ~ 

where X is the unit matrix, k is the diagonal wavevector matrix 
and V(R) is the Hermitian matrix of the coupling potential plus 

1-3 the centrifugal barrier. Gordon has developed a widely-used 
program for the efficient numerical solution of these equations, 
which is based on propagating the solution matrix u(R) outward 
through a series of intervals. Within each interval this matrix 
is subjected to an orthogonal rotation, C , which is chosen to 
diagonalize the sum of the wavevector and potential matrices, 
2 k - V(R), at the midpoint of the interval, R . = -_ r m 

Expanding the transformed potential matrix in a power series 
about R , one can write the transformed CC equations as 

m 

Research supported by the Computer Science Center, University 
of Maryland; the National Science Foundation, grant CHE78-08729; 
and by the National Resource for Computation in Chemistry under 
a grant from the National Science Foundation and the Basic Energy 
Sciences Division of the United States Department of Energy under 
Contract No. W-7405-ENG-48. 
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* 2 •> [-2=- 1 + X - G(R-R ) - *5H(R-R ) * + . . . ] v (R) = 0 , (2) 
d R 2 = = = m m =m 

2 where X is the (diagonal) transform of k - V ( R ) = = = m 

X = C T f k 2 - V(R )]C (3) 
— = m = = m -m 

and G and H are, respectively the transforms of the first and 

second derivatives of V ! R ) , evaluated at R,.. namely 

£=£*" fdTU(R>>R & M) 
m 

and 

S = ^ '!?X ( R ,>R ^ . (5) 
uR m 

By neglecting the off-diagonal elements of G, the entire H 
matrix, and higher derivatives of V(R), these equations can 
be uncoupled and the (diagonal) solution matrix expressed in 
terms of Airy functions. This is equivalent to replacing the 
transformed potential matrix by a diagonal, piecewise linear 
matrix. For the n channel' one has 

<^>nn- = 6 n n ' v > > = A n A i [ a n ( R + V ] + B n B i [ a n ( R + B n > > ( 6 ) 

where a = (G ) and n nn 

B = -[(X " A- H i2)/G + R ] (7) 
n n 24 nn m " nn m 

where A is the width of the m interval. The term containing m 
2 4 

H is added to provide an optimal piecewise linear potential. ' 
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The coefficients A and B are determined by solution-

n n 
matching at the boundary of the previous interval. Prior to 
this matching, the solutions in the previous interval must be 
backtransfornted into the original basis and subsequently trans-

2 
formed into the basis which diagonalizes k - V(H ). This step 
involves multiplication by the interval-to-interval transfor­
mation matrix, T , where 

5™ = £* £ , . (8) 
For N coupled equations propagation across a given interval 

1 3 will require, in the limit of large N, approximately (6-)N o 
multiplications, reflecting the following matrix operations 

2 
reduction of k - V(R.) to tridiagonal form 
backtransformation of eigenvectors of tri­
diagonal matrix to obtain ^ 
formation of transformation matrix T„ 
unitary transformation of derivative matrix 
[Eq. (4)] 
multiplication of solution matrix in previous 
interval, v_ ,, and its derivative by trans-
formation matrix 2 [Eq.(8)]. 

2 
At nearby collision energies, or, in the case of any 

" averaged" decoupling approximation, at other values of the 
orbital angular momentum I, ' the same transformation matrices 
can be used. Propagation across the m interval then necessi-

3 tates only the 2N multiplications corresponding to step (v). 
In established versions of the Gordon program, the initial 

propagation ac.ross each interval is accompanied by the determina-

i ) 2 N 3 
3 ™ 

N 3 i i ) 

2 N 3 
3 ™ 

N 3 

i i i ) N 3 

i v ) 1 N 3 

2 w 

v) 2N 3 
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tion of the first-order perturbation corrections to the solution 
matrix, v (R) arising from the neglected off-diagonal terms in 
the transformed first-derivative matrix, G [Eq.(4)], and diagonal 
terms in the second-derivative matrix, H [Eq.(5)]. The largest 
of the diagonal and offdiagonal corrections, CDIAG and COFF, 

2 are then used to choose the size of the next interval. 
The actual determination of these perturbation corrections 

suffers from the following drawbacks: 
i) Considerable computational effort and a significant 

fraction of the total object code is devoted solely to this 
somewhat minor aspect of the overall calculation. Additionally, 

7 mathematical instabilities can arise in certain applications. 
ii) Although the addition of these perturbation corrections 

should in principle render the "first-order" solutions more ac­
curate than the "zeroth-order" solutions, in our experience the 
improvement is small, perhaps because of the approximations 
which are made in the evaluation of tne crucial off-diagonal 

1,2 corrections. 
iii) For most problems it is desirable to carry out sub­

sequent solutions of the CC equations using the already deter­
mined transformation matrices. The interval width must then 
by necessity be small enough to ensure sufficient accuracy not 
only in the first-order but also in the zeroth-order solutions. 

For these reasons we have modified the original Gordon 
program to eliminate the determination of the first-order cor­
rections. The relative magnitudes of the neglected off-diagonal 
and diagonal corrections, which are used to determine the next 
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step size, can st.ill be adequately estimated by integrating the 
neglected terms in the G and g matrices over the interval in 

1 2 
question, in a manner similar in spirit to Gordon's work. ' 
Specifically, since 

R +& /2 m m 
/ (R-Rm)2dR = A m/12 , (9) 

m m 

the average integrated magnitude of the diagonal elements of 
the second-derivative terms in Eq.(2) is 

4 m N m 
"av 24N L '"nn 

n=l 
H*v = Jk I K J • <«) 

A comparison of this quantity with the average magnitude of the 
eigenvalues A , will,now provide a value for CDIAG, the estimate 
of the effect of the neglected diagonal second derivative terms. 
We thus have 

A 3 

C D I A G = 2Vf[T|rT * | Hm>l ( 1 1 > 
1 n 

g 
where the matrix norm in the denominator is defined by 

N 
IIMIi = I U J . (12) 

n=l 

and is equal to N times the average eigenvalue magnitude. 
Similarly, a value for the parameter COFF, which is a 

measure of the effect of the neglected off-diagonal terms in 
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G can be obtained by comparing to ||x||, the integrated magnitude 
of the largest (in magnitude) off-diagonal element of G. Since 

W 2 

/ l<K-'Vl d R = 4 m / 4 ' ( 1 3 ) 

R -A /2 m m 
we find 

NA 2 

COPF - nnnirm a x ( , G i 3 | , ^ j • ( i4) 

To incorporate the above changes we have made the following 
modifications in the original Gordon program: 

i) Propagation across a given interval, even for the 
initial energy, is achieved by the subroutine SPROP. The 
lengthy subroutines STEP.. DPROP, and FLAT are eliminated. 

ii) The algorithm for determination of the width of the 
next interval, A T , is unchanged with the exception that the 
key input parameters CDIAG and COFF are now determined from 
Eqs.(11) and (14). 

In addition we have made one other modification: 
iii) In the subroutine DTRANS, which performs the trans­

formation of Eq. (4), the option which allows additional trans­
formations in the case of nearly degenerate eigenvalues was 
eliminated. In practice we have found this option to provide 
little gain in accuracy or speed and, in some cases, to con­
tribute possibly to instabilities in the propagated solution 
matrix. 
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On the UNIVAC HOC at the University of Maryland these 
modifications yielded savings of M100 words of object code 
as veil as N2+20N words of required data storage. The modified 
program, designated QC0L/MK2, was tested both on the Lsstsr-

g 
Bernstein model atom-rigid rotor collision system, and on the 
collision of two HF molecules at E. .=8000 cm" and J=400. The 

tot 
former calculations were performed on the UNIVAC 1108 at Maryland 
and the latter on the CDC 7600 at LBL. In both case- the use of 
Eqs. (11) and (14) resulted in a distribution of interval widths 
very similar to that predicted by the error criteria in the original 
Gordon program. Table I displays some representative times for 
determination of an S-matrix at one value of the total a. .gular mo­
mentum. 

Figure 1 displays the convergence of the root-mean-square 
error of the inelastic and elastic transition probabilities as a 
function of CPU time for the Lester-Eernstein model problem at 
a 9-channel level. The error quantities are 

*elas " f .1, *\i,H ^> • <15> 

for the elastic transitions and 

\ 2 /•79i !5 Ainel= [ ^ . , A j t r j . t . / ? 2 1 , (16) 

for the inelastic transitions. Here A.0 .,., is the absolute 
deviation of the calculated transition probability |S.. ., ,) 
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from the exact value, taken from Stechel, Walker, and Light. 
Each plotted point corresponds to a different choice of input 
parameters. 

If one desires only moderate accuracy, it is obvious that 
the present modifications offer a substantial decrease in CPU 
time, especially for the crucial initial energy calculation. The 
degree of convergence of both the original end modified Gordon al­
gorithms appears to be substantially similar. The larger scatter 
in the QC0L/MK2 generated points in Figs. 1 and 2 at longer CPU 
times (high accuracy) probably reflects the fact that Eqs. (11) 
and (14) are only estimates of the error and thus are ultimately 
less accurate for the prediction of step sizes.than the actual 
corrections to the propagated solution, which are determined in 
the original Gordon code. We are presently working on the develop­
ment of alternate procedures for the even more accurate prediction 
of step sizes. 

In summary, we have developed a simple modification of the 
original Gordon program which can result in a substantial saving in 
computer time. The new QC0L/MK2 code should be best suited to the 
rapid generation of S-matrices of moderate accuracy. 
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Fig. 1. Plot of the root-mean-square error [Eqs. (15) and (16)] 
for the Lester-Bernstt .n model problem (9-channels) as 
a function of CPU time (UNIVAC 1108). The left and 
right panels refer, respectively, to initial and 
subsequent energy calculations. For clarity the 
inelastic points have been displaced downward one 
decade. Consequently, the magnitude of the error in 
the elastic probabilities should be read from the left 
ordinate; the magnitude of the arror in the inelastic 
probabilities, from the right ordinate. 
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Table I. Representative CPU tines (seconds) for determination 
of an S-raatrJx. 

N Initial energy subsequent 
channels energy 

QCOL QC0L/MK2 

UNIVAC 110 8 a 

9 7.0 3.6 1.5 
16 24.6 11.6 4.2 
20 39.8 19.5 6.6 
25 74.6 32.1 10.4 

CDC 7600 b 

10 0.51 0.36 0.11 
17 1.5 1,0 0.25 
28 4.8 3.0 0.71 
44 13.2 8.9 2-0 
72 53.5 34.5 8." 

a) Lester-Bernstein model/ Pef. 9. 
b) Rotationally inelastic collision between two HF molergles, Ref.i". 

For most meaningful comparison with atom-diatom calculations the 
values shown are exclusive of times required for computation of 
the more complex diatom-diatom coupling potential. 
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THE LOG DERIVATIVE AND REHORMALIZED 
NUM3ROV ALGORITHMS 

B. R. Johnson 
Chemistry and Physics Laboratory 
The Ivan A. Getting Laboratories 

THE AEROSPACE CORPORATION 
El Segundo, C a l i f . 90245 

The Log-Derivative and Renormalized Nnmerov Algorithms 

I. Introduction 

Two algorithms for solving the coupled channel differential equations which arise 

in atomic and molecular scattering theory will be presented. They are the log-derivative 

1 9 2 3 

method ' and the renormalized Numerov method. ' Both these algorithms share the 

following desirable properties: They are simple and easy to implement, no special 

difficulties are encountered with closed channels, the step size can be easily changed and 

no linear dependence or overflow difficulties arise when propagating the solution though 

classically forbidden regions. 

The log-derivative method will be discussed first, then the renormalized Numerov 

method and finally a model calculation using both these algorithms will be discussed and 

features of the two methods compared. 

II. Log-Derivative Method 

The "coupled-channel Schroedinger equation" is most conveniently written in the 

following matrix differential equation form; 

T * 2 1 
I % - + Q(x) *<x) = 0 (1) 

dx^ J 

where 

Q(x) = (2 f* / -h 2 ) [EI -V(x ) ] . (2) 
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Here, I is the unit matrix, u is the reduced mass, V(x) is the symmetric potential matrix 

which has the centrifugal potential and the diagonal threshold energy terms included in it 

and E is the total energy. The wave function *(x) is a square-matrix function of x. 

The log-derivative matrix is defined to be 

y(x) = *'(x)*" 1(x), (3) 

where the prime means differentiation with respect to x. Differentiating Eq. (3) and 

using Eq. (1) to eliminate the second derivative term, we obtain the matrix Ricatti 

equation 

y'(x) + Q(x) + y2(x) = 0, (4) 

This equation cannot be integrated by the usual numerical techniques for solving 

first order differential equations because y(x) diverges for certain values of x. This is 

illustrated by the solution to the simple one channel problem in which Q is a constant: 

y(x) = 0 1 / 2 c t n (Q 1 / 2 x) . (5) 

-1/2 This function is infinite at the points x = n7rQ and the usual numerical algorithms 

for solving a first order differential equation cannot propagate the solution across these 

points. Our algorithm has no difficulty propagating the solution across these singular 

points. 
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The algorithm is as follows: 

yn= « t h W 1 v i - h " 1 ° . (6) 

where h is the spacing between the N + 1 grid points x , x. t . . .x„ and where 

(h"/3) Q (x n), n = 0, N 

2 (h'/3) Q fxn), n = 2, 4....N-2 

81+ 8 [ l - (h 2 / 6 ) Q (x^y1, n = 1, 3, . . .N-l 

(7) 

Eq. (6) is a two term recurrence relation that can be iterativly solved once the term y is 

specified. The initial term is related to the initial value of the log-derivative function 

by the relation 

y 0 = y(x0) - i f 1 U o . (8) 

The calculated value of y n is equal to y(x ) only at the final integration point n =N. This 

is no problem however, since only this value is needed to calculate the S-matrix. 

In actual practice it is somewhat more convenient and efficient to solve for the 

quantity 

z„ = I + hv n n (9) 
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Subsitituting this into Eq. (6) it is easy to show that 

z n = ( 2 1 " V - Cl < 1 0 ) 

The initial term is calculated from the relation 

z 0 = (I - U 0) + hy(x0) (11) 

For most scattering problems, this leads to z" = 0. The matrix y(x„) is obtained from 

z N in a final calculation 

yfxN) = h"1 ( z N - I) (12) 

The reaction matrix K is defined by the asymptotic behavior of the wave function. 

In the region x > x„, in which all but the centrifugal part of the potential has become 

negligible, the wave function is 

* W - J(x) + N(x)K. (13) 
x > x N 

The matrices J(x) and N(x) are diagonal. The matrix elements of the open channels are 

made up of Riccati-Bessel functions 
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[N(x)].. = a y k"* ^.(k.x, (15) 

and the matrix elements for the closed channels are made up of modified spherical 

Bessel functions of the first and third kinds 

c*VW* V^" as) 

tm% - «„ (k5x)}

 K i . + , ( k j X ) ( 1 7 ) 

where k. is the channel wave number. Differentiate Eq. (13) with respect to x, then 

multiply from the right by the inverse of this equation, set x = x„, and solve the 

resulting equation for K in terms of jrfxN). 

K = - [y(x N )N(x N ) - N'fxj,)]"^ [y(x N )J(x N ) - J'(x N )] . (18) 

The matrix K is an augmented reaction matrix containing elements connecting closed as 

well as open channels, e.g., K can be written in the form 

K oo K o c 
K = | ) (19) 

K c o K c c 
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where K , K , K , and K are open-open, open-closed, closed-open, and closed-

closed submatrices of K. The S-matrix is given in terms of the open-open submatrix, 

K , by the familiar formula 

S = (I + i K ^ t t - i K ^ , ) . (20) 

Each of the matrices in Eq. (18) can be partitioned into open-open, open-closed, 

closed-open and closed-closed submatrices similar to the partitioning of K in Eq. (19). 

Written in partitioned form, Eq. (18) is 

' K o o K o c \ / y o o N o - N ' o y 0 c N c \ _ 1 

, K c o K e c / " U o N o y e c N c - N c / 

/ -"00 O 0 J 0 C C 

\ V J V J - J' 
\ J C 0 O J CC C C / 

Since the S-matrix depends only K , it is clear that the calculation can be simplified 

somewhat by only computing the left hand column of partitions of the K-matrix, The 

equation then becomes 

/ K \ / v N - N ' v N \—l /v J - J , 
' oo \ / " o o o o y oc c \ f'ooo o 

K̂ / \v N v N - N' I \ v J 
n c o '"to o y c c c c • co o 

(21) 
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The matrix J , which is the closed channel part of J(x„) is not used in this equation. 

Thus, the closed channel functions defined by Eq. (16) are not needed to calculate K . 

However, the closed channel elements of N(xN) defined by Eq. (17) are still required. 

The closed channel functions defined by Eq. (17) decrease exponentially with 

increasing x. This is a possible source of numerical difficulty. The problem is easily 

eliminated by redefining the closed channel elements of both N(x) and N'(x) by 

multiplying these functions by increasing exponential functions which just cancel the 

exponential decrease. That is, we make the following simple replacement 

[N(x)].. —• [N(x)] j. exp (kjx) (22a) 

[N'(x>] H — [N'(x)] J. exp (k.x> (22b) 

It should be noted that after this replacement is made, N'(x) is no longer the first 

derivative of N(x). It is easily verified that replacing N(x) and N'(x) by the expressions 

given in Eq's. (22a) and (22b) will leave K^ unchanged. These modified closed channel 

functions can be easily calculated from recurrence relations. 

We have seen from Eq. (21) that the closed channel elements of J(x) are not 

required to calculate K but the closed channel elements of N(x) are, in general, 

required. The need for these functions can also be eliminated, but only if the value of 

x N (see Eq. (18)) is sufficiently large. It can be shown that the elements of v (x) and 

y Ixl must eventually approach zero exponentially as x increases. Thus, the open and 

closed channel parts of Eq. (21) decouple and only the ooen channel elements of N(x) are 

required to calculate K . 
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III. Renormalized Numerov Method 

The matrix Numerov algorithm is on efficient method that can be used to obtain 

numerical solutions of Eq. (1). The basic formula is the three term recurrence relation 

[ I " WVl - I21 + 1 0 T nJ* n

 +»"Vll*n-1 = ° ( 2 3 ) 

where 

* n s * (V ( 2 4 ) 

and 

T

n = - « i 2 /12)Q fx n ) (25) 

Here h is the spacing Detween the N + t equally spaced grid points x Q , x . , . . .x N and the 

square matrix Q(x) is defined by Eq. (2). Equation (231 is derived by an obvious 

generalization of the derivation of the ordinary Numerov algorithm to matrix quantities. 

The renormalized Numerov algorithm is derived from Eq. (23) by making two 

transformations. First defino the matrix 

F n = [ I - T n J » n f 2 6 > 
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and substitute into Eq. (23). This gives 

where 

F „ H " D n F n + F n - 1 = ° ' < 2 7> 

U n = 0 - T n ) _ 1 ( 2 I + 10Tn). (28) 

Next, define the ratio matrix 

•h-Vitf- ( 2 9 ) 

Substitute this into Eq. (27) to obtain the two term recurrence relation 

n n n-1 

This is the basic equation of the renormalized Numerov method. It can be solved once 

the value of the initial term R n is specified. In scattering problems, the u;.ual case is to 

assume the initial values of the wavefunction are *(x Q) = 0 and *(x.)?=0. The 

corresponding value of the initial inverse ratio matrix is R« = 0. (For exceptions to this 

rule see Appendix D in Ref. 3 .) 



-95-

The matrix U , defined by Eq. (28), is symmetric. It follows from this and the 

symmetry of Rl and also from Eq. (30) that the matrix R is also symmetric. For 

computational convenience, Eq. (28) can be reformulated as a symmetric matrix 

inversion problem. Define 

W n = I - T n , (31) 

then 

U = 12W" 1- 101. (32) 
n n 

Thus, at each grid point we must invert two symmetric matrices. 
-1 Equation (30) can be solved iterativly to obtain R,.. The value of RZf, is also 

readily available and can be saved at the last integration point. Using these two 
3 

quantities the log-derivative matrix can easily be calculated by means of the formula 

?(xn' = h " 1 , V i R „ - V i R > - V ( 3 3 > 

where T is defined by Kq. (25) and 

A = (0.5 I - T HI - T ) " ' (34) 
n n n 

The S-matrix can then be calculated from this log-derivative matrix by the techniques 

outlined in section II. 
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Another method for calculating the S-matrix, which avoids calculating the log-

derivative matrix, is also possible. Multiply Eq. (13) by (I - T ) to obtain 
n 

F n = i l x t ? + n ( V K ( 3 5 ) 

where we have defined 

j(xn) = (I - T n) J(xn) (36) 

and 

n(xn) = ( l - T n W x n ) (37) 

Evaluate Eq. (35) at x„ and x N + 1 , calculate the ratio matrix R„ = F „ t , F~", then solve 

the resulting equation for K in terms of R„ 

K = - [ R ^ ^ - n f x ^ r ^ R ^ f x ^ - t f X j ^ ) ] (38) 

This equation is similar to Eq. '18) and can be partitioned and solved in exactly the 

same way. If x N is large enough, the open and closed channel parts of this equation 

decouple; if not, they are couoled and the closed channel elements of n(jO will be 

required. In order to avoid any possible numerical difficulty, the closed channel 

elements of N(x) in Eq. (37) should be the modified functions defined in Eq. (22a). 
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The K-matrix and S-matrix computed by the renormalized Numerov algorithm will 

by symmetric only to within the trunctation error of the calculation. In fact, one can 

obtain an estimate of the magnitude of the truncation error from the error in symmetry. 

This is in contrast to the log derivative method where there is no relationship between 

truncation error and the symmetry of the S-matrix. 

IV. Example Calculations 

In this section several of the characteristics of the log-derivative and renormalized 

Numerov algorithms will be elucidated and compared by applying them to a model 

problem. 

The model is the atom-collinear harmonic oscillator system described by Secrest 

and Johnson. The Schroedinger equation for this problem is 

[ - * ( $ - { ( # • • * » • • * * - » . ] . • . 
where the interaction potential is 

Y(x-y) = A exp[-ej(x-y)] 

This problem was recently solved very accurately by Stechel, Walker and Light for the 

particular set of parameters: A = 41000, a=0.3, m = 2/3, and E = 6.1, 8.0. They used a 

six channel expansion of the wave function and an integration range from x = 0-100. We 

have chosen this same set of parameters for our model problem. However, we only 

solved the E = 6.0 case. 
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Accurate, converged values of the transition probabilities are given in Table I. 

These values were calculated using the renormalized Numerov algorithm with 2000 

points and a grid spacing h = 0.05. Since the transition probability matrix, computed by 

the renormalized Numerov method, is symmetric only to within the truncation error, we 

have symmetrized the results by averaging P m n and P n m . It is these averaged 

probabilities that are given in Table I. The inaccuracy of any of these numbers is no 

greater than two digits in the last place shown. 

In Figs. 1 and 2 we show the relative truncation error of the calculated transition 

probabilities as a function of the grid spacing. There are several features to observe: 

The error curves are almost linear (on a log-log scale) with a slope very close to 4. This 

is consistent with the fact that both algorithms are fourth-order methods. Next we note 

that for a given grid spacing, the renormalized Numerov method is more accurate than 

the log-derivative method. Alternatively, in order to obtain the same relative error, we 

must use a smaller grid spacing with the log-derivative method. The worst case is the 

0-1 transition, where the ratio of log derivative to renormalized Numerov grid spacings 

must be about 0.63 in order to obtain equal relative errors. The best ease is the 1-2 

transition where this ratio is about 0.88. 

On the other hand, the average CPU time per grid point is less ;.ir the loe 

derivative method than for the renormalized Numerov method bv an approximately 

constant ratio of about 0.76. This ratio is easy to understand. It is approximately the 

ratio of the number of matrix inversions. Two inversions per grid point are required for 

the renormalized Numerov method whereas, on the average, only 1.5 inversions per grid 

point are required for the log derivative method. The only other procedure that might 
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require much computer time at each grid point is the calculation of the potential matrix. 

In the present model problem this is almost negligible. However, if it were not, it would 

tend to make the time ratio per grid point less favorable to the log derivative method. 

The fact that less time per grid point is required, approximately compensates for 

the increased number of points required by the log derivative method. Based on the 

figures given- the 1-2 transition could be calculated more efficiently using the log 

derivative method whereas the 0-1 transition could be calculated faster with the 

renormalized Numerov method. 

The average CPU time per grid point as a function of the number of channels is 

plotted in Fig. 3. These curves can be approximately extrapolated for N larger than 20 

channels by the formulas 

T R N = 0.208*10~ 5N 2 - 8 

and 

T L D = 0.158*10"5N2-8 

By using the information in Figs. 1, 2 and 3 and given the integration range, the time 

required to calculate solutions of various accuracies can be determined. 
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Table I Transition Probabilities 

p 

n m nm 

0 0 0.97788564 

1 1 0.97699265 

Z 2 0.999096929 

0 1 0.2210932*10_ 1 

1 2 0.898031*10"3 

0 2 0.503948*10"5 
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DEVOGELAERE'S METHOD 
William A. Lester, Jr. 

National Resource for Computation in Chemistry 
Lawrence Berkeley Laboratory 

University of California 
Berkeley, California 94720 

For a differential equation of the fonr. 

y" = f(x,y) 

DeVogelaere's method consists of cyclic use of the equations 

* i / 2 = * o + i * o + i ( F o - { F - i / 2 > <*> 0) 

*1 = y o + K + 1 < Fo + 2 Fl/2> { 5 1 < 2 ) 

h*i = h *o + £< F o + 4 F i /2 + F i ) { 6 } ( 3 ) 

where 
F

P = h 2 f < v V • w 
The method requires F,,« from the previous step and therefore is not self-
starting. For the initial step F ,., may be obtained from 

y - i / 2

 = y 0 - i h y o + i F o «> < 5 > 

In Eqs. (1) - (5) h is the interval. We further note that the method 
requires only two evaluations per interval. Following Ref. 1, we use the 
symbol {n} which is equivalent to 0(h n). 

Very recently Coleman and Mohamed have determined truncation error 
2 estimates which permit automatic error control. A FORTRAN program in-

3 corporating these features is available from Computer Physics Communication. 
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The generalization to a system of differential equations is straight­

forward: For 

y i = V ' V i , k * '• Z > ••• N ( 6 ) 

one obtains, in place of Eqs. (1) - (3) 

y i > l / 2 = y i , o t | y i , o + ^ F 1 , o - i , : i , - l / 2 ) ( 7 ) 

*1,1 • * 1 . o + | W i . o + i « F 1 . o + 2 F 1 . V 2 ) ( 8 ) 

h * i , l " » V i . o + i « F 1 , o + 4 F 1 , V 2 * F 1 . l ) ( 9 ) 

where 
Fi,p = h 2 f i ( V W 1 A - 1 . 2....N (10) 

The initial step requires 

*i,-l/2 = y i , o - 7 h * i , o + 5 F 1 . o ( 1 1 ) 

4 Scraton has indicated that by use of Radau's closed quadrature formula 
for any valui" of n, i.e., 

/ ] g(x)dx = h[WQg(x0) + £ W rg{x 0*a ph) + W ^ ) ] , {2n+l} (12) 
xo ™ 

it can be deduced that 

* ! = * „ + K + W 0F 0 + g W r(l-a r)F a f > {2n+l} (13) 

hyj • hy' + W 0F Q + £ W rF a + M F, {2n+2> (14) 
r=l r 



-107-

It is possible to write down a set of equations for the unknowns U depending 
5 

on the order of accuracy required. 
For n=l one obtains the simple trapezium rule, which leads to 

*1 - *o + h*o + \ Fo { 3 ) ( 1 5 ) 

hy| = hy 0 + f (F 0 + F,) {4} (16) 

This case requires no starting procedure. 
For n=2, the Radau formula is Simpson's rule and the corresponding 

equations are DcVogelaere's method Eqs. (1) - (3). Thus, as Scraton states, 
higher order cases of this type can be regarded as generalizations of 
DeVogeiaere's method. 

It is worthwhile examining the n=3 case, which to the author's know-
4 ledge has not been used in collision studies. Following Scraton, Radau's 

four point formula (n=3) is 
r x1 h J g(x)dx = ̂  (gQ + 5g a + S g ^ + g,) {7} (17) 

where 

This leads to 

a = 5 ' 0 ^ = 0.2763,9320 

y= = Yo + 0.2763,9320 hyl + 0.0645,7768 F„ 
a 0 U 0 
- 0.0387,4353 F a + 0.0187,1643 F , 

-a a-1 
- 0.0063,5398 F_1 {6} (18) 
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y, , = y + 0.7236,0680 hy' + 0.2971,1983 F 
I ~3 O 0 « 

-0.1294,4272 F + 0.1098,7164 F , - 0.0157,4536 F, , {6} (19) o ~a a*-1 

y] = y 0 + hyj, + ̂ 2 F

0

 + 0-3015,0283 Fa + 0.1151,6383 F,_a {7} (20) 

• V i - ^ + ^ t F ^ S F ^ S F ^ + F,) {8} (21) 

For the i n i t i a l step, one can obtain F . F. , , and F , to an adequate 
— a a—i — i 

degree of accuracy from the following values of y: 

*-i/2 = y o - i h * 0

+ K { 3 } < 2 2 > 

y.i = y„ - K+ i^0

 + 2 F - i /2> { 5 } < 2 3 > 

y_ a = y Q - 0.2763,9320 hy;, + 0.0286,1197 FQ 

+ 0.0121,3107 F_ 1 / 2 - 0.0025,4644 F-, {5} (24) 

y a - l = y o " 0 - 7 2 3 6 » 0 6 8 0 " y 0

 + 0.1180,5469 FQ 

+ 0.1612,0227 F_ 1 / 2 - 0.0174,5356 F_, {5} (25) 

To my knowledge the f i r s t application of the DeVogelaere algorithm, 

Eqs. (1-3), to single channel scattering was by Bernstein et a l . in their 

studies of barrier penetration and resonance effects. A program for the 

multi-channel case was written by me and formed the step-wise propagation 

part of the code used in some of the earliest convergence tests of coupled-
8 channel solutions for the atom-rigid rotor problem. 



-109-

The multi-channel version has since been used by McGuire for coupled-

channel studies of atom-rotor systems and coupled-states studies of atom-

vibrator systems, and by Launay who noted for atom-rotor studies in a 

body-fixed formulation that computational time with the OeVogelaere 
2 5 3 

algorithm should Increase as N instead of as N in the SF representation. 

This savings arises from the reduced number of non-zero matrix elements in 

the body-fixed coupling matrix and the faci le elimination of matrix mult i ­

plications involving null factors that 1s possible because of the cyclic 

structure of the algorithm. In addition, unlike most other methods, there 

are no matrix inversions in the Devogelaere method. 

An excellent comparison of the DeVogelaere, matrix Numerov, and 

i terat ive Numerov has been given by A l l ison, ' and demonstrates the 

advantage of the la t ter two methods over the former. Comparisons are also 
12 

made with Gordon's l inear reference potential method. The interested 

reader is referred to All ison's paper for detai ls . 

Finally, i t is noted that the multi-channel version of the n=3 single-

channel equations derived from Radau's formula, Eqs. (17)-(25), does not 

appear to have been applied to scattering problems. Such application bears 

investigation. 
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NEW DEVELOPMENTS IN METHODS FOR THE NUMERICAL SOLUTION 
OF THE RADIAL SCHRfiDINGER EQUATION 

Arthur Allison 
Department of Computer Science 

University of Glasgow 
Introduction 

For large values of the independent variable r, the solution of the 
radial Schrodinger equation usually behaves in some predictable manner— 
either exponentially decaying appropriate to a closed channel or oscillatory 
in the case of an open channel. 

One of the major disadvantages of the well known Numerov method, or 
indeed any of the usual linear multistep integration formulae, is that it 
cannot exploit this known behavior. This is because the formulae are based 
on polynomial approximation and polynomials do not easily approximate 
exponential or trigonometric functions. In this context the Numerov method 
integrates polynomials of degree up to five exactly and thus a basis set 2 3 4 5 for this method is 1, r, r , r , r , r . 

The known asymptotic form of the solution is, of course, assumed when 
the effect of the potential is dying away, usually slowly, and a linear 
fit to the potential is valid over some reasonably large radial distance. 
These are the conditions under which the stepwise perturbative methods, 
such as that of Gordon [2], work extremely well. Thus recent comparisons 
between Numerov and the stepwise perturbative methods have tended to favor 
the latter. 

It is possible to modify the Numerov formula, while retaining its 
computational simplicity, and circumvent the problems mentioned above using 
exponential fitting. 
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Exponentially fitted methods 
The concept of exponential fitting arose from the study of the problem 

of solving sets of stiff differential equations where one of the characteris­
tic values had modulus much greater than the others and hence the step size 
of integration was constrained to unacceptably small values. Liniger and 
Willoughby [4] developed a method which fitted this single large eigen­
value by adjusting a parameter in their numerical formula, thus allowing 
use of an interval size determined by the smaller eigenvalues. 

A modification of a definition by Lambert [3] would read "A numerical 
method is said to be exponentially fitted at a value x if when the method 

p is applied to the scalar test problem y" = i j , y(r 0) = y 0> y'( r
0) = y'0 

with exact initial conditions, it yields the exact theoretical solution in 
the case when x = x". 

This approach, meshing with earlier work by Gautschi [1] on fitting 
with trigonometric polynomials, has been developed by Lyche [5], and recently 
Raptis and Allison [6] have applied these ideas to the solution of the 
radial Schrodinger equation. We looked for an exponentially fitted analogue 
of the Numerov formula and we found the formula 

y^+T - 2y r + y r + 1 = h 2{6 2(h)y; + 1 + ^(hjyj! + B0(h)y;} 

where 
.2 ,2u2 

B n(h) = M » ) -(1 ' f lW) ' x h ? e x p ( x h ) 

0 2 X Zh 2(l - exp(xh)) 2 

B^h) = 1 - 2B0(hl . 
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The functions 1 , r, r , r , exp(Ar), exp(-Ar) are Integrated exactly and 
2 

the numerical method would be exact for the differential equation y" = r y . 
To gain this advantage we have had to let our coefficients B depend on the 
interval size h and so they have to be recalculated any time the interval 
size is changed. 

There will be exponentially fitted analogues of most of the linear 
multistep methods; for example, the Hartree method 

y r + 1 - 2y r + y r_ 1 = h2y||, 

2 3 

with i t s basis set of 1, r, r , r , gives r ise to the formula 

y r + 1 - 2y r + y r . 1 = h2B(h)yJ| 
6(h) = -4-y (expUh) + exp(-xh) - 2) 

A V 

with basis set 1, r, exp(Ah), exp(-Ah). 

Furthermore, for any particular method, there may be several different 
choices of the coefficients B corresponding to different basis sets. 
Implementation 

The computational simplicity of the Numerov formulae has been retained 
and the main new problem is to decide on the optimal value of the parameter 
A. In the asymptotic region A will clearly be set to the wave number, but 
in regions where the potential is rapidly varying the correct decision is 
not clear. However any reasonable choice of A will still be as good as 
Numerov. These points will be discussed further. 
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Extrapolation methods 
Under the heading of new developments I will raise the topic of 

extrapolation methods which have been used in calculations of atonic 
polarizabilities by Stewart [7]. This scheme has used the Hartree method 
with extrapolation on the 0(h) global truncation error. Hy colleague, 
Dr. M. J. Jamieson,and I have been thinking recently along these lines and 
some discussion would be valuable. 
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R-MATRIX RECURSION METHODS: CONTINUOUS 

AND L 2 CORRECTIONS* 
J. C. Light, T. G. Schmalz, and J. V. Lill 

The James Franck Institute and The Department of Chemistry 
The University of Chicago, Chicago, Illinois 60637 

I. Introduction 
Most problems in atomic and molecular scattering require the 

solution of the Schrodinger equation for accurate results. Al­
though there are numerous specific approaches and many approxima­
tion schemes to reduce the complexity of the equations, the most 
commonly used techniques result in a set of coupled ordinary se­
cond order differential equations to be solved over a specified 
range of the independent (scattering) variable for the coefficient 
functions of the known (perhaps varying) basis set expansion. For 
inelastic scattering only the solutions regular at the origin 
are required and, for N- open channels, an N. x N. matrix con­
taining information equivalent to the R-matrix, log derivative 
matrix, or the K-matrix is required for the complete physically 
meaningful (open channel) S matrix to be evaluated. Thus here 
we are concerned with the solution of a set of matrix equations 
of the form 

where V is real symmetric and where we assume that the basis 
functions corresponding to a given element, |i^, are fixed and 
orthonormal over some range of R. As shown recently^' these 

*This research was supported by NSF Grant CHE76-11809. 
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are not unduly restrictive conditions as even reactive and charge 
transfer problems can be handled in this fashion locally, with 
known transformation procedures between local sectors. 

Although a number of methods are available for solving prob-
(2-4) lems of this type numerically, the R-matrix recursion approach1 ' 

developed over the last few years has proven useful for a variety 
of problems because of its relative simplicity, large step size 
for slowly varying potentials, and Inherent stability in non-
classical regions. In this paper we shall briefly re-derive 
the basic R-matrix equations in terms of matrix Green's func­
tions (see Schneider and Walker^") and show how analytic per-
turbative corrections can increase the step size and accuracy. 
Results from a model rotational problem will be presented. 
Finally we will discuss both remaining problems and possible 

2 
future improvements via L corrections. 

[I. R-Matrix (Green's Function) Recursion Method 
If we consider the general solution of Eq. 1 over an interval 

of length h, R i - £ ^ R ̂  R i + -j, a simple formal method is to 
construct the Green's function matrix for the interval. Let us 
add the Bloch operator* ^ to both sides of Eq. 1: 

( -I £ m + V(R) -EX + X t ( { , T 1 $ 
/ * (2) 

where L(R) - - JcR-Rj^ * W2")%£ * 1 ^ - ^ - n / Z ) ^ . The operator 
on the left is now Hermitian since 
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R.-b ** * (3) 
• a 

The Green's function Matrix for Eq. (2) satisfies the equation 

{-lj^ *YCR>-EI*Jt|jl*,*,>.Ii!H«R') W 

Thus the solution of Eq. (2) is 

*-i 
B - J ( ^ V ^ ^ + 1 C M ^ > ^ (S) 

Evaluating this for R=R i-h/2 = R7 and R=R i+h/2=R?, and writing 
in matrix form, we have *(*rr 

via M U ^ I 

(6) 

Equation (6) is easily recognized as the defining relation for a 
f 2-51 

generalized (non-diagonal) sector r-matrixv ' giving the values 
of the functions on the boundaries in terms of the derivatives 
there (e.g. Eq. (9) of Ref. 4 or Ref. 5). Thus the exact sector 
r-matrix is just made up of the exact Green's function matrix 
(satisfying zero derivative b.c.'s) evaluated at the appropriate 
sector boundaries. 
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For inelastic scattering problems only the Green's function 

(R4 matrix^ 3" S') evaluated at the final (asymptotic) boundary is 
required, and this is given by recursion of the sector Green's 
functions:^ ' 

i 

(7a) 

where J^ , . is the matrix transformation between the basis used 
in sector i-1 and that in sector i. The initial G, G(0,0) satis­
fies the regular b.c.'s at the origin although normally one 
starts near, but inside, all the classical turning points with 
a G which satisfies the appropriate exponentially decreasing 
b.c.'s there. For inelastic scattering the relationship between 
G and the wavefunction coefficients is 

{<**)• Gmt,*t)ito) C7b) 

As pointed out earlier,*• » ' the sector Green's functions 
(or r-matrices) can be evaluated by any means which yields accu-

2 (2 5 71 
rate results over the sector - L expansion,1 • ' ' approxima­
tion by an exact Green's function for a model diagonal poten-

r 2-41 tial,1 ' etc. In what follows we give an elementary analytic 
perturbative method which is quite effective in increasing the 
step size and the accuracy, particularly for accurate calcula­
tions . 
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The problem is to evaluate the solution of Eq. (4) accurately 

over a step of length h. We use the straightforward approach of 
diagonalizing the potential matrix at the center of the step, 
evaluating the first or first and second derivative matrices in 
the diagonal representation, and computing the zero order Green's 
function corresponding to the diagonal constant potential. We 
then evaluate the first order perturbation corrections due to the 
linear and quadratic (if necessary) terms in the Taylor series 
expansion of the potential matrices. Various refinements of this 
will be discussed in the last section. 

We take, for convenience, 

where V^ n' is the n derivative of the potential matrix, and Tj 
is the orthogonal transformation which diagonalizes V at the 
center of the step. In the diagonal basis we write the equation 
for the fv.act Green's function matrix as 

where we require g to satisfy zero derivative b.c.'s at x = 0,h. 
The zero order Green's function we take to satisfy the homogene­
ous part of Eq. (8) 
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(9a) 

(9b) 

where x . (x ̂ ) have their normal meaning of the lesser (greater) 

cf x,x'. It should be noted that if channel i is closed at this 
point, k i is merely replaced by (ik.) in Eq. (9b) and the 
resulting Green's function is still real and symmetric. 

The exact Green's function satisfying these b.c.'s in the 
interval 0 ̂  x j h is given by the integral equation 

h 
5(x>y), j*(x,x) - j jVx,*)(«w-i^)3(v)fc ( 1 0 ) 

— ~ o ~ ° 
The first order perturbed Green's function is then 

3 ° W ) * s" ( x ' » - 1 %°l*>y) C H t e ) - fc<w) % &> y> ^ ( 1 1 } 

The specific integrals required are then 
t h 

I A 4 ( 0 > o ) Iij - - C , - je.,kI.(*-Wt.*k1.i*-i.j(yf»)-uw;../fc 



where 

122-
- I 

c i j • [ kj kj sfc *<*• ^ v . ] 

The explicit formulae for constant, linear, and quadratic terms 
M 

in the residual potential matrix, ^(zj-U , are given in the 
Appendix. The use of the first order corrected Green's function 
matrix in the recursion equation (Eq. 7) then yields a better 
approximation to the global Green's function matrix, G. 
III. Numerical Considerations 

In implementing the above scheme there are a number of con­
siderations, minor in theory, but important in practice, in 
determining the accuracy and speed of the calculation. We first 
look at the order of the error for fixed k's and small h. Using 
the expansion (Eq. 8) of the potential about the value at the 
center of the step we see that, for example, the integrals for 
Ag(h,h) become, to quadratic terms in the expansion of U, 

h; k- C I U H *> * ** « 1 2> 
Since the zero order diagonal terms, g , are of order h , the 

s 
leading IP ' term is of order h with respect to this. This 
term, which represents an average error of the potential due to 
the quadratic terms, can be taken into account exactly (to all 
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r<2) orders) by adding V* (R4)fx t 0 V(Rj) before diagonalization, 

and subsequently substracting the perturbation integrals due to 
the constant perturbation, lr ' j ^ . This shifts the eigenvalues 
to include the "average" V ^ " contribution, and the 1st order 
perturbation correction no longer has terms of 0(h ) with respect 
to the zero order. The lowest order (in h) terms neglected now 
are order h or higher w.r.t. the h of the zero order. They 
result from the 1st order p.t. contributions due to \p ' and from 
•ixed first and second derivative contributions in second order 
perturbation theory. Thus, for small step sizes the convergence 
is very rapid with step size. 

As is usual with large matrix problems, however, the goal 
is to reduce the overall number of matrix operations required for 
s given level of accuracy. There are a rather large number of 
matrix operations per step in this method, particularly at the 
first energy where the potential evaluations, diagonalization, 
and transformations must be done. Speci rically, the method 
requires the matrix operations shown in Table I per step. Also 
shown are the operations required in the unperturbed method. 

Table I 

1st E Other E's 
Matrix Operation Unperturbed Perturbed Unperturbed Perturbed 

Diagonali zation 1 1 0 0 
Inversion and 
Multiplication 
(A"1 B) 

1 1 1 1 

Multiplications 3 (2.5) 8 (6) 2 (1.5) 3 (2) 
( ) Using symmetry of R-matrix and potential 
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As can be seen, the first energy is significantly nore work, but 
at subsequent energies the perturbed calculation requires only 
about 30% more work per step. As will be shown in the next 
section, the perturbed method is clearly superior for relatively 
accurate calculations. 

A final consideration which may be of considerable importsnce 
in practice is the choice of step size to be used in building up the 
complete solution. Since the approach outlined here is a pertur-
bative one, the size of the perturbation corrections Must in some 
way be controlled to insure the accuracy of the solution. The 
leading order term in Eq. (12) after the eigenvalues have been 
shifted is proportional to JfT» relative to the zero order solu­
tion, so that the simplest step size algorithm is just to choose 
h such that h tines the largest element of u is kept less than 
some constant. While this algorithm will eventually insure con­
vergence, the approach to the converged limit may not be at all 
smooth. Such an algorithm may also not be optimum since it is 
not sensitive to the partial cancellation of the perturbation 
integrals when hfc is large. In addition, systems for which the 
potential goes through a minimum present special problems since 
the small value of near the minimum may predict too large a 
step beyond the minimum. Careful design of a step size algo­
rithm to deal with these problems may ultimately lead to impor­
tant improvements in the efficiency of the method. 
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IV. Results 

To test the speed and efficiency of the R-matrix propagation 
method with perturbation corrections, calculations have been 
carried out on a well studied model rotational problem described 
by Lester and Bernstein.^ ' The problem consists of an atom and 
a rigid rotor interacting through the potential 

V(K,*) • (l * «.?i(«**«>)V(K) ( l f ) 

with V(R) a Lennard-Jcnes potential, and reduced parameters a » 
0o4, E/€ - l.S, Tm

Z/U/l - 2.0, 2/K6 r^ 2/* 2 - 500. Here E is the 

total energy, r and £ are the minimum and well depth of the 
Lennard-Jones, JA is the reduced mass of the atom relative to 
the rotor, and I is the moment of inertia of the rotor. 

Although these parameters do not model any real system, 
even within the restriction of the potential to the form (13), 
they were chosen because they result in many small but not 
negligible transition probabilities together with a few large 
ones and are thus a sensitive test of the method, and because 
accurate results for this system are available in the litera­
ture.'- ' -1 The calculations reported here were performed for 
total angular momentum equal to 8 and including all channels 
with rotational quantum number upto and including 4, resulting 
in 9 coupled channels. With this many channels the time re­
quired to perform the calculations is essentially proportional 
to the number of matrix operations required. Integrations were 
carried out from 4,6 to 80 bohr. 
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In Fig. 1 the root mean square error in the 9x9 transition 

probability matrix is shown versus the number of matrix opera­
tions for the perturbed and unperturbed R-matrix propagation 
methods. The step size algorithm used is one which controls the 
size of certain perturbation matrix elements appearing in an 
integral equation approach to this problem, and may or may not 
be optimal for R-matrix calculations. However, it seems to be 
somewhat more efficient than the simple algorithm discussed in 
the last section. The calculations shown are ther essentially 

second energ/ calculations: the number of equivalent matrix 
1/3 multiplications (not using symmetry), is 3 ' for the unperturbed 

1/3 calculations and 4 ' for the perturbed calculations. Also 
shown is the result using perturbation theory to correct only 
the diagonal elements of the sector R-matrix, which results in 
no additional matrix operations. 

The "exact" answers were obtained by a 1400 step '~4 200 
matrix operations) calculation by an integral equation method 
described later in this conference by Parker et al. It is 
estimated that they are accurate to at least r.m.s. error <10 

One disturbing feature of both the perturbed and unperturbed 
R-matTix calculations is the non-monotonic convergence toward the 
correct answer, particularly for large step sizes. (It should be 
noted that the smallest number of steps shown in Fig. 1 is 14 and 
that the perturbed method reaches the 10 level (r.m.s. error J. 
at about 50 steps). For many scattering calculations an assured 
accuracy of three significant figures for the larger probability 
matrix elements and of two significant figures for the smaller 
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ones is sufficient. Unfortunately it is seen from Fig. 1 that 
in this regime (r.m.s. error 10 to 10 ) the convergence is 
still quite oscillatory. This is probably due to the appearance 
in the recursion formula of the "squares" of the first order 
perturbation matrices uncompensated by higher order perturbation 
terms. Possible solutions to this problem are discussed in the 
next section. 

2 IV. L Corrections 
As is well known there is an alternative representation of a 

sector Green's function in terms of the discrete complete set of 
eigenfunctions of the Hamiltonian plus Bloch operator. This is, 

2 of course, the basis of the standard L R-matrix approach of 
Wigner and Eisenbud1- ' and many others. The eigenfunctions are 
approximated by diagonalization of the Hamiltonian matrix 

in a finite basis (c.f. R. B. Walker's paper). The numbeT of 
"translational" basis functions required per internal state de­
pends on the region (step) size, and accuracy is often improved 
by adding the Buttle correction'- -* which is just the g° for the 

2 — 

set of discrete states not included in the L basis used. We 
2 propose to "invert" the process and to use simple and small L 

corrections to the perturbed g we have calculated in the last 
section in order to take the largest perturbation terms into 
account to all orders by diagonalization. 

2 We assume, as is usual in I, methods, that we start with a 
complete direct product orthonormal basis in the internal and 
translationai functions labeled by the two indices e{ ,n respec-
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tively. The exact Green's function can be represented in terms 
of the exact eigenfunctions of the Hamiltonian plus Bloch opera­
tor in this basis, and the Green's function matrix we desire is 
the projection onto the appropriate internal states evaluated 
at the boundaries as before. We take the internal basis to be 
that which diagonalizes the Hamiltonian at the center of the 
step, and the translational basis to be (X = R - R. +h/2 as before) 

m> * J v (i4) 
I VJLTT COS(*TTX/U) VI ei,a,--

The matrix elements of the Hamiltonian in the direct product 
basis will be 

<<,«|H.I|W« t^l™ [£«•**&) 

<«,*ivi*->. vr 
In a finite (truncated) internal basis (0 ̂  •< ^ M), the zero 
order Green's function is 

" K *> ' ' £* »««, e^vf.E ~£o K, ****** il6> 
where t[ is the set of arguments of the internal states £1*'^/ 
This projects to the zero order diagonal Green's function matrix 
used before. 
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We now want to correct the Green's function matrix for only 
some of the large perturbations, i.e. we do not want to diag-
onalize a very large Hamiltonian matrix in this basis as is 

2 done in standard L methods. The equation for the Green's 

function is equivalent to that used before: 

(H.-E) 3<V0 = S(TY)*<x-*W $M>X>*') ( 1 7 ) 

We now add to both sides of the equation a non-local projection 
operator containing the offending matrix elements which we want 
to treat more accurately than in perturbation theory: 

v ? = h\ U w > < " w ' v i r > < M ,18, 
where we are free to choose which elements are included subject 
only to the constraint that V p must be Hernitian, i.e. for each 
<£(n|v|Ain\ element included, its transpose must also be included. 
Thus we have 

(H 0- E +V f)^(l lVjX/)- fti-rito*'} - (V-Vf)j(7,7j^ 19) 
We can now find the e-values and e-functions of the operator on 
the l.h.s. by diagonalizing the matrix of H -v'* in the basis 
included in V p only. Thus for this portion of the L space, we 
determine the eigenfunctions, {l^r/ : 

(H. + VTH*> *6*W> (20) 
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The e-functions, IV,^ » a r e obtained by the diagonalizing 

transformation from the W.* 1^ included in our basis: 

(21a) 

• r T ( H P ^ v T ) r - £ , (21b) 

For example we might restrict V p to one diagonal term in the 
internal states and two translational states, |0>, |l); e.g. 

•*• «• vp= U,o>V l l t << 1 . | * Ki>v;,<^,o| 
."I 

In this case the matrix H + V^ is diagonal except for the 

v«co 

and the Green's function for H +V p would be the diagonal Green's 
function matrix for all states but e( , with the g^rf element 
replaced by 
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where |V> is the e-f»j of the |* <^,|*<£block of H 0 + V p. 
The "zero order" Green's function matrix is now taken to be 

that determined by the homogeneous soln of Eq. (19): 

(H c + V 7 - E I ) S*= X £U->0 ( 2 2 ) 

This Green's function matrix, g , is given by 

f'• 3* + 9 * - 3 M 
-C "I «fe i 

where g° is given by Fq. (9), 

(23a) 

(23b) 

That this is, in fact, the Green's function matrix for Eq. (23) 
can be seen by recognizing that H + v" - E operating on a trans-
lational basis function not in {a,n}, ({S,n}), yields the same 
as H - E. Thus we have, in the (n,X) representation, 
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(H.tV y-S)l-%>- (H-SC+fe-C)l^> (24) 

and thus 

Ne note the last equality holds if the basis |«<n^ + J*n^ -
|V^ + |*n)> is coaplete. Since the |o£ basis is, in practice, 
truncated, it holds in aatrix for* in the truncated projection of 
the internal states, |*£^ . 

We now return to the exact equation (19) for g, and solve it 
formally using g as our "zero order" Green's function. In what 
follows we omit the matrix notation and write only ( g*Vg, for 
example, to mean 

\ !\x,*>yW3(fcx')<t* 
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The integral equation for g is 

9 - S* - [f (v-vp)3 (25) 
Iterating once we have 

(26) f- 5%3>-3- " ((r^v3-Hv-v ?)^ +^j 

Since V p has no projection on g°-g , this simplifies somewhat to 

iy s 3 % 3 v 1* - ((3"*3v-50V l i % M O * (3vvJv(27) 
We note that if V p contained all the matrix elements of V in the 
L 2 basis, ||«< n>) , then V p - V c p (the complete projection of V) , 
and V-V c p would have ao projection on t« or g , leading to 

" J ( f - J » ) V ( 9 , - J - ) -{ ( !»- J.)V(S*-3.) 
In this equation the original perturbation is corrected by 
eliminating the perturbation matrix elements used in the 
diagonalization (V g V g_)» and by eliminating the untrans-
formed off-diagonal perturbations I \ (g°-g )V g I and 
replacing them with the transformed off-diagonal perturbations 
1 ((g°-gn)V g yJ . When V p f V c p , additional terms arise: 
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- !<r-J»W(s»-M - ((j,-3"W(f-M 
•J«» ( v t ! v T )> -h« lV , -v ' j j , t„, 

Equation (29) is a generalization of the Buttle correction in two 
ways. First, it corrects for the fact that V p, not V c p , is used 
to determine g „ , and second, it includes the perturbation cor-
rections for the infinite set of J«< n ^ of translational 

2 functions not included in the L basis. 
In practice the use of Eq. (29) would not be feasible be­

cause it introduces corrections to off-diagonal elements as a 
2 result of the L correction to a single diagonal element. Since 

it is usually only diagonal elements that become large enough 
that the continuous perturbation theory breaks down, we would 
like to have an approximate method of correcting a diagonal 
element alone. Such a method may be derived as follows,. Equa­
tion (11) gives the continuous perturbation correction to g 
from all of V through 1st order only as 

i 9 * - f r v r 
while Eq. (23a) gives the L correction to g° from V p only to 
all orders of perturbation theory as 

4 5 ' . f-f. 5 v - 3 „ 
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If we simply add these two corrections to g p we include both 
effects at once, but we see that the 1st order correction due 
to V p has been counted twice, once in each correction. We 
must therefore subtract it off, yielding the following approxi­
mate equation for g: 

We note that this has the first five terms of Eq. (29) omitting 
only the (small) cross terms. Preliminary tests using only 
diagonal (in e{ ) corrections and only the (0,1) translational 
states indicate that it sometimes helps a lot (a factor of 10 
in the r.m.s. error), but investigations are still in progress. 

Appendix: 
Let v[P be the i - j t h element of the n t h derivative of Z/« 

* 2 
times the potential (i.e. the potential in K units). Define 
c[f to be 

h! K.kj siV,*; Sinzj 
where h is the step length, K± and K. are the w*v* vsctors for 
the channels, and z. » hl^. The perturbations to the r-matrices 
are then given as 
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Thus we need evaluate only two integrals for each n, which can 
be written in dimensionless form as (let y » x/h) 

K ' j«i " )0
(y~a) <^S2,7 tos-ifi Jiy 

- y*. 
We also define the following quantities: 

Y • KMK}-HJ) 
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The explicit expressions for the integrals Ii n' and l|n^ are 
given for n - 0,1,2 for i-j, for ifj, for Kj * K., and for 
K i and K. small on the next pages. 

W (IT);; r i [ l + 0 /»t )Si» i ie«*i ] 

s M Z; SlVi 2f Cos Zj - 2 j S|Vi Ef t o * £,.] 

0.1 A) ]> •* 0 
W)ij = (l/S)Si«(S/*)tos(S/*) + ± -.JT" 

—— % a / | | x »-

U?')?; » (»/S) si«(SAOe#s(>/Ot(i/Wsr«<JA06ox(s/a) 
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S L 8 38H mogoj 

. ' 4 . 

+ sinj> _ JL 7 
2? P*J 

_ i 

LI a-) }>-*0 

( i f ) . . s - ( l /S*)S»V(S/a) 4- <i/*S)si"(S/k)e»*<s/*) 
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- (*f +* I ) / l3 HHo - (lZ*+2j )2f ^ i /8^6 

/ T « \ --,fiVi(P/a>/ <-g»(s/x) _ 2st» (s/*)I 

Mxlif y- \, S £* J 
_ si'w(s/i)f cos DM g .s tv . (W\ 
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C«£E; 

( l i );: * S l * l (Co* S »0 si'» S 
*s as* " -51" 

2.1 A) J) -» 0 

+ i - £ +_»>**_ . 11 p* . 
AM «*• ^ 1 to ? i 5 17 lo 

Lib) * ; , * { • * ° „ . „, 
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£*. &?hi - (h + &)«»i - ( i . r i f ) 8 ' " * 

J L S* * MS ~ F T " J 

L } * iTU — — s — HJ> >' '1 
= 7»{(-HX+^ 1 )(^*i'-*;-*i$iV.a I -) 

+ K Y l € « » ; +C.K Zj) + 2 y ( i ; S|H*i +2-,- SI* * j ) } 

L* H n o t , 5-,,., g J,!) 7*oJ 

x J,-> » *0 — n r ^ 
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FINITE ELEMENT METHODS IN QUANTUM DYNAMICS 
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I. Introduction 

Traditional quantum scattering theory has mainly been based on solving 

the close coupling equations derived from the original Schrodinger equation. 

Although the basic coupled equations are quite standard, it is useful for 

our purposes here to briefly review the matter. The Schrodinger equation 

can be expressed as 

H(R,ri,r2,...) i//(R,r1(rz,...) = B'lCR.ri.rj,...) (1) 

where R, rj, r2,... are the coordinates for the system. A particular 

coordinate R (usually referred to as the radial translational coordinate) is 

singled out. Eq.(l) is a many variable second order partial differential 

equation. In order to reduce it further the wavefunction is expanded in a 

complete set of functions, in the coordinates rj, r2,... 

* = I an(R) * (ri) + (r2) ... (2) 
n 1 2 

where the unknown coefficients a (R) are obtained by solving the following 

set of coupled ordinary differential equations. 

H(R) a(R) - E £(R) (3) 

The chief difficulty in solving these equations is associated with the matrix 

algebra during their numerical solution. This expense grows as T-N3 where 

N is the total number of terms in the expansion of Eq.(2). 
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The philosophy behind the finite element method Is based on solving 

fewer coupled equations than above, and correspondingly replacing the matrix 

algebra by labor involved in solving partial differential equations. The basic 

idea is apparent by considering the alternate expansion of the wavefunction 

in Eq.(4) 

* = £b n(R,ri) * (r2) ... (4) 
n z 

where an additional coordinate ri has been singled out to make the expansion 

coefficients a function of two variables. These coefficients are obtained 

by solving the following set of coupled partial differential equations. 

H(R, r i) b(R,ri) - E b(R,R!) (5) 

The potential for savings through Eq.(S) over Ea.(3) is apparent if the r; 

coordinate is assumed to require ten basis functions in the expansion of 

£q.(2). In this case its contribution to the computational expense is 

approximately a factor of 10 3. Provided the numerical methods for treating 

Eq.(5) can stay within this factor of 10 3, a computational advantage can 

be achieved. 

The availability of new finite element methods borrowed from the 

engineering disciplines1 shows considerable promise for the partial differ­

ential equation approach. This technique is presently under development 

for applications to quantum mechanics, and a full assessment of its 

usefulness cannot be made at this time. However, applications to certain 

quantum mechanical problems have already been made as will be discussed 
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below. The aim of this presentation is to give a status report on the 

present development of finite element methods in quantum mechanics and also 

indicate possible further directions the field is expected to go in. 

II. Essentials of the Finite Element Method 

Various methods for treating partial differential equations have been 

suggested in the literature, and perhaps most notable amongst these is the 

finite difference method. There are certain suggestive similarities between 

the finite difference and finite element methods. However, the two methods 

differ significantly, and this point is clearly made in a paper by Morton.2 

In essence, the finite difference method attempts to approximate the 

differential operators while the finite element method directly approximates 

the sought after function. The difference between these two approaches will 

become particularly clear in a specialized application arising in three 

dimensional scattering discussed below. It suffices to say at this point 

that the same questions on the choice of partial differential equation method 

have been considered in related engineering problems (e.g., water wave 

scattering), and ultimately the finite element method was the technique of 

choice. 

The oasic theory of the finite element method is apparent from 

considering the Schrodinger equation in two variables, x, y. Indeed, such 

a partial differential equation in two variables will exactly describe a 

collinear reactive system. Higher variable equations will be discussed 

later. The Schrodinger equation in these two variables is 
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~ V2* + V* - E+ (6) 

In order to conveniently derive the finite element equations, consider the 
standard variational functional 

/•(H - E) (fdA (7) 
A 

where A is the domain of interest in the x-y plane. Setting the first 
variation of I equal to zero we obtain 

'•IT: 2 

A 
61 - Js$\~^ta '2 + V " El* *** = ° (8) 

Gauss's theorem applied to Eq.(8) yields 

0 = /[f^ v S ^ + CV - E)*]dA - ^ < f « + H d S (9) 

where the last integral is integrated over the boundary L of the x-y domain. 
The derivative in the integrand in the latter term is normal to the boundary. 
It is convenient to treat the scattering event as a boundary value problem 
whereby Sep = 0 on the boundary since <f> is prescribed along L. Therefore the 
boundary integral vanishes. The overall area A is now broken into finite 
element areas A, 

A - I A. (10) 
A K 



-148-

In this fashion the total variation in Eq.(8) can now be expressed as 

61 - 0 * I SI 
k K 

where 

6Ik " / ffi K • \ + 5 V V - E>*J" 
The shape of the areas A, is arbitrary, but generally triangles or 

quadralaterals are utilized, as shown in Figure 1. A topological covering 

based on the use of triangles seems to be the most convenient for general 

application. An overall meshing for a reactive problem is illustrated in 

Figure 2, where the element numbering scheme is also shown.3 The actual 

generation of a geometrical covering and numbering scheme can be done 

manually or in an automated fashion. 

The unknowns in the finite element method are the wavefunction <t> at 

points along the boundaries between the finite elements. Since if exists 

throughout the region of each element A, , an interpolating function is 

needed in each element. Polynomials or various transcendental functions 

could be used, but the former is usually the choice for convenience and 

simplicity. Consideration of a particular element in further detail is 

shown in Figure 3. A general theory for handling the algebra of any 

arbitrary element is desired and this naturally leads to the consideration 

of oblique local coordinates Si, 52 which can be related to the cartesian 

coordinates x,y. Details of these transformations are given in the 

literature,3 and it suffices here to indicate that the arbitrary point F 

(11) 

(12) 
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in Figure 3 can be located in reference to the oblique coordinates by 
appropriate projections (the dashed lines in the figure). In addition, for 
reasons of symmetry it is conventional to Introduce the third redundant 
coordinate £3 . As an illustration of these ideas 

6 
y5i.5i.S3> - I « t «i .«2 .53)» k t " ^ ' 4 5 < U ' V ( 1 3 ) 

gives a quadratic polynomial representation of the wavefunction in the k-th 
element. It is convenient to use a scaler product notation as in Eq.(lJ) 
where the components of the vector (J are the local interpolating polynomial 
given in 

U = [5i(2£i-l), 5 2(252-l), 53<2?3-D. 45l52. ^ 3 , H3S1] vl*) 

In a similar fashion the potential in the k-t:h element" can also be expanded 
in the local interpolating polynomial, eltnough this is strictly not an 
essential part of the finite element treatment. If this expansion is 
performed, the resultant potential s expressed as 

6 
yei.Sz.Es) - I V?1.52.53)V,a = < U I V < 1 5> 

The first variation in the k-th element can be expanded out in terms 
of the x,y coordinates 

"k " /[S(l;«*kll*k +ly**kFO + S*k C T- E»*k] d A C 1 6 ) 

*k 

http://y5i.5i.S3
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When each function in the integrand of Eq.(16) is represented in its 

polynomic form we obtain 

<f>k(x,y) - <D|+k> 

a* ( 1 7 > 

all the Integrals can be expressed in terms of the following analytic 

integral expression 

/ ^ " • (P /^'/I 2). ̂  <«» 

Using the compact bra-ket notation the following expression is obtained 

6I k = <6* k / [ | j |VU> • <h\ + |U>(<Vfc|U> - E)<u|]*k> dA (19) 

which can be evaluated once and for all regardless of the element index k. 

In matrix notation this result can be further expressed as 

" k = < 6 , f ,V | Hk " ̂ f c l V ( 2 0 a ) 

"k = / [ I m " |TO > - < ™l + |u><VklU><U|] dA (20b) 

Ufc = J |U><U| dA (20c) 

\ 
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The unknown nodal values of the wavefunction $. _ c;.•: now be obtained 

by demanding continuity across element boundaries. In practice tbis is 

achieved by the generation of a continuity matrix which shows the connection 

between the global and local numbering schemes for the nodal wavefunctions. 

As a result of this treatment an overall Euler equation is obtained 

I 6L - 0 
k fc 

(21) 

(H - Eg)-* - 0 

where H and U are the finite element representations of the Hamiltonian and 

unit operator, respectively. These latter matrices are strictly independent 

of the energy E which enters simply as shown in Eq.(21). Therefore 

changing the total energy does not require a regeneration of the finite 

element matrices. 

A pictorial representation of Eq.(21) is shown in Figure 4a where the 

matrix is non-squar due to the fact that the N R nodal values on the boundary 

are actually specified in the problem as known. Utilizing the latter fact, 

however, the.equations in Figure 4a can be rewritten as an inhomogeneous 

set of linear equations in terms of the N - N_ unknown nodal points for 

the interior of the scattering region. The choice of a linearly independent 

set of boundary conditions generates. v . -ieB of equations like Figure (4b) 

with different inhomogeneous terms. This is illustrated in Figure (4c) 

which is ultimately solved to yield scattering information. The H - EU 

matrix in Figure (4c) is banded with a width related to the connectivity of 

the nodal elements and the order.of the interpolating polynomial. 
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III. Application to H + H? Colllnear Reactive Scattering 

As a test of the above formalism, reactive calculations were performed 

for H + H2 on the Porter-Karplus surface. Details of this calculation are 

in the literature3 and the results are shown as the points labelled + in 

Figure 5. The other curves and points are various close coupling calculations. 

The finite element results are quite good, but more important was the 

behavior observed concerning the inclusion of closed channels in the boundary 

region. It was found that the finite element calculations did not change 

regardless of whether closed channels were Included in the outer region. In 

contrast to this result, conventional close coupling on this problem has 

required the use of closed channels to achieve conversion. This behavior 

points out that the finite element wavefunctions inherently include an 

arbitrary number of open and closed channels in the interior region of 

importance. This is achie'.->d by not explicitly attempting an eigenfunction 

expansion as discussed in Section I. 

IV. Higher Dimensional Problems 

Problems other than collinear scattering will inherently involve more 

than two coordinates. There are basically two ways to proceed. 

1. A single partial differential equation in all 
coordinates. 

2. Coupled partial differential equations in fewer 
coordinates. 

The same trade-offs discussed in Section I are involved in deciding which 

of these two is optimal for a particular class of problems. At this stage 
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the outcome of this competition is not entirely clear, but the nature of 

the trade-off is best illustrated by a few examples. Considering co-planar 

atom-diatom scattering there is a total of six coordinates from which two 

are subtracted for conservation of center of mass motion and one for 

conservation of angular momentum. This leaves a total of three independent 

coordinates such that the Schrodinger equation could be treated as a 

single three coordinate partial differential equation. An alternative would 

be to expaid the angular dependence in a basis and treat coupled two 

coordinate partial differential equations. 

The critical need to reduce the Schrodinger equation to its minimum 

number of independent coordinates is most clearly i-lustrated in atom-

diatom three dimensional scattering. In this case there should be four 

independent coordinates taking into account the conservation relations. It 

is a trivial matter to remove the conservation of center of mass motion. 

However, the reduction associated with the conservation of angular momentum 

is not a trivial exercise. In normal close coupling this question is a 

moot point since the conservation of angular momentum is explicitly built 

into the choice of basis functions. The problem now concerns finding how 

conservation of angular momentum manifests itself in the partial differ­

ential operator. This nroblem is very similar to that arising in classical 

mechanics where conservation of angular momentum is often most conveniently 

treated in the action-angle formulation. We have found it expedient to 

proceed in a similar fashion in the quantum case, and this results in the 

following Hamlltonian operator 
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+ p |^. ^ cotY |_ + C S C 2 Y ffl2](_^ + ^ 

- 0 2 - keH» x f [ ^ + cotyOM-1)] + to"1*" x f ^ - cot T (a- l ) ] | / U 2 

(22) 

where R is the distance between the atom-diatomic, r is the diatomic 

vibrational coordinate and y is the angle between r and R. The particular 

operators of interest in this equation are 

l J f f i = [A2 J(J + 1) - 0(0 + l)]h 

where 

K = I*2 J(J + D -0(0 + 1)]" (23) 

0 = 1*-|- (24) 

and q is conjugate to the projection of J on the body fixed axis R. 

The operator in Eq.(23) is a square root differential operator which is 

rather unusual in dealing with the Schrodinger equation. Nevertheless it 

is well behaved and it can be shown that this Harailtonian will yield the 

usual coupled scattering equations upon expanding the wavefunction in an 

appropriate basis. The numerical treatment of the square root operators 

raises some interesting problems which must be tackled. This type of 

operator most clearly illustrates the basic differences between the finite 
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difference and finite element methods. The finite difference approach 

would inherently require some sort of discretization of the operator 

while the finite element method can leave the operator in tact.1* 

Finally, perhaps the most powerful use of finite element theory may 

come from its combination with conventional close coupling methods. As 

illustrated above by the H + H 2 problem, the finite element approach 

inherently includes closed chanu?ls which can be significant in the region 

where the particles are at short range. In the asymptotic and near 

asymptotic regions on the other hand, the close coupling method is very 

efficient since the equations are nearly diagonal. Therefore, it is 

suggestive that an optimal procedure could best utilize the strong points 

of both close coupling and the finite element method. This approach is a 

topic of future research, but its schematic illustration is shown in 

Figure 6. 

V. Conclusion 

In summary, the finite element method appears to have a viable role 

in tackling certain classes of molecular dynamics problems. In particular, 

reactive scattering, including dissociation, seems to be the most attrac­

tive field for application. In this case, since no global basis function 

expansions are made, the complexities associated with choosing a coordinate 

system (e.g., natural collision coordinates, etc) are no longer a problem. 

Although finite element theory is not new to the engineering sciences, it 

is a new approach in molecular dynamics. Much work needs to be done to 

develop and optimally utilize its potential in this new area. 
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Fig. 1. Two possible local finite element geometries. 
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Fig. 2. A typical'discretization of the two dimensional space for a 

collinear reactive scattering problem. The numbering is 

associated with the nodes and elements. 
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Fig. 3. The cartesian and local oblique coordinate system for an arbitrary 
triangular element. 
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Fig. 4. Schematic of the finite element representation of the Schrodinger 
equation. N is the total number of nodal points, and N R is the 
number of boundary nodes. 
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Flg. 5. Comparison of finite element (+) transition probabilities with 

close coupling ( , , o, •) for the H + H 2 reactive system. 
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Flg. 6. A schematic representation of how the finite element and close 

coupling methods could be combined into an overall hybrid schenie. 
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TEST PROBLEMS 
FOR 

THE NRCC WORKSHOP ON 
ALGORITHMS AND COMPUTER CODES FOR 

ATOMIC AND MOLECULAR QUANTUM SCATTERING THEORY 
Lowell D. Thomas 

NRCC, Lawrence Berkeley Laboratory 
Berkeley, Ca. 94720 

I. Introduction 
One of the principal objectives of this workshop is to identify which 

of the existing computer codes for solving sets of coupled Schroedinger 
equations perform most efficiently and on which types of scattering problems. 
To do this in an unbiased fashion, it will be necessary for the different 
codes to solve the same pro^enis, using the same potential energy programs, 
on the same computer.and with roughly the same accuracy. To this end, 
several test problems have been prepared and these will be discussed below. 

These test problems have been chosen based on discussions which were 
held during a planning meeting at Salt Lake City, Utah, February 23-24, 1979, 
and further discussions at the workshop itself at Argonne, June 25-27, 1979. 
It was agreed that the problems should be realistic, three-dimensional 
problems, employing ab initio potentials if possible. It was also decided 
to use only non-reactive collision problems. Since the chief purpose here 
is to study the performance of the coupled equations codes, there is no 
necessity for adding the other complications of reactive collisions. The 
parameters to be varied are: 

1) the number of channels, 
2) the number of closed channels, 
3) the collision energy, and 
4) the radial range of the potential. 
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With these considerations ii: mind, three chemical systems, He-Hg, Li(+)-C0 
and electron-N-, have been selected and a variety of tests for each devised 
to vary the above mentioned parameters over representative ranges. For each 
system, four basis ssts were chosen to give N, the number «f channels, in 
the range 2 to 32. J, the Local angular momentum quantum number, is fixed 
for all four basis sets, and chosen so that the impact parameter is small. 
The number of closed channels is varied at the same time as the energy. 
That is, when the energy is low, many channels are closed. When it is high 
most or all are open. Low energy can be defined by requiring the wave length 
to be roughly the same as the range of the strong interaction region. High 
energy can be defined by requiring the wave length to be one-fifth of the 
low energy wave length. 

The calculation of the potential energy matrices for these tests has 
been programed in a fashion which is hopefully flexible enough to be used 
by all of the codes without undue modification. The most serious omission 
is, I believe, the exclusion of a curve crossing problem. This is largely 
due to the finite computing resources available to the workshop. 

II. Description of the Tests 
Test 1 
Test 1 is the rotational and vibrational excitation of H 2 by He impact. 

An accurate CI potential is available which includes all of the nuclear 
degrees of freedom, and converged quantum calculations of the inelastic 
transition probabilities have been done [1]. This is currently the only 
chemical system which has been this thoroughly studied, and hence is a good 
representation of the state of the art. 
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The potential energy function is first expanded in Legerdre polynomials, 

V(x,r,e) = z VA(x,r) Px(co?3) , (1) 

where x, r, and e are the H • H vibrational, He-H- radial,and He-H. angular 
coordinates, respectively. The Legendre coefficients are then written in a 
separable expansion, 

V*-p> = I V x ) V r ) • ( 2 ) 

Matrix elements of the Q-terms between H„ vibrational wave functions are 

A X p(nj, n'j') =<nj|Q ) i u(x)|n ,j') . (3) 

Matrix elements of the Legendre polynomials between coupled spherical 

hamonics are 

FX(U, J V ; J ) = <j«J|PA(cose)|d*a*J > • W 

Therefore, defining the G-coefficients, 

GA( ](nJ£, n ' j ' £ ' ) = A A j i (nJ ,n ' j ' ) * F j j j i , j V ; 0) , (5) 

we have the desired matrix elements, 

V r ) - <n 1 J 1 i 1 |Vvx . r . e ) | n J J J « J > 

= g Vv ' iV V J V x V r ) • ( 6 ) 

The A-coefficients were computed with the formula 
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A (nj.n'j1) = l Cv D v (nj.n'j1) , (7) 

where the Q-functions have been expanded in powers of the H-H displacement 
from the equilibrium position, x 

V x ) - j C ( x - x « ) V - (8) 

The constants, C^ , were taken from Ref. 1. The D-coefficients are then 
the matrix elements of (v-x ) v between the Ho vibrational wave functions 

Dv(nj,n'j') =<nj|(x-x e) v|n'j' > . (9) 

These matrix elements were evaluated numerically using exact numerical 
wave functions for the Kolos-Wolniewicz H, potential [2]. 

The four basis sets chosen are shown in Table 1. These give 2, 8, 18, 
and 28 channel problems, respectii ly. The total angular momentum quantum 
number, J, is equal to 4 for all the basis sets. When H 2 is in its ground 
state and the relative kinetic energy is E = .0224 a.u., this corresponds 
'co an impact parameter of b = .38 a.u. At this energy the wave length is 
.6 a.u. which corresponds rougtily to 5 wave lengths in the strong interac­
tion region. For this system only the high energy E = .0224 is used. For 
the lower energy corresponding to one wave length in the strong interaction 
region, there are no open vibrational states of H,. 

Test 2 
Test 2 is designed to test the codes against a long-range potential. 

T. problem is the rotational excitation of a rigid rotor CO molecule by 
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Li(+) impact. This system was chosen because the charge-dipole and 
-2 -3 -quadrapole interactions lead to r and r dependence in the off diagonal 

potential matrix elements and because an analytic fit is available to a 
configuration-interaction potential energy surface [3]. 

Using the above criteria for low and high energy leads to0.000079 a.u. 
and0.00195 a.u., respectively. Fixing the impact parameter at b=4 leads to 
J=5 for the lower energy and J=25 for the higher. Four basis sets were 
chosen for each energy. An attempt was made to keep the basis sets realistic, 
much as one might do in a convergence test. However, because of the close 
spacing of the CO rotational energy levels, it has not been possible to 
retain all of the open channels. Therefore, a type of decoupled l-dominant 
decoupling scheme [4] was employed. The basis sets are shown in Tables 2 
and 3. For E= 0.0000779, all channels with j > 2 are closed. For E =0.0019:-, 
only the channel with j =15 is closed. 

The interaction potential is expanded i> -r>dre polynomials 

V(r,e) = I V x(r) PA(cose) , (10) 

where r and e are the radial and angular Li(+)-C0 coordinants, respectively. 
Matrix elements of the Legendre polynomials, P.(cose), between coupled 
spherical harmonics are jiven by Eq. (4). The potential energy matrix 
elements are then given by 
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Test 3 
This is a test of the codes against a short-ranqe potential. The 

problem is identical to that of test 2, except that tne integration range 
is 0 < r < 7 . That is, the Integration is to be stopped and an S-matrix 
computed by matching to spherical Bessel functions, at r=7.0. 

This artificial truncation of the potential is a slight contradiction 
of our intention to use only realistic test problems. However, the numerical 
difficulties of integrating the coupled equations are so drastically dif­
ferent for the interior and exterior regions of the potential that this 
truncation is justified in order to identify those codes which perform best 
on the interior region. 

Test 4 
Electron-molecule scattering is physically quite different from atom-

molecule scattering because of the extreme differences in mass as well as 
because of the exchange problem arising from having identical particles in 
the system. It is therefore worthwhile to exercise the codes on an electron 
scattering problem, since it may well be that the same codes are not the 
best for electron- or for atom-molecule scattering. 

Onda and Truhlar [5] have constructed a potential for electron-Np 
scattering which features a local approximation to the exchange potential and 
an asymptotically correct long-range polarization potential. The potential 
has been expanded in Legendre polynomials as for test 2, and spline fits 
made to the radial coeffici-nts. Since the local approximation to the 
exchange potential is energy dependent, this particular potential energy 
matrix is only meaningful when used at 30 eVfrelative kinetic energy 
when N- is in its ground rotational state). The four basis sets are shown 
in Table 4. 
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Table 1. Basis sets for test one. n, j, and Jl refer to the vibrational, 
rotational angular momentum, and orbital angular momentum quantum 
numbers, respectively. # 1s a serial count of the channels. 

n i l # n j * # n j £ # n j t * levels ( 3 

0 0 4 1 

1 0 4 

0 0 4 1 0 0 4 1 0 0 4 1 0.0 
2 2 2 2 2 2 2 2 2 .001616 
4 3 4 3 4 3 
6 4 6 4 6 4 

4 0 5 4 0 5 .005329 
2 6 2 6 
4 7 4 7 
6 8 6 8 
8 9 8 9 

6 2 10 6 2 10 .011009 
4 11 4 11 
6 12 6 12 
8 13 8 13 
10 14 10 

8 4 
6 
8 
10 
12 

14 
15 
16 
17 
18 
19 

.018473 

1 0 4 5 1 0 4 15 1 0 4 20 .018971 
2 2 6 2 2 16 2 2 21 .020506 
4 7 4 17 4 22 
6 8 6 18 6 

4 0 
2 
4 
6 
8 

23 
24 
25 
26 
27 
28 

.024034 

Total # 2 8 18 28 
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Table £. Basis sets for tests 2 and 3 at.E = .000079 a.u. and J=5. j and 
£ are the rotational and orbital angular momentum quantum numbers, 
respectively. The arrows indicate that all channels down to that 
point are included in the basis set. 

Basis sets 
1 2 3 4 

Target energy 
levels (a.u.) 

0 5 
1 4 6 
2 3 5 7 
3 2 f 6 8 
4 1 3 5 7 9 
5 0 2 4 6 8 10 
6 1 3 5 7 9 11 

0 
76-5 
28-5 
06-4 
76-4 
64-4 

3.70-4 

Total # 3 6 15 27 

Table 3. Basis sets for tests 2 and 3 at E = .00195 a.u. and J=25. j and «, 
are the rotational and orbital angular momentum quantum numbers, 
respectively. The arrows indicate that all channels down to that 
point are included in the basis set. 

Basis sets Target .nergy 
levels (a.u.) 

0 25 
1 24 26 
2 23 25 27 
3 22 24 26 28 
4 21 23 25 27 29 
5 20 22 24 26 
6 19 21 23 
7 18 20 
8 17 
9 16 

10 15 
11 14 
12 13 
13 12 
14 11 
15 10 

0.0 
1.76-5 
5.28-5 
1.06-4 
1.76-4 
64-4 
.70-4 
33-4 
33-4 
92-4 
68-4 
16-3 
37-3 
60-3 
84-3 
11-3 

Total # 10 22 32 
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Table 4. Basis sets for test 4 at E = 1.1025 a.u. and J=5. j and a 
are the rotational and orbital angular momentum quantum numbers, 
respectively. The arrows ii.dicate that all channels down to that 
point are included in the basis set. 

Basis sets Target energy 
levels (a.u.) 

0 5 
2 3 5 7 
4 1 3 5 7 9 
6 1 3 5 7 9 11 
8 3 5 7 9 11 13 

10 5 7 911 13 15 

1 0.0 
5.46-5 
1.82-4 
3.82-4 
6.56-4 
1.00-3 

Total 15 21 27 
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A VARIABLE INTERVAL VARIABLE STEP METHOD 
FOR THE SOLUTION OF LINEAR SECOND ORDER 

COUPLED DIFFERENTIAL EQUATIONS* 
Gregory A. Parker, Thomas G. Schmalz, 

and John C. Light 
The James Franck Institute and The Department of Chemistry 

The University of Chicago, 
Chicago, Illinois 60637 

The usual quantum mechanical formulations of scattering 
as well as many bound state problems lead to a set of coupled 
linear second order differential equations. This set of 
differential equations can conveniently be written in matrix 
notation as 

where A is the identity matrix, k is a matrix of wavevectors. 
andJV(R) is the potential energy. Numerous methods have been 
developed to obtain the solution matrix, Ii(R), to these equations 
which approach the problem from a variety of directions. Most 
current methods can be categorized in several ways. For example, 
we can divide them according to whether the basis is fixed (dia-
batic) or is transformed during the calculation (quasi-adiab^tic), 
whether t!>e stepsize algorithm is dependent on the variation of 
the solution matrix or the potential matrix, or whether the 
solution is propagated .cross an elementary interval as a 
diagonal or full matrix. Each approach, whether De Vogeleare,1^ ' 

This research was supported by DOE under Contract ER-78-S-02-4908. 
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Numerovy Airy function propagationyintegral equations, or R-
matrix propagationTias certain advantages for particular types 
of problems, depending on the potential, the number of channels, 
the number of energies to ba run, etc. 

Although it is obvious that one algorithm will not be 
optimum for all problems, we have tried, in this paper, to 
combine some of the most successful features of several of 
these methods into a single new method. This new method 
can be considered either as a generalization of such 

single interval methods as distorted wave Born approximation 
(DWBA)*- •'or infinite order sudden plus perturbation corrections 
(IOS)'- ' -TO cases in which more than one interval (over the range 
of R) is required for numerical accuracy; or a generalization of 
the Gordon, ' Magnus, •* or R-matrix*- •" diagonalization methods 
to mucu higher accuracy (via perturbation theory); or finally, a 
generalization of the Sams and Kouril ' integral equation method 
to include both a quasi-adiabatif. (re-diagonalized) basis and 
analytic perturbations to the local Green's function solution. 

The success of this method, particularly for large numbers 
of channels and energiesj is based on the reduction of the numt-ir 
of matrix operations required foT accurate solutions. Since a 
change of basis requires two matrix multiplications, a stabiliza­
tion of the solution matrix requires about one, and a diagonaliz-
tion about 5/3, one wants to use a fixed basis over as large an 
interval as possible. On the other hand a basis for which the 
residual (after transformation) interaction matrix (RIM) contains 
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large diagonal and off-diagonal elements (after a short distance) 
will require frequent perturbation evaluations (anN process) and 
frequent recoupling of the solution matrix (equivalent to at 
least two matrix multiplications). 

Thus the method presented in this paper attempts (and we 
believe succeeds) in balancing these factors to obtain an 
algorithm which reduces markedly the number of matrix (multipli­
cation) operations while not increasing the number of steps 
required. This is accomplished by using standard techniques 

in ways that are innovative in several respects. First, the 
intervals over which a fixed basis (without stabilization) is 
used are large. Within each interval first order perturbative 
corrections to the zero order solutions are evaluated. In the 
limit of one interval only, the solution reduces to IOS plus 
perturbative corrections or DWBA (or something else) depending on 
the basis chosen. Second, since for many problems the diagonal 
elements of the residual interaction matrices (RIM's) change 
faster (and become larger) across an interval than the off-
diagonal elements, analytic approximations to the solutions of 
the diagonal elements of the RIM's are generated for a number 
of steps (one or more) within the interval. Finally, the 
remaining perturbations (both diagonal aws.y from the center of 
the steps and off-diagonal) are evaluated and summed over steps 
to give the overall perturbation over the interval. These 
are then used in an integral equation formalism to evaluate the 
solution and derivative matrices at the end of the interval. 
These are stabilized and propagated by the R-matrix (inverse 
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log derivative) evaluation at the interval boundary and then 
joined across interval boundaries by the transformation matrices 
(since different bases are used in each interval). 

Accuracy is maintained by controlling both the step size 
and interval size dynamically as the calculation is done at the 
first (lowest) energy. Since the potential diagonalizations 
need not be repeated at other energies, the transformation 
matrices, RIM's, etc., are saved for subsequent calculations. 
In the following,we discuss first the formal solution in an 
interval and its propagation across the interval boundaries 
within the framework of integral equations and R-matrix 
evaluation- We then discuss the evaluation of the perturbatively 
corrected solution over the steps within the interval, and the 
step size and interval size algorithms used. In the final 
section we give the results of an application to the standard 
nine channel rigid rotor problem of Lester and Bernstein.^ ' A 
few speculative com.nents follow. 

Intervals 
We begin by dividing the range of interest into a series 

of intervals. For each interval i the solution matrix is 
transformed to a new basis by an orthogonal transformation T-
with the solution/gi (/;) ir. the new basis given by 

x;i» "^ ~ (2) 

Thu transformation matrix JT. is determined by diagonalizing 
the interaction 
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where £. is an estimate of the midpoint of the interval (the 
actual interval that is taken may be several times larger than 
the predicted interval length). The transformed set of equations 
for interval i are then 

/ [^ TK^^W^IG^/D^O - (4) 
where 

Yfttu^jflg-ywlii (S) 

At the end of each interval an jR-matrix jl. in the local basis 
is determined from the transformed wavefunctj.on and its 
derivative evaluated at the end of the interval, ft., by solving 
the following set of linear equations: 

Since we may multiply the wavefunction by any arbitrary constant, 
we solve (6) by right nultiplying J3- (̂.) by [C5.(yy] thus making 
the wavefunction numerically equal to R, and its derivative the 
unit matrix. As shown later this saves 2N /3operations/interval, 
where N is the number of coupled differential equations, while 
automatically stabilizing the solution for closed channels. 

Expressing the interaction matrix JW- in terms of a diagonal 
reference potential W 1 ~ (to be defined later) we have 

r Tet "• J 
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[ii, + V Y ^ » ] &<*>=,& <*>&<#. c7) 
where P.(fl) is the difference between the reference potential 
and the interaction matrix 

j >iW = fe£<'»- ^ ( R ) • (8) 
With the use of Green's functions1 Jor equivalently variation 

(12") of parameters1 Jthe set of differential equations (7) can be 
reexpressed in terms of integral equations as 

C 9) 

where g, and g, aTe any two linearly independent solutions of 
the homogeneous reference equation 

# (B)i 

and A and B are constants to be fixed by the boundary conditions 
for the interval, the predicted length of the interval being Jl. . 

Since an equation like (9 ) can be set up in each interval, 
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using different reference solutions g^ and g,, the solution to 
the whole problem can be built up by using the known solutions 
for interval i-1 to fix the constants in the solution for 
interval i. After having solved Eq. (7) in the last interval, 
continuity of the wavefunction and its derivative require that 

I = pHi -*L'2)A -f £i«i -Jti'VB • ( 1 2 ) 

If we take g? to be the solution in interval i which is zero at 
K--J(./2 and normalize g, t o insure a unit wronskian, Eq. ( 9) 
will assume the form ^ 

R (13) 
; .. i- aid | -

\-Ajz 

where 

and 

transforms the R-matrix of the last interval into the new basis. 
By choosing the reference potential equal to the centrifugal 

file:///-Ajz
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term 

r*f (i6) 
and having T- be the identity matrix Eq. (13) can be made 

(4) identical to that given by Sams and Kouri except that they 
begin with purely regular boundary conditions since they are 
giving the solution for the whole problem rather than just 
one interval. Sams and Kouri then use a numerical quadrature 
to propagate the solution. 

If the interval is sufficiently small and a good reference 
potential is chosen we can solve Eq. (13) by perturbation theory, 
and use 

§>> = £(«>+ &<">&£ ( 1 7 ) 

for G- on the righthand side of Eq. (13). We then obtain a 
perturbatively corrected wavefunction over the interval 

(18) 

r* • 
where /• R 

(19) 

(20) 

a-jii/z 
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and 

hrJUx C 2 1 ) 

The derivative of the wavefuncticn is 

f / !' T- -D «/</ C22) 

which is easily verified by direct differention of Eq. (18). 
By writing Eqs. (18) and (22) in the forn 

t-l (25) 

,/,/ ^ W - ffa +A^'(R)~t[fk + Affa]sl° 
(24) 

where 

4 £(11) = f,\K)I2l<*>- f^Zn^ • (25) 

A ^ « = f / W X.^*> -$1(R)Z,2IK) f ( 2 6 } 



-181-

and 

A fyL'(R) = iff/?) X2ltlO-^tit)XulR) . (27) 

4 £t W = $/<« ̂ ^ " ft*)**!** • (28) 
we can use the perturbative corrections •dg1, 4gi, 4g*', and 

1 * x 

A g^' to control the size of the interval. We terminate the 
interval whenever the maximum of any of the perturbative 
corrections is greater than some tolerance TOFF 

TOFF> MAxlAtfjAf', ,*$,', 4$?]. ( 2 9 ) 

As mentioned before, calculating an R-matrix at the jnd of 
each of the intervals saves 2N"V3 operations which is easily 
seen from Eqs. (23) and (24). Calculating an R-matrix via a 

3 3 
linear equation solver requires 4X /3 operations; however, 2N 
operations are saved by not having matrix multiplications with 

Ag-. and Ag.' (due to renormalization of the wavefunction 
to unit derivative at the end of each interval), resulting in 
a net savings of 2N /3 operations. The total number of matrix 
operations/interval is S 1/3 determined as follows: 

3 i) 2N from transforming the R-matrix into a new basis 
[Eq. (14)], 

i i ) 2N from m u l t i p l i c a t i o n of A gl. and Ag*< by R. 

[Eqs. (23 -24) ] , and 
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iii) 4N /3 for determination of the R-matrix [Eq. (6)]. 

The number of matrix operations/interval can be reduced to 4 
5/6 by symmetrizing the R-matrix in each interval since only 

3 3/2 N operations are then required to transform the symmetrized 
R-matrix. The lack of symmetry in the R-matrix is a direct 
result of the perturbative corrections which in general are not 
symmetric (and thus do not conserve flux). However, by keeping 
the perturbative corrections small the R-matrix is nearly 
symmetric. 

The number of matrix operations given above assumed that 
the diagonalizations and energy independent transformations 
were already computed and stored ready for use. For the first 
energy there are an additional 2 2/3 N 3 operations/interval 
determined as follows: 

3 i) 5N /3 for diagonalization of Eq. (3), and 
ii) N for the calculation of the interval to interval 

transformation matrix [Eq. (15)]. 

Steps 
To propagate across each interval we may of course simply 

choose a reference potential and evaluate Eqs. (18) and (22). 
However, we can improve the accuracy of the solution by 
subdividing the intervals into steps where for each step, s, 
the interaction matrix W.(R) is expanded in a Taylor series 
about the midpoint R. and terms through quadratic are retained: 
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(30) 

where A . is a diagonal matrix 1,5 

h<s)*k 1 ^ w ^ > ^ /^ C31) 

(32) 

and h is the length of the step. For a reference potential JW1 -
we use A, _ which is constant over the step but not constant 
within an interval. The solutions of the homogeneous equations 
within each step are simply a linear combination of sines and 
cosines, 

' ' ?)= OL^ .Cir, > : _ JO + h, Cos. A, r/> 
(33) 

.LS 

where & = A" - ft - h /2 for open channels and hyperbolic sines 
and cosines 
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qf(R) = asSi*hX^/> +^c*shk,s/> ( S 5 ) 

0®=- CS Slnh^sf 4JsC*sh*l,y? (36) 
\ , s 

for closed channels, with the requirement that the wronskian 

be a unit matrix. The coefficients a . b . c , and d are 
s' s' s' s 

obtained by requiring that the homogeneous solutions g?' s and 
i s ns 

gi' be continuous across the steps giving (/? ' ~T~ ~ ̂ s-l + 

hs-1. T -) 

*s= $'*'{ Rs-hsU) (38) 

,l,S-\ 
k= f? <Rs-hs/2) C39) 

t ' S ' 1 . - I / \ (40) <=s= f/ (ns-hs/z) 

4= £*~'tris-hsti) (41) 
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For the first step in each interval the coefficients are 
determined by the definition of gJ and g* used in the 
interval to interval matching: 

J2i = £i=Q • 

(42) 

(43) 

The integrals in Eqs. (19-21) can now be expressed in terras 
of the homogeneous solutions over each step as 

,Rs+hs/Z 

S Rs-hs/z 

(44) 

hr^ 
>?.A>nsh 

j #'(*) pjrtftr \*)<JR . 

'%-hs/z 
(45) 

and 

>Rjhs/2 

*zz 
Rs-hs/2 

(46) 
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Since the g j , s and gi' s are simply sums o£ sines and cosines 
(or hyperbolic sines and cosines) and P-(R) is a polynomial 
the integrals can be evaluated analytically. The step size 
is controlled by keeping the perturbative corrections to the 
step less than TDIAG for the diagonal elements and 
MAX (0.5*TOFF,TDIAG) for the off-diagonal elements. With the 
choice of reference potential used here there are no error 
terms with less than h dependence in either the diagonal or 
off-diagonal perturbation elements. Other reference potentials 
could also be used (i.e., linear^ ' or quadratic) leading to 
more accurate unperturbed solutions gi' s and gi' 3- However, 
The analytic evaluation of all the matrix elements in Eqs. (44-

46) is not known for most solutions and, since the number of 
2 operations within each step is proportional to N , whereas the 
3 number of operations/interval is proportional to N , increasing 

the number of steps slightly has little effect on the overall 
computational time. In addition the sines and cosines are 
rapidly evaluated on computers while other solutions (e.g., airy 
functions'- •*) may require significantly more effort for theiT 
evaluation. 

For the first energy the potential and its first and second 
derivatives must be transformed to the local basis giving a 

3 3 
total of 9N /2 operations/step (3/2 N operations/transformation 
since the potential energy matrices are assumed symmetric). For 
subsequent energies there are no N type operations at each 
step since the number of operations for the evaluation of the 

2 perturbation integrals Eqs. (44-46) is proportional to N . 
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Shown in Table I is the number of matrix operations/interval 
for the first and subsequent energy runs, where one sees that 
the ratio of the number of operations for a subsequent to the 
first energy is 0.56 or less depending on the number of steps/ 
interval. 

If there is no off-diagonal coupling, increasing the 
number of steps and/or intervals will converge the solution to 
the exact result. When there is off-diagonal coupling we have 
to increase the number of intervals to converge the solution 
to the exact result. Since within each interval we have formed 
distorted wave solutions*' •* in the T. basis for that interval, 
increasing the number of steps alone will only converge to an 
approximate solution. There are two interesting limits for an 
approximate solution with one interval over the entire range 
of interest. First, if T, is the identity matrix then the 
resulting solution is the distorted wave approximation which 
is a good approximation when the ir£-diagonal coupling is small. 
This is often the case for vibrational and electronic transi­
tions. Secondly, if T, is the transformation which diagonalizes 
the potential without centrifugal and kinetic energy terms, the 

(7 8 ̂  resulting solution is the infinite order sudden (IOS) l ' ' 

solution plus perturbative corrections. The IOS solution has 
been shown to be a good approximation when the relative kinetic 
energy is large compared to the relative spacings of the wave-
vectors as is often the case in rotational transitions. When 
two intervals are taken,the program is essentially doing an 
IOS plus perturbative corrections at short distances and a 
distorted wave approximation at large distances. As the number 
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of intervals is increased the results converge to the exact 
coupled channel solution. 

Application 
In order to determine the rate of convergence and accuracy 

of our method we used the rigid rotor problem of Lester and 
Bernstein. *• •* Although the parameters of this problem are not 
physically meaningful it is .one for which accurate solutions 
are known. ̂ ' • ' For completeness the parameters used are as 
follows: total angular momentum J=8, with rotational states 
j=0,2,4, rotational constant B=.202652 x 10 a.u., relative 
kinetic energy E=.75994S i 10 " a.u., reduced mass _/*• = 
.66984935 a.m.u. x 1822.828 a.u./a.m.u., anisotropy parameter 
a 2~0.4, and finally the well depth and well position of the 
Lennard-Jones potential are, respectively, £=.50663 x 10 a.u., 
r =6.35716 a . All integrations started at 4.60 a.u. and ended 
at 80.0 a.u. Our transition probabilities P(j & < — j' J?') for 
the 9 state rotational problem rounded to six significant figures 
are given in Tablell. 

In Fig. 1 we have a plot of the root mean square error 

r,»j.y.= 

4*4* 
(47) 

of the transition probability vs. the average number of steps/ 
interval. One sees that the results converge for roughly 8 steps/ 
interval and t.'.at the convergence is uniform. 

In Fig. 2,we have a plot of the root mean square error in 
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the transition probability vs. the number of matrix operations 
(assumed second energy). The solid curve is the result with 
no perturbative corrections and 1 step/interval which is exactly 
equivalent to the R-matrix recursion method of Walker and 
Light,'••' where one sees that the rate of convergence is neither 
rapid nor uniform. A conversion factor of 3 1/3 matrix 
operations/interval was used. The dashed curve is the result 
with 1 step/interval plus perturbative corrections using a 
conversion factor of 5 1/3 matrix operations/interval. The 
rate of convergence has been improved as well as the uniformity 
of convergence over the unperturbed R-matrix results. The 
dotted curve is the result obtained from our method with 
TOFF = 8*TDIAG. There were an average of 4.2 steps/interval 
and the conversion factor for the number of matrix operations/ 
interval was (5 1/3 + ^ number of steps/interval). The curve 
shows a dramatic increase in the convergence rate over both 
the unperturbed R-matrix results and the results using only 
1 step/interval. 

Speculations 
Although the results shown in Fig. 2 demonstrate that this 

approach succeeds admirably in increasing the accuracy while 
reducing the number of matrix operations for this problem, 
nothing is perfect, and we may speculate on the effort required 
to produce further improvements. The presert method has a 
large overhead at the first energy (primarily in transforming 
the potential and derivative matrices at each step). In 
common with all other quasi-adiabatic basis methods it must also 
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take small intervals where the potential matrix is rapidly 
varying, even in the non-classical regions. 

This suggests two changes in the algorithm, one trivial, 
the second less so. To reduce the potential transformation 
overhead at the first energy, it would probably be advantageous 
to evaluate the Taylor series expansion of the potential at 
fewer points than at every step. One requires that the 
potential matrix be accurately represented at each step but the 
current practice of evaluating and transforming V*- , V1- •*, 
V*- •• at each step, requiring 4.S N matrix multiplications per 
interval at the first energy may be overkill. 

The second problem, small steps and intervals in (typically) 
the non-classical repulsive region, might be overcome by the 
use of a different sort of algorithm. In this region the 
potentials are typically varying more rapidly than the wave-
functions, and a high order numerical (non-propagation) 

(2) 
method would seem advantageous. Since the renormalized Numerov 
is high order and only 2 matrix inversions per step and produces 
the log derivative matrix (JR ' ) , a hybrid using these two 
methods would seem to be optimal. Alternatively, a standard 
integral equation integrator using only trapezoidal (or Simpson's) 
rule could be used on a fixed basis, requiriig only one matrix 
multiplication per step. However, since these :re both true 
hybrid modifications of the present method with ancther, we 
present only t.iese speculations here. 
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Steps/in +e-rva ' 

lO 

Fig. 1. Root mean square error (eq. 47) of the transition proba­
bility versus the number of steps/interval for TOFF = .512. 
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Fig. 2. Root mean square error (eq. 47) of the transition proba­
bility versus the number of matrix operations (assumed second 
energy) for the Lester-Bernstein rotational problem (Ref. 10). 
Solid curve ( ) : without perturbative corrections (3 1/3 matrix 
operations/interval) equivalent to the R-matrix propagation method 
(Ref. S). Dashed curve ( —) : current method 1 step/interval 
(5 1/3 matrix operations/interval). Dotted curve (• • • •) current 
method with an average of 4 steps/interval, TOFF = 8*TDIAG (5 1/3 
matrix operations/interval + §• number of steps/interval) . 
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I 

Matrix Operations Interval 
Number of 

Steps/Interval 
1st 

Energy 
Subsequent 
Energies 

Ratio 

1 9.S 5.33 0.56. 
2 11.0 5.33 0.48 
5 12.S 5.33 0.43 
4 14.0 5.33 0.38 
5 1S.S 5.33 0.34 
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TABLE II 

Lester Bernstein rigid rotor rotational problem. 
(See text for dstails.) 

Transition Probabilities 

j I 
4 
4 

2 
6 

4 
6 

4 
2 
4 
0 
2 
4 
2 
4 
4 

4 
6 
6 
8 
8 
8 

10 
10 
12 

0.60SS14 
0.281756 
0.593056C-1) 
0.226829(-l) 
0.2016S1(-1) 
0.729668(-2) 
0.2375S6(-2) 
0.803347(-3) 
0.101578(-3) 

0.281756 
0.315523 
0.742543(-l) 
0.171931 
0.961616(-1) 
0.1S9411(-1) 
0.3719S3(-1) 
0.66S197(-2) 
0.255516(-2) 

0.593056(-l) 
0.742543C-1) 
0.692690 
0.1S9442(-1) 
0.316285C-1) 
0.115317 
0.2046181-2) 
0.8628641-2) 
0.185634(-3) 

i 
I 

0 
8 

2 
8 

4 
8 

4 
2 
4 
0 
2 
4 
2 
4 
4 

4 
6 
6 
8 
8 
8 

10 
10 
12 

0.226829(-l) 
0.171931 
0.159442(-1) 
0.384656 
0.133936 
0.159S47(-1) 
0.207964 
0.180190C-1) 
0.289113(-1) 

0.201651(-1) 
0.961616(-1) 
0.316285(-1) 
0.133936 
0.433751 
0.107687 
0.661537(-1) 
0.971295(-1) 
0.135875(-1) 

0.729668C-2) 
0.159411C-1) 
0.115317 
0.159547C-1) 
0.107687 
0.656834 
0.469303C-2) 
0.752400C-1) 
0.103665C-2) 

j £ 
2 

10 
4 
10 

4 
12 

4 
2 
4 
0 
2 
4 
2 
4 
4 

4 
6 
6 
8 
8 
8 

10 
10 
12 

0.237556C-2) 
0.371953(-1) 
0.204618(-2) 
0.207964 
0.661537(-1) 
0.469303(-2) 
0.342219 
0.314856(-1) 
0.305868 

0.805347(-3) 
0.66S197(-2) 
0.862864(-2) 
0.1S0190C-1) 
0.971295(-1) 
0.752400(-l) 
0.314856(-1) 
0.749201 
0.1iS106(-l) 

0.101578C-3) 
0.255516(-2) 
0.185634(-3) 
0.289113C-1) 
0.133875(-1) 
0.103665(-2) 
0.305868 
0.128106(-1) 
0.635143 



-197-
Table II (Continued). Real Part of the S-matrix 

4 
6 
6 
8 
I 
8 
10 
10 
12 

4 4 
2 6 
4 6 
0 8 
2 8 
4 8 
2 10 
4 10 
4 12 

4 4 
2 6 
4 6 
0 8 
2 8 
4 8 
2 10 
4 10 
4 12 

4 
4 

,528309 
.528565 
227472 
104741 
778045(-l) 
UlSll(-l) 
195871(-1) 
208697(-l) 

-0.998008(-2) 

0 
8 

0.104741 
0.120203 
119976 
526697(-l) 
296390 
119123 
4S1322 
534475(-l) 
924876(-l) 

2 
10 

0.195871(-1) 
0.144675 
0.415927(-1) 
" 451322 
238758 
158431(-1) 
360917 
177006 
157255 

2 
6 

.528565 

.497361 

.252315 

.120203 

.202571(-1) 

.112659 

.144675 
-0.811259C-1) 
-0.4S0312(-1) 

-0. 
-0. 
-0. 
0. 
0. 
-0. 
0. 

2 
8 

0.77804SC-1) 
0.202571(-1) 
0.636897(-l) 

296390 
452396C-1) 
176317 
2387S8 
305490 
322-',96(-l) 

4 
10 

0.20S697(-1) 
0.811259(-1) 

918147C-1) 
534475(-l) 
305490 
211871 
177006 
232537 
9375S5(-1) 

4 
6 

0.227472 
-0.252315 
-0.573729 
0.119976 
-0.636897( -1) 0.116215 
-0.415927( -1) 
0.918147( -1) 
0.423519( -2) 

4 
8 

0.111511( -1) 
-0.112659 
0.116215 
0.119123 
0.176317 
-0.725772 
-0.158431(--1) •0.211871 
0.145718(- 1) 

4 
12 

0.998008(-•2) 
0.450312(-1) 
0.423519(-2) 
0.924876(-1) 
0.3224;6(-1) 
0.145718C-1) 
0.157255 
0.937S55(-1) 
0.750511 
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Table II (Continued) Imaginary Part of the S-aatrix 

3 t 
4 
4 

2 
6 

4 
6 

4 
2 
4 
0 
2 
4 
2 
4 
4 

4 
6 
6 
8 
8 
8 

10 
10 
12 

-0.S71317 
0.487372(-l) 
0.869S90(-1) 
0.108223 
-0.118792 
0.846896C-1) 
-0.446308(-l) 
0.191782(-1) 
-0.140572(-2) 

0.487372(-l) 
-0.257208 
0.102915 
0.396841 
-0.309437 
0.570000C-1) 
-0.127532 
0.100277(-1) 
-0.229641(-1) 

0.869590(-l) 
0.102915 
-0.602931 
0.393689(-l) 
0.166048 
-0.319078 
-0.177829(-1) 
-0.140959(-1) 
0.129498(-1) 

J 
I 

0 
8 

2 
8 

4 
8 

4 
2 
4 
0 
2 
4 
2 
4 
4 

4 
6 
6 
8 
8 
8 

10 
10 
12 

0.108223 
0.396841 
0.393689(-l) 
0.617966 
0.214684 
-0.4200S4C-1) 
-0.6S3609(-1) 
-0.123136 
-0.142679 

-0.118792 
-0.309437 
0.166048 
0.214684 
0.657042 
0.276765 
-0.956467(-l) 
0.616904(-1) 
0.111119 

0.846896(-l) 
0.570000(-l) 
-0.319078 
-0.420054(-l) 
0.276765 
0.360679 
0.66648!i(-l) 
-0.174215 
-0.287109,- .) 

J & 
2 

10 
4 
10 

4 
12 

4 
2 
4 
0 
2 
4 
2 
4 
4 

4 
6 
6 
8 
8 
8 

10 
10 
12 

-0.446308(-l) 
-0.12753Z 
-0.177829(-1) 
-0.653609(-l) 
-0.9S6467(-1) 
0.66648S(-1) 
0.460388 
0.124333(-1) 
-0.550225 

0.191782(-1) 
0.100277(-1) 
-0.140959(-1) 
-0.123136 
0.616904(-1) 
-0.174215 
0.124333(-1) 
0.833743 
0.634071(-1) 

-0.140572(-2) 
-0.229641(-1) 
0.129498C-1) 
-0.142679" 
0.111119 
-0.287109(-1) 
-0.530225 
0.634071(-1) 
-0.268099 
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INTEGRAL EQUATIONS METHOOS 
FOR INELASTIC SCATTERING 

Don Secrest and Kelly McLenlthan 
School of Chemical Sciences 
University of Illinois 
Urbana Illinois 61801 

Integral Equation Methods 

We may for the purposes of this discussion start with the radial 

Schrodinger equation in some appropriate reduced units, 

( d _ M**li + k2) f ( R ) . I V(R) f(R) (1) 
dR' R* ' il i' II' PI 

Of course here the subscripts are compound subscripts which depend on 

the system being studied. The matrix V is the potential matrix for the 

problem and f(R) is the channel radial wavefunction which must vanish at 
PI 

the origin. The differential equation, Eq. (1), can be cast into the 
form of an Inhomogeneous equation by partitioning the radial wavefunction 

Into an incoming wave and a scattered wave 

f(R) »u(k.R) 6., + g(R). (2) 
II l ' " il 

Here u.Ck.R) Is the regular Riccati Bessel function which satisfies the 

left hand side of Eq. (1) equal to zero. Substituting Eq. (2> into Eq. (I) 

one obtains 
2 

( d . iU+ll + k2, Q (lO-J V(R)f(R) (3) 
dR* R* ' " i1 IP PI 

This Inliomogeneous equation may be converted Into an Integral equation 

through the use of a Green's function to give 

» u (k.R<)v.(k.R>) 
g( R) . J *• ' , i ., ' I v(R') F(R')dR' . (*) 
II o Cl P IP 1 • I 
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Here v„(kR) Is another solution of the left hand side of Eq. (1) set equal 

to zei*o. The only requirement on this solution is that it be independent 

of u„. It Is chosen for computational convenience. The constant C. 

Is the Vronskian of these two solutions to the homogeneous equations. 

The R < and R > are the lesser and greater of R and R' respectively. 

Using Eq. (2) we now may write 

» u B(k.R )v„(k R ) 
f(R)= u.(k.R) 6,T + r * ' J" ' J V(R')f(R')dR' (5) 
II * ' U o Ci I' ii" i'l 

This may now be reduced to a Voltera equation by breaking the integral into 

two parts 

R u (k H')v.(k.R) 
f(R) = u.fkjR) 6 . , + P " • ' * • ' — I V(R') f lR')dR' 

I T - * ' I 1 ^ **; ( i i i i i i T I I O I i ' I I I I 

» u.(k,R)v.(k.R') ( 6 ) 

+ T " r 1 V . - . t R ' j F C R O d R ' 
•ft C l i ' " i ' l 

We may write the third term on the right hand size of Eq. (6) as the 

integral from zero to infinity minus the Integra.. from zero to R giving 

R u (k R')v (k.R)-u (k.R)v (k.R1) 
f(R) = u ^ R ) « + J ' » x 
II o I 

(7) 

I V(R')f(R')dR' + u-(K.R) r *' ' X V(R')F(R')dR' 
I" i'l I'l X ' o *•[ I' ii' i'l 

» v^kjR 1) 

The last integral in Eq. (7) is a constant which may be determined at the 

end of the integration. 

It is of Importance to note that the Kernel at R'=R is zero. Thus, 

If the Integral Is replaced by a numerical quadrature and integration 

proceeds toward large R the new point is always given in t*..'~% of previous 

points only. 
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It is convenient to rewrite Eq. (7) in a form more amenable to numerical 

solution, 

f(R) - v (k.R)T(R) - u (k.R)Q(R) (8) 
II * ' II * * II 

V(R)f(R) 

i l I' c i 

where 

and 

T(R) - f u (k.R') G(R') dR' (10) 
il o * ' il 

Q(R) = j V . ( K , R ' ) G(R')dR' - J v
£(k,R') G(R>)dR' - 6.. (II) 

II o II o il ' 

The quadratures in Eq. (10) and (11) may be replaced by Newton»Cotes type 

integration formulas and Eq. (8) then given F(R) on the equally spaced 
II 

set of points R . 

f(R ) = » ( k « ] T(R ) - u,(k R ) Q(R ) (12) 

where 

T l ? n ) " T ! i W + % Jp ^ W » * l k i V j V ( , 3 ) 

and 

-1 . 
Q(R 
I 
R ) - Q(R ,) + f w j G(R .̂  ) vAk.R .J_) (14) 
I" II n" J p=l p il"" J p n" J p 
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Here w: is the p-th weight for a j point integration formula. Notice 

the last point Is not used. It would cancel In any case when T and Q are 

substituted Into Eq. (12). 

From Eq. (11) one sees that as R approaches infinity Q(R) must 
II 

approach -6, T. This would clearly happen if the proper value of 0.(R) 
f l II 

were used initially. Since we do not know how to pick Q Initially we start 

the problem with a matrix formed from a complete set of linearly independent 

Q.. vectors and then recombine them at the end of the integration to 

obtain the desired asymptotic form. This gives us of course all initial 

states at the same total energy whether we want them or not. Ue have usually 

started by choosing Q - -I, the diagonal matrix with -I on the diagonal. 

This integration technique is usually used for problems with a strong repul­

sive potential near the origin. In this case it is not necessary to start 

the integration at the origin. It is usually started well into the non-

classical region with the starting point determined experimentally. The 

exact starting point is unimportant as the result does not depend on 

where one starts as long as it is far enough into the nonclassical region. 

The experimenting is necessary only to avoid wasting computer time Integrat­

ing in the nonclassical region when it would serve just as well to start 

farther out. As the radial wavefunction f decays rapidly in the nonclass-

Ical region we take for the initial value of the T matrix the zero matrix. 

In principle any order integration formula may be used. My group has 

studied all of the Newton-Coates formulas up to order $. We have found 

that beyond the Simpson rule the higher order formulas are more time consuming 

for the same precision in the answer. The Simpson's rule is faster than 

trapezoid rule in that It allows much larger steps for the same accuracy. 
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It tends to be unstable for potentials with a long range interaction 

however. The trapezoid rule is the most versatile. 

Using the trapezoid rule Eq. (13) and (ill) become 

T(R ) = T(R ,) + h G(Rn .) u„(k.Rn .) (15) 
il n 'iln ' iln ' "• ' n ' 

Q(Rn) - Q(Rn •) + h G(Rn .) v.(k.Rn .) (16) 
•jn !T IT 

For Simpson's rule we use 

and 

T(R ) = T(R ) + V3h G(R ) U.Jk.R^ .) (17) 
, rn rin-l ^n-l £ i n-1 

Q(Rn) = Q(R„.,) + V3h G(Rn ,) v,(k.Rn ,) (18) 
*T IT IT 

T(RJ = T(R„ ,) + 2/3h G(Rn ,)u.,(k.Rn .) (19) 
ijFi .• n-2 .jn-1 Jc i n-l 

Q(R„! - Q(R ,) +2/3hG(R ,)v,(k.Rn .) (20) 
! Tn . Tn-z iin*l * i n-l II il U 

For the next step the roles of the barred and unbarred T and Q_ are 

interchanged. 

As was mentioned earlier u. for open channels is a Riccati spherical 

Bessel function, 

u£(z) = zj£(z) (21) 

we chose 

v„(z) = zn.(z) (22) 
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a Riccati spherical Neumann function. This gives us real equations to 

solve. For the closed channels we would like to choose the modified 

Riccati Bessei functions for complex argument, but we are in the end 

interested in the S matrix. We chose the Neumann function for v, to 

obtain real equation. A Hankel function is more appropriate for S matrix 

boundary conditions and inthe c'osed channels it may be chosen real. This 

is more convenient as the Hankel functionfor closed channels is a pure 

decaying exponential and thus has better numerical properties than the 

Neumann function which is a combination of a growing and a decaying 

exponential. For strongly closed channels the modified Bessei function grows 

and the Hankel function decays rapidly and we get into trouble with over­

flow and underflow quickly. Thus in order to avoid this we multiply 

the Bessei function by e and the modified Hankel function by e which 

keep them a reasonable magnitude. Thus for closed channels we choo'^ 

u^z) - izj£(iz)e"Z (23) 

and 

vA(z) = izh+(iz)ez. (24) 

Of course the closed channel 0. and T will be modified by a constant. 

Furthermore the constant is different at each point in the integration. 
k.h -k,h 

Thus the closed channel Q and T must be multiplied by e and e 
advance the constant to the next step. With these choices of v- the 

constant C in Eqs. Ct-7) and (9) is-|k.|. 

Ending the integration is very simple. One sees from Eq. (8) thst 

asymptotically 
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f(RK v(k.R) T - u (k.R) Q (25) 
IIR-M ' il * ' il 

To obtain the proper boundary condition we multiply this equation from 

the left by -JJ." to obtain 

S ' - T Q " 1 (26) 

The R matrix is obtained from R_ by 

R = k~ , / 2 5 k , / 2 (27) 

where J< is a diagonal matrix with the channel wavenumbers on the diagonal. 

The S-matrix is obtained from 

S_ = U. + iR) U - iR)"' (28) 

where we use only the open channel portion of A in Eq. (28). If we had used 

Neumann functions in the closed channels it would have been necessary to 

use the entire R matrix in Eq. (28), but as the closed channels were already 

treated using S matrix boundary conditions only the open channels of the 

R matrix should be used to compute the open channel S matrix. 

In the early part of the calculation, in the nonclassical repulsive 

region of the interaction potential the radial wavefunction for each 

channel is a growing exponential as integration is carried toward large R. 

Since the integration was started with an arbitrary Q matrix each channel 

is a mixture of all channels. Thus the roost rapidly growing channel will 

tend to dominate ".ach column of the Q matrix and the matrix will tend to 

become singular. To overcome this difficulty It is necessary from time to 
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time to form linear combinations of the columns of Q which are Hnearly 

independent. It is only necessary to do this a few times during a cal­

culation. Since it need not be done often there is no need to do it in 

the most efficient way. A simple approach is to multiply Eq. (12) from the 

right by minus the inverse of the Q. matrix thus resetting Q to minus a 

unit matrix and replacing J_ by JL of Eq. (26). This is convenient since it 

requires no further programming. Eq. (26) must be evaluated at the end 

of the program In any case. The points in the calculation at which this 

stabilization must be performed are determined experimentally. As a rule 

of thumb the first stabilization is done after a few integration steps. Each 

succeeding stabilization is done after approximately 5 times as many steps 

as the previous until the Integration emerges from the nonclassical region. 

At this point It is usually possible to drop closed channels. After 

emerging from the nonclassical region, if closed channels are dropped, it is 

not necessary to stabilize any longer. 

A listing of the program is given in the appendix. 
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APPENDIX 

PROGRAM NRCC(INFOT,OtiriOT,TAfE50,TAra5»DOTn',TAPE&<Xn,POT) 
REAL EK(50) ,MK(50) ,PU(50) ,PV(50) ,ER(58) ,DI(50) ,ELEV(50) ,V(2500) , 

1 A(300) ,R(S0,50) ,T<50,50) ,G(50,50) ,P(50,50) ,K(50,50) 
COMPLEX Q(50,50),S(50,50),KDEL 
INTEGER LQ(50) ,JQ(50) ,NSTAB(100) ,9IB,DRP,CIC 
LOGICAL STAB,KSEE,DRDP 
DATA ID,IDX,lC,NSTEP,lBTABI/53,300,0,0,-1/ 

C 
C THIS PROGRAM PERFORMS AN EXACT CLOSE-COUPLING MOLECULAR SCATTERING 
C CALCULATION FOR UP TO ID COUPLED CHANNELS BY THE METHOD OF SAMS AND 
C KOURI AND DEVELOPED BY OTHERS. THE SYSTEM OF COUPLED INTEGRAL EQUATIONS 
C IS SOLVED USING THE TRAPEZOID RULE. 
C 
C STABILIZATIONS 
C ONE CAN CBOOSE TO APPLY STABILIZING TRANSFORMATIONS DURING THE NUMERICAL 
C INTEGRATION BY SETTING THE LOGICAL VARIABLE STAB TO .TRUE. AT EXECUTION 
C TIME. A LIST OF STABILIZATION POINTS MUST THEN BE INPUT BY STEP NUMBER. 
C ONE CAN CBOOSE TO LOOK AT THE REACTANCE MATRIX AT EACH OF THESE POINTS 
C BY SETTING THE LOGICAL VARIABLE KSEE TO .TRUE. AT EXECUTION TIME. 
C 
C DROPPING CLOSED CHANNELS 
C CLOSED CHANNELS CAN BE DELETED AFTER A CERTAIN POINT IN THE INTEGRATION 
C BY SETTING THE LOGICAL VARIABLE DROP TO .TRUE. AT EXECUTION TIME. THE 
C STEP NUMBER OF THE POINT AFTER HHICH CLOSED CHANNELS ARE TO BE NEGLECTED 
C MUST THEN BE READ. 
C 
C WRITTEN BY KELLY MCLENTTHAM (JUNE, 1979) . 
C 

CALL SECOND (Tl) 
ASSIGN 66 TO STB 
ASSIGN 90 TO DRP 

C 
C DATA INPUT 
C 

READ(5,1000)STAB,KSEE,DROP,XBEG,XEND,STEP 
NTOTAMFIX ((XEND-XBEG) /STEP+fl.5) 
IF(.!CT.STAB)GO TO 10 
READ(5,1010)NSST 
DO 5 I-1,NSST 

5 READ(5,1010)NSTAB(I) 
ASSIGS 55 TO STB 
NSTABMJSTAB(l) 

10 IF(.K3T.DROP)Q0 TO 15 
READ(5,1010)NSDR 
ASSIQJ 89 TO DRP 

C 
C COMPUTE BASIS SET (ENERGY LEVELS, QUANTUM NUMBERS, AND WAVE VECTORS) 
C 

15 CALL FOT(E,XBEG,W,V,CP,WK,4,1,0,ICOUNT) 
CALL Lr3T(NQNO,XMU,JQ,LQ,ELEV) 



c - 2 0 9 " 
C COUNT OPEN/CUBED CEftNNELS 
C 

DO 20 I-l,NQNO 
WEK^flCd) 
IF (WEK.CD.0.0)00 TO 20 
N0PE*0PE-1 
WEK—WEK 

20 EK(I)*SC*T(WEK) 
ASSIGN 63 TO CLC 
IF (NOPE.EQ.NCHO) ASSIGN 75 TO CLC 

C 
C DATA OUTPUT 
C 

WRnE(6,2000)E,XMU,lOK),bOPErtKtKH«H;,XBEG,XEND,S,rEP,HrOTAL 
IF(.NOT.STAB)QO TO 30 
WRITE (6,2010 )NSST 
DO 25 I-1,N3ST 

25 WRITE(6,2020)NSTAB(I),ffiEG«BTAB(I)*STEP 
30 IF(.NOT.DROP.OR.NOPE.BQ.N010)GO TO 35 

WRITE (6,2030)NSDR 
35 WRITE(6,2040) 

DO 40 I=1,NQN0 
40 WRnE(6,2050)I,JQ(I) fLQ(I),ELEV(I),WK(I),EK(I) 

C 
C PROGRAM INITIALIZATION 
C 

CALL ZEROZ(R,ID*Na») 
CALL ZERDZ(T,ID*Na») 
LUP=0 
DO 50 I=1,N3N0 
LUP=MAX0(LUP,LQ(I)) 
IF(I.L5.N0PE)G0 TO 45 
DR (I) -EXP (EK (I) *STEP) 
DT(I)=1.0/bR(I) 
GO TO 50 

45 DR(I)=DT(I)=1.0 
50 R(I,I)=1.0 

X=XBEG 
JMU2«2.0*XMU 
SX2-STEP*XMU2 
IL0=N0PE+1 
IST-1 

C 
C BEGIN NUMERICAL INTEGRATION (TRAPEZOID RULE) 
C 
C STABILIZATION TEST 
C 

GO TO STB(55,60) 
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55 IF(NSTEP.BCt.NSTABI)GD TO 95 
C 
C COMPUTE BESSEL FJHCTIONS 
C 

60 CALL BESSEL(PU,PV,EK,LQ,X,SrEP,NDPE,NC,A,1.0,IDX) 
GO TO CLC(63,75) 

63 DO 70 I-ILO,NQ» 
DO 65 J - l , N Q O 
R(I ,J) -DR(I)*R(I ,J) 

65 T(I ,J ) -DT(I )*T(I ,J ) 
Z-EK(I)*X 
CALL HSBESJ(Z,IXIP,A,1.0,IDX) 
PU(I)-Z*A(LQ(I)+1) 
CALL MSBESH(Z,LUPfA,1.0,IDX) 

70 PV<I)-Z*A(LQ(I)-M) 
C 
C CONTINUE NUMERICAL INTEGRATION 
C 

75 DO 80 J«1,OTP 
DO 80 I«1,NTP 

80 G(I ,J ) -PU(I)*R(I ,J ) -PV(I)*T(I ,J ) 
CALL POT(E,X,W,V,CP,WK,2,2,0,ICOUNT) 
DO 82 J-1,NTP 
ED 82 I«1,OTP 
IM-I-NQSO 
SUMH9.0 
DO 81 M«1,NH> 
IM-ItttNQHO 

81 SUM>SUKW(IM)*G(M,J) 
82 P(I,J)-SUM 

DO 85 I»1,NTP 
TT-SX2/EK(I) 
TU»PU(I)*TT 
TV*PV{I)*TT 
DO 85 J-1,NTP 
T ( I , J) *T ( I , J) +P ( I , J) *TU 

85 R(I ,J ) -R(I ,J )+P(I ,J )*TV 
C 
C DROP CLOSED CHANNELS 
C 

GO TO I»P(89,90) 
89 IF(NSTEP.NE.NSDR)GO TO 90 

OTP^OPE 
ASSIGN 90 TO DRP 
ASSIGS 75 TO CLC 

90 NSTEP=NSTEP+1 
X-XBEG4KSTEP*STEP 
IF(NSTEP.IE.NTOTAL)GO TO STB<55,60) 

C 
C END NUMERICAL INTEGRATION 
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M3TEP1TO0TAL 
X-XBEG-HJTOIAL*SrEP 
STAB».FALSE. 

C 
C STABILIZATION AND TERMINAL REACTANCE MATRIX COMKHATION 
C 

95 IST=IST+1 
IF(IST.OT.NSST)GO TO 97 
NSTABI»NSTAB(IST) 
00 TO 98 

97 ASSIQJ 60 TO STB 
98 CALL LINSYR(R,T,NTP,ID) 

DO 100 J«1,OTP 
SQEKJ*1.0/SQKT (EK(J)) 
DO 100 I=1,NTP 

100 K(I,J)=-SQHT(EK(I))*T(I,J)*SOJEKJ 
IF(.NOT.STAB)GO TO 110 
CALL ZER0Z(R,1D*NQND) 
DO 105 I=1,NTP 

105 .->(I,I)=1.0 
C 
C OUTPUT REACTANCE MATRIX 
C 

IF(.N0T.KSEE)O0 TO 115 
110 WRITE(6,2060)NSTEP,X 

CALL MATPR(K,JQ,IQ,OTP,ID) 
115 IF(STAB)G0 TO 60 

C 
C COMPUTATION OF SCATTERING MATRIX 
C 

DO 120 J=1,N0PE 
DO 120 1=1,NOPE 
KDEL=(0.0,0.0) 
IF{I.EQ.J)KDEL=(1.0,0.0) 
S{I,J)=KDEL+(0.0,1.0)*K(I,J) 

120 Q(I,J)=KDEL-(0.0,1.0)*K(I,J) 
CALL LDBOT(Q,S,K)PE,ID) 
WRITE{6,2070) 
CALL MATPC(S,JQ,LQ,M)PE,ID) 

C 
C COMPUTATION OF TRANSITION PROBABILITIES 
C 

WRITE(6,2080) 
DO 125 J=1,N0PE 
SUH=0.0 
DO 125 I=1,N0PE 
TPROB=iS ( I ,J ) *CONJG (S ( I ,J ) ) 
SM^roHTPRDB 
WRITE(6,2090)JQ{J),LQ(J),JQ(I),LQ(I),TPROB 
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125 IF(I.EQ.K)PE)WRITE(6,2100)SUM 
CALL SECOND (T2) 
WRITE(6,2110)T2-T1 

C 
C I/O FORMAT STATEMENTS 
C 
C INPUT FORMATS 
C 

1000 FORMAT(3L1,3E10.0) 
1010 FORMAT(I5) 

C 
C OUTPUT FORMATS 
C 

2000 FORMAT(41X,|TOTAL ENERGY*,20X,1PE14.7,« HARTREE*/41X,#SXSTEM t , 
1 #REDUCED MASSf,13X,lFEl4.7,t ELECTRON MASSESt/41X,tTOTAL NUMBER* 
2 , # OF CHANNELS#,5X,I5/54X,*OPEN*,12X,I5/54X,*CLOSED#,10X,I5/#0*, 
3 14X,*NUMERICAL INTEGRATION 
4 41X,*STOP*,24X,F11.4,8X,*BOHR*/41X>*STEP SIZE#,19X,F11.4,8X, 
5 *BOHR*/41X,*TOTAL STEPS*,16X,17} 

2010 FOKMAT(41X,*STABILIZATIONS#,16X,I4/56X,#STEP#,6X,*CCORDINATE *, 
1 *{BOHR)#) 

2020 FORMAT(55X,I5,3X,F11.4) 
2030 FORMAT(41X,*DROP CLOSED CHANNELS, STEP*,3X,I5) 
2040 FORMAT(#-*,56X,*BASIS SET INFCflMATION*/#0#r32X,#ItiDEX*,5X,*J*,6X 

1 ,*L*,8X,*E(J)*,11X,*K(J)**2*,12X,*K(J)#/* ») 
2050 FORMAT(34X,I3,4X,I3,4X,I3,3X,lPE14.7,3X,lPE14.7,3X,lPfS14.7) 
2060 FORMAT (#0 REACTANCE MATRIX AT STEP * , I 6 , t , X »#,F11.4) 
2070 FORMAT (#- OPEN CHANNEL SCATTERING MATRIX*) 
2080 FORMAT(*-*,29X,*INITIAL STATE*,4X,#FINAL STATE*,4X,*TRAN3ITION *, 

1 *PROBABILITy*,10X,*UNITARnY*/33X,*J*,5X,*L*,9X,*J*,5X,*L*) 
2090 FORMAT(32X,I2,3X,I3,8X,I2,3X,I3,10X,1PE14.7) 
2100 FOSMAT(#+t,90X,F14.ll) 
2110 FORMAT(*-*,40X,(CPU TIHE#,22X,F8.3,# SECONDS*) 

STOP 
END 
SUBROUTINE MMULT (A,B,M,N,L,C) 
REAL A(M,M) ,B(N,N) ,C(N,N) 

C 
C THIS SUBROUTINE PERFORMS THE MATRIX MULTIPLICATION C=ft*B, HHERE A HAS 
C BEEN GIViiW IN GENERAL COLUMN STORAGE (AS M COLUMNS, EACH COLUMN BEING 
C M ELEMENTS LONG). THE RESULT IS RETURNED IN C. 
C 

DO 2 J=1,L 
DO 2 I -1 ,L 
SUM=0.0 
DO 1 K-1,L 

1 SUM-SUM4A(I,K)*B(K,J) 
2 C(I,J)-SUM 

RETURN 
END 

http://F14.ll
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SUBRDOTINE MATPR(AfJ,L,ND,ID) 
DIMENSION A(ID,ID),J(ID),L(ID) 

C 
C THIS SUBROUTINE PRINTS REAL MATRIX A WITH COUPLED CHANNEL LABELS. 
C 

DO 3 IBEG«1,ND,7 
IEND-MIN0(IBEG46 ,ND) 
WRITE (6,1) 

1 FORMAT (3X,#J#,5X,#L#) 
WRITE{6,2)(J(ICOL),L(ICOL),ICOL-IBEGtIEND) 

2 FORMAT(#+#,15X,6(I2,3X,I3f9X),I2,3X,I3) 
DO 3 IROW«l,ND 

3 WRITE(6,4)J(IROW) ,L(IROW), (A(IROW,ICOL) ,ICOL-IBEG,IEND) 
4 F0RMAT(2X,I2,3X,I3,1X,7(2X,]PE15.8)) 
RETURN 
END 
SUBROUTINE MATPC(A,J,L,ND,ID) 
COMPLEX A (ID, ID) 
INTEGER J (ID), L (ID) 

C 
C THIS SUBROUTINE PRINTS COMPLEX MATRIX A WITH COUPLED CHANNEL LABELS AND 
C CLEARLY DISTINGUISHES ITS REAL AND IMAGINARY PARTS. 
C 

DO 4 IBBG«1,ND,7 
IEND-MIN0 (IBEG+6 ,ND) 
WRITE(6,1) 

1 FORMAT(#0 J#,5X,#L#) 
WRITE(6,2) (J(ICOL),L(ICOL),ICOL-IBEG,IEND) 

2 FORMAT(#+#,15X,6(I2,3X,I3,9X),I2,3X,I3) 
DO 4 IRCW-1,ND 
WRrrE(6,3)J(rR0W),L(IROW),(REAL(A(IROW,ICOL)),ICOI>IBEGrIEND) 

3 FOBMAT(#0 #,I2,3X,I3,1X,7(2X,1PE15.8)) 
4 WRITE(6,5)(AIMAG(A(IROW,ICOL)),ICOL-IBEG,IEND) 
5 P0RMAT(11X,7(2X,1PE15.8)) 

RETURN 
END 
SUBROUTINE SBESN (Z,IMAX,S,A,ID) 

C CALCULATES THE VARIOUS SPHERICAL BESSEL FUNCTIONS UP TO ORDER IMAX 
C WITH ARGUMENT Z 
C THE DEFINITIONS ARE THOSE OF MESSIAH, VOL. I , APPENDIX B. 

LOGICAL SBJ 
DIMENSION S(ID) 
DATA LUMAX/50/ 

C ID IS USED TO CHECK THAT NO OVERRUN OCCURS IN COMPUTING S; IF 
C OVERRUN OCCURS ERROR MESSAGE NUMBER 2 IS PRINTED OUT 
C 
C RETURNS THE SPHERICAL NEUMAN FUNCTION 
C S(L+1) - N(L;Z)/A**L 

S ( l ) = CCS(Z)/Z 
S(2) = (S ( l ) /Z + SIN(Z)/Z)/A 
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ATI - 1.0/<A*Z) 
AT2 - -1 .0 /A**2 
GO TO 150 

C 
ENTRY MSBESH 

C RETURNS THE MODIFIED SPHERICAL HANKEL FUNCTION 
C SJL+1) - H+(L;IZ)*I**(L+1)*EXP(Z)/A**L 

S ( l ) - 1.0/Z 
S(2) - (S( l )**2 + S ( 1 ) ) / A 
ATI - 1.0/(A*Z) 
AT2 - 1.0/A**2 

C COMPUTES THE SET OF FUNCTIONS BY UPWARD RECURSION FROM TBB 
C FIRST TWO 
150 LTEMP » LMAX + 1 

LP - 1 
DO 180 L-3.LTEMP 
LP - LP + 2 

180 S(L) " LP*S(L-1)*AT1 + S(L-2)*AT2 
RETURN 

C 
ENTRY SBESJ 

C RETURNS THE REGULAR SPHERICAL BESSEL FUNCTION 
C S(L+1) = J(L;Z)*A**L 

SI = SIN(Z)/Z 
ATI " 1.0/(A*Z) 
AT2 = -1 .0/A**2 
SBJ = .TRUE. 
GO TO 300 

C 
ENTRY HSBESJ 

C RETURNS THE MODIFIED SPHERICAL BESSEL FUNCTION 
C S(L+1) = J(L;IZ)*I**(-L)*EJ(P(-Z)*A**L 

ETZ = 0.0 
IF (Z .UT. 80.0) ETZ - EXP(-2.0*Z) 
SI = (1 .0 - ETZ)/(2.0*Z) 
ATI = 1.0/(A*Z) 
AT2 = 1.0/A**2 
SBJ = .FALSE. 

C TEST TO SEE IF DOWNWARD RECURSION IS FEASIBLE 
300 IF (Z.GT..LMAX.AND.SBJ) 00 TO 500 

PHAX = 1.0E8 
LP = 2*LMAX + 1 
PRD = LP/Z 
DO 310 L-2,I0MAX 
LP » LP + 2 
PRD = LP*PRD/Z 
IF (PRD .GE. PHAX) GO TO 320 

310 LOVER = L 
C 
C MUST USE UPWARD RECUSION 
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C 
IF (SBJ) GO TO 500 

315 S(l/ « SI 
S(2) - (1.0/(2.0*Z) - 1.0/(2.0*Z*Z) + ETZ*a.0/(2.0*Z) 

2 + 1.0/(2.0*Z*Z)))*A 
ATI - -A/Z 
AT2 - A*A 
GO TO 150 

C COMPUTE THE SET OF FUNCTIONS BY DOWNWARD RECURSION STARTING 
C WITH ARBITRARY HIGH ORDER VALUES 
320 LTOP - LHAX + LOVER + 1 0 

IF (LTOP .OT. ID) GO TO 700 
S(LTOP) - 0 . 0 
S(LTOP-l) - 1 . 0 E - 2 0 
LP » 2*LTOP - 1 
LLTOP » LTOP - 1 
DO 350 LL«2,LLTOP 
LP - LP -• 2 
L « LTOP - LL 

350 S(L) - LP*S(L+1)*AT1 + S(L+2)*AT2 
C NORMALIZE THE DESIRED FUNCTIONS TO THE PROPER VALUES 

SFAC - Sl/S(l) 
S (1) » SI 
LLMAX - LMAX + 1 
DO 380 L»2,LLMAX 

380 S(L) - S(L)*SFAC 
RETURN 

C DOWNWARD RECURSION IS NOT FEASIBLE SO INITIALIZE AND COMPUTE 
C BY UPWARD RECURSION. 

500 S(l) * SI 
S(2) = (SI - COS(Z))*A/Z 
ATI - A/Z 
AT2 = -A**2 
GO TO 150 

700 WRITE 2000 
WRITE 2001 Z LMAX A 

2000 FORMAT(#0*** ERROR'*** SEES *** ARRAY TOO SMALL*, 
2 # FOR DOWNWARD RECURSION*) 

2001 FORMAT (1H ,#ARG. «#,1PE23.15,# ORDER -#,110, 
S # FACTOR#,D23.15) 
STOP 
END 
SUBROUTINE BESSEL(PU,PV,EK,L,R>H,N,NC,SJ,A,ID) C 

C RETURNS THE SCALED RICATTI BESSEL FUNCTIONS. PU IS THE REGULAR 
C SOLUTION U*A**L, AND PV IS THE IRREGULAR SOLUTION, V*A**(-L), 
C WHERE A IS THE SCALING FACTOR DISCRIBED BELOW. 
C EK IS THE ARRAY OF WAVE NUMBERS (ONE ELEMENT PER CHANNEL). 
C L IS THE ARRAY OF ORBITAL ANGULAR MOMENTUM QUANTUM NUMBERS. 
C R IS THE RADIAL VARIABLE. 
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C H IS THE STEP-SIZE OP THE INTEGRATION (MUST REMAIN CONSTANT). 
C N IS THE NUMBER OF CHANNELS (OPEN CHANNELS ONLY) . 
C NC IS THE NUMBER OP STEPS SINCE SBESJ HAS CALLED (SET TO ZERO 
C BY CALLING PROGRAM FOR FIRST STEP ONLY; UPDATED INTERNALLY) 
C SJ IS A SCRATCH ARRAY FOR CALLING SBESJ AND SBESN. 
C A IS A SCALING FACTOR 
C ID IS THE DIMENSION OF SJ (NEEDED BY SBESJ) 
C 

REAL EK(1),PU(1),PV(1),SJ(1) 
REAL RU(40) ,RV(40) ,Q(40) ,RDN(40) ,RVN(40) ,EL(40) ,E(40) 
REAL PUL(40), PVL(40) 
INTEGER L(l) 
IF (N .LE. 40) GO TO 2 
WRITE 1000, N 

1000 FORMAT(#0BESSEL CALLED WITH N «#,I3,#. THIS IS LARGER THAN THE ARR 
1AYS IN BESSELt) 
STOP 

2 R2 - R**2 
NC «NC + 1 
IF(NC - 2) 1 ,11,101 

1 CONTINUE 
H2012 - H**2/12.0 
SM - 0 .0 
DO 5 I » 1,N 
E(I) - EK(I)**2 
EL(I) « L(I )* (L(I ) + 1) 
Z - R*EK(I) 
S - EL(I)/R2 - E(I) 
IF(S .QT. SM) SM • S 
T - 1.0 - H2012*S 
CALL SBESJ(Z,L(I),SJ,A,ID) 
PU(I) - SJ(L(I) + 1)*Z 
RU(I) = PU(I)*T 
CALL SBESN(Z,L(I) rSJ,A,ID) 
PV(I) - SJ(L(I) + 1)*Z 

5 RV(I) » PV(I)*T 
M - 100000 
IF(SM .OT. 0.0) M = 6.0/SQKTtSM)/H 
RETURN 

11 M - M - 1 
DO 15 I - 1,N 
Z - R*EK(I) 
T - 1.0 - H2012*(EL(I)/R2 - E ( D ) 
CALL SBESJ(Z,L(I) ,SJ,A,ID) 
PU(I) - SJ(L(I) + 1)*Z 
RUN(I) - PU(I)*T 
CALL SBESN(Z,L(I),SJ,A,ID) 
PV(I) - SJ(L(I) + 1)*Z 
RWJ(I) F PV(I)*T 
PUL(I) « PU(I) 
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PVL(I) - PV(I) 
15 Q(I) - 12 .0 - 10.0*T 

RETURN 
101 H - M - 1 

DO 100 I - 1,N 
SO - POL(I)*Q(I) - RO(I) 
SV - PVL(I)*Q(I) - RV(I) 
T - 1 .0 - H2012*(EL(I)/H2 - E ( D ) 
HJ(I) - SUA 
PV(I) - SV/T 
RD(I) - RUJ(I) 
RV (I) » RVN(I) 
RON ( I ) - SU 
RVN(I) = SV 
PUL(I) - PD(I) 
PVL(I) - PV(I) 

100 Q(I) » 12 .0 - 10.0*T 
IF(M . I E . 0) NC - 0 
RETURN 
END 
SUBROUTINE U6YR2(A,B,N,ID,NB1) 

C 
C SOLVES MATRIX EQUATION XA » B WHERE A,B,X ARE REAL N BY N 
C MATRICES 
C RESULT APPEARS IN B; A IS DESTROYED 
C ID IS THE DIMENSION GIVEN A,B IN THE CALLING PROGRAM 
C 
C NAME — LINSYR/IHSYR2 
C 
C c 
C THIS ROUTINE FUNCTIONS JUST AS BEFORE IF ENTRY LINSYR IS 
C USED. IF THE CALL IS THROUGH ENTRY USYR2, THE 
C B AND X MAY BE RECTANGULAR (NB1 BY N) MATRICES. 
C 
C c 

REAL A(ID,ID), B(ID,ID) 
NB - NB1 
CO TO 10 
ENTRY LINSYR 
NB = N 

10 CONTINUE 
NS - N - 1 
IF (NS .LE. 0) GO TO 300 
DO 200 1=1,IB 
IG = I + 1 
AT » A(I,I) 
DO 120 J»IG,N 

120 A(J,I) = A(J,I)/AT 
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CO 130 J«1,N3 
130 B(J,I) - B(J,I)/AT 

DO 150 K-1,N 
IF (K .EQ. I) GO TO 150 
AT - A{I,K) 
DO 140 L«IG,N 

140 A(L,K) - A(L,K) - A(L,I)*AT 
DO 145 L«1,NB 

145 B(L,K) - B(L,K) - B<L,I) *AT 
150 CONTINUE 
200 CONTINUE 

AT * A(N,N) 
DO 230 J-1,NB 

230 B(J,N) - B(J,N)/AT 
DO 250 K«1,N3 
AT » A(N,K) 
DO 250 L=1,NB 

250 B(L,K) = B(L,K) - B(L,N)*AT 
RETURN 

300 CONTINUE 
AT = A(l,l) 
DO 301 I-l.NB 

301 B(I,1) = B(I,1)/AT 
RETURN 
END 
SUBROUTINE LINSYT (A,B,N,ID) 

C SOLVES MATRIX EQUATION XA = B, WHERE A,B,X COMPLEX N BY N 
C MATRICES 
C RESULT APPEARS K B ; A IS DESTROYED 
C ID IS THE DIMENSION GIVEN A,B IN THE CALLING PROGRAM 

COMPLEX A (ID, ID) ,B (ID, ID) ,AT 
NS = N - 1 
IF (NS .IE. 0) GO TO 300 
DO .200 1=1 ,N3 
IG = I + 1 
AT = A(I,I) 
DO 120 J«IG,N 

120 A(J,I) = A(J,I)/«T 
DO 130 J=1,N 

130 B(J,I) = B(J,I)/AT 
DO 150 K=1,N 
IF (K .EQ. I) GO TO 150 
AT •> A(I,K) 
DO 140 L=IG,N 

140 A(L,K) = A(L,K) - A(L,I)*AT 
DO 145 L=1,N 

145 B(L,K) = B(L,K) - B(L,I) *AT 
150 CONTINUE 
200 CONTINUE 

AT - A(N,N) 
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DO 230 J-1,N 

230 B(J,N) - B<J,N)/KP 
DO 250 K«1,N3 
DO 250 L«1,N 
AT - A(N,W 

250 B(L,K) - B(L,K) - B(L,N)*ST 
REIDRH 

300 B(l,l) - B(1,1)A(1,1) 
RETURN 
END 
SUBROUTINE ZEROZ (Z,N) 

C 
C INITIALIZES TOE FIHST N STORAGE LOCATIONS OF REAL MATRIX Z 110 ZERO. 
C 

SEAL Z(N) 
DO 1 K - 1,K 

1 Z(K) • 0.0 
RETORH 
END 
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APPLICATIONS OF CLOSE COUPLING ALGORITHMS 
10 ELECTRON-ATOM, ELECTRON-MOLECULE, 

AND ATOM-MOLECULE SCATTERING 

Donald G. Truhlar, Nancy Mullaney Harvey, 
Kunizo Onda, and Haynard A. Brandt 

Department of Chemistry and Chemical Physics Program, 
University of Minnesota, Minneapolis, Minnesota 55455 

Abstract. We discuss some of the details of our implementation of the 

Numerov and R matrix propagation methods for close coupling calculations. 

We discuss some of the successes and problems we have had applying these 

and other methods In various applications, and we present some execution 

times for runs we made to compare various methods. 
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In this contribution, we summarize the procedures we currently use 

to solve close coupling equations for electron-atom, electron-molecule, 

and atom-molecule collisions, and we discuss some of our relevant past 

experiences in applying various numerical approaches to close coupling 

calculations. To facilitate comparison of these methods we also present 

some timing information which we gathered for this workshop. The numerical 

methods we compare here are the Numerov method, tht- piecewise analytic 

method of Gordon with linear reference potential, the integral equations 
17-23 algorithm of Sams and Kouri, and the R matrix propagation method of 

24-29 

Light and Walker with piecewise constant reference potential. 

In section II we introduce all four methods and discuss in detail 

our implementation of the Numerov and R matrix propagation methods. 

In section III we discuss applications of all four methods to elastic 

and vibrationally and rotationally inelastic electron scattering by N 

using anisotropic model potentials. Section IV gives applications to 

electronically inelastic electron scattering by H. Sections V and VI 

discuss vibrationally and rotationally inelastic atom-diatom scattering, 

respectively. 
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A. Introduction. For this workshop we have compiled some comments 

on our experiences with close coupling calculations of electron-molecule, 

electron-atom, and atom-molecule scattering. In this section we provide 

a detailed description *?f our implementation of the Numerov and R matrix 

propagation methods. We also briefly introduce the codes which we used 

to apply the piecewise analytic method and the Sams-Kouri method, and we 

comment on our timing studies and on our use of adiabatic basis functions. 

B. Numerov method. We have found the Nuraerov method to be convenient 

and reliable for many problems. Since the method is easy to apply, the 

computer program is relatively transparent and easy to modify and simple 

checks of convergence with respect to numerical parameters can be made. 

The Numerov method is a hybrid finite difference method applicable 

to any set of second-order linear differential equations containing no 

first derivatives. It is a sixth-order method, i.e., if h denotes the 

stepsize and f(r) denotes the exact solution of 

^ £ * = D(r)f(r) (1) 
dr 

h 6 d 6f then the leading term in the truncation error per step is yrjr — T 
dr r=r 

* 4 30 4 
whers r is some (generally unknown) point in the interval. Blatt 

has suggested that the Numerov method is "the method of choice for the 

integration of (1) because it is the highest-order method which is at the 

same time a three-point method." However, the cumulative error in the 
4 Numerov method is of order h , which is the same order as the ;iunge-Kutta 

5 31 32 
method which has an h truncation error per step. 
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33 Lester has pointed out a minor .disadvantage of the Numerov 

method, namely it requires different algorithms for doubling and halving 

the stepsize, respectively. For this reason, Lester chose the deVogelaere 
34 method, which is a variable stepsize method and requires only a single 

algorithm for changing the stepsize. Allison compared the regular Numerov, 
36 

iterative Numerov, and deVogelaere methods for a test case involving rota­
tional excitation in an atom-rigid-rotator collision, and he found the iter­
ative Mumerov method to be the fastest for a given precision. His tests 
are significant in that they were run on the same computer using computer 
codes written by the same autbcr thereby eliminating two of the major varia­
bles usually existing in such comparisons. He also compared his Numerov 

35 program to Gordon's program using the piecewise analytic method for the 

same test case, and he found for calculations of similar precision that the 

execution times were comparable for problems having as many as nine channels. 

Our program is based mainly on the work of Allison. Further development of 

the method has been carried out by Johnson who calls the resulting algorithm 
34 the renormalized Ncmerov method. As compared to the original matrix Numerov 

method, Johnson makes two transformations. The first eliminates one matrix 

multiplication and is identical to a transformation used by Allison. The 

method obtained after this transformation is called the regular Numerov 

method. Johnson's second tranformation is to define a ratio matrix 

(Y . Y is the notation used below). This does not change the amount of 

computation per step, but it does eliminate the need for stablizing trans­

formations. As discussed below, our program uses stablizing transformations 

but our experience has been that these have not required a great amount of 

computational effort. In the following general review of the numerical 
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technlques, we use Allison's equations wherever possible, but we change 

the notation somewhat to conform more closely with the notation used else­

where in this report. 

The set of N coupled second order differential equations to be solved 

•^{(r) - D(r)f(r) = 0 
dr 

with 

V r ) 
,2 *i('-i + 1> S.. + (2y/h )V..(r) 

(2) 

(3) 

We use the convention that A denotes a matrix with elements A . (The 

columns of A are denoted A.) Equation (2) is solved subject to the boundary 

conditions 

and 

f(0) = 0 

f(r) •>. S(r)P + C(r)Q 
r-x» 

W 

(5) 

v/hcre, for the case of all channels asymptotically open, 

S..(r) ^ k/* 6., sin(k.r - 'sH.ir) ij i ij 
and 

(6) 

C..(r) •x. k. ' 6. . cos(k.r - 'IjJl.iO 

A subblock R of the reactance matrix is then given as 

R = QP _ 1 

37 

(7) 

(8) 

This method of asymptotic analysis is easily generalized to the case where 

some channels are closed. 
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It is interesting to note that f(r), is not unique, i.e., for any non-

singular matrix G, f(r)G satisfies the eqs. (2), (4), and (5) if f(r) does. 

However, R is given in terms of the f(r)G solution as 

K = (QG)(PG)""1 = QGG - 1?" 1 = QP" 1 (9) 

and is the same as for the f(r) solution. Since P is required, the columns 

of f(r) must be linearly independent. Furthermore, any set of N linearly 

independent linear combinations of the columns of f(r) is an equally valid 

set of solution vectors satisfying, (2), (4), and (5). 

We use the notation x = x(r ) where x is any matrix and r is a grid -n - IT - n ° 
point, and we let the stepsize between grid points be h = r _ - r . At 

a given point, the approximate solution f ._ to (2) is calculated from D(r) 
~n+l 

evaluated at the equally spaced points r ., r , and r _-, respectively, 

and from f and f - as ~n -n-1 

<* " 12 W ? „ + l = <2* + i f h \ n n ~ CI - n ? n - l > S n - l < 1 0 > 

y2 
F = - ^ D ( I D 

and 

Then (10) may be rewritten as 

Y L 1 = 2Y - 12F f - Y , (13) 
-n+1 "n -n-n -n-1 

with 
£-n*l" ̂ W ^ n + l ^ 
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We refer to (13) and (14) together as the "regular" Numerov method. 

In an attempt to speed up the calculation of (I + F ,,) Allison pro-
-n+1 

posed the following iterative method of calculating f .. Let d(r) and 

A(r) be defined to have elements given by 

and 

d i j ( r ) = F i i < r ) 6ij ( i 5 ) 

2 N 

i ± j(r) = -(h^/12) Z V i k(r)f k j(r) (16) 

so 

F(r)f(r) - d(r)f(r) - A(r) (17) 

Putting (17) at r into (13) yields 

Y , . = 2Y„ + 12(A - d f ) - Y , (18) 
-n+1 - n -r. -n-n -n-1 

and putting (17) at r into (12) and solving for f , yields formally n+1 - n+1 

*n+l " <* + W " [?n+1 + Vl] ( 1 9 ) 

Since d(r) is a diagonal matrix the evaluation of (I + d .) is trivial. 

But A on the right-side of (19) depends on f so Allison proposed using 
38 

Gauss-Seidel iteration to converge (19) at the current grid point before 
using (18) for the next grid point, i.e., 

In+l " l l m ?n+l ( 2 0 ) 

m-xo 

for T(r) - f(r) or A(r). 

The GausB-Seidel iteration procedure is a method for finding the solution 

x to the system of linear algebraic equations 
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Ax - b (21) 

where A, x, and b are N x N matrices. First one makes the replacement 

A = W - U - L (22) 

where W is a diagonal matrix, U is a strictly upper triangular matrix, and 
L is a strictly lower triangular matrix. Putting (22) into (21) and re­
arranging yields 

x = W _ 1Ux + M - 1Lx + W~h (23) 

This motivates the Gauss-Seidel i t e ra t ion procedure for solving (21); 

^ D = w-V-O + fhxiM) + fh (24) 

38a Varga has shown that (24) will converge if and only if A is a positive 
38h 

definite matrix. One way of insuring that A is a positive definite matrix 
is for it to be strictly diagonally dominant, i.e., 

N 
|A | > I |A..| , i = 1,2 N (25) 

j=l 
If the option to try Gauss-Seidel iteration is chosen for a given step, our 
program checks (25) and uses the regular Numerov instead if it is not satisfied. 

Comparing (12) with (21) and (19) with (23) shows that A = I + F , 
x = f ,,, b » Y .,, W = I + d .,, and (U + L)x = A .,. Recalling (16) and -n+1 - -n+1 - - -n+l - - - -n+1 
putting these assignments into (24) yields the following Gauss-Seidel iteration 
procedure 

/ (m+l)^ „ ( d . ,-1 f. . (n(m'l\ 1 (26) 
\-n+l hi *S„+riiJ U-n+lJij \-a+lJiy 
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Allison doesn't describe what to use for f ,; in (27). We let 
"n+l 

Cl 'In ( 2 8 ) 

Then using (27) the first row of A ,, can be calculated and put into (26) 
~n+l 

to calculate the first row of f ,, which together with (28) can be used in 
-n+l 

(27) to calculate the second row of A ,, and so on, i.e., row k of A L, v ' -n+l -n+l 
only requires f and the first (k - 1) rows of f and row k of f 

requires only row k of A . Provided (I + F _) is positive definite, 

equations (28), (26), and (27) are used in the above manner until 

N H 
I I 
i-1 j=l \-n+l J ii 1,-n+iyij '* < EPS (29) 

where EPS is an input variable. Then putting f » f . into (16), A 

is evaluated and Y(r) is evaluated at the next grid point using (18). He 

refer to the above procedure'as the "iterative" Numerov method. 

The program has three options regarding the use of the regular and 

iterative Numerov methods. In the first mode of operation, only the regular 

Numerov method will be used. In the second, the regular Numerov method is 

used until an r value is reached at which the iterative Numerov method be­

comes faster. The time comparison between the two methods is made after 

the first integration step and every KCICth step until the iterative Numerov 

method becomes faster. KCK is an input variable. In the third mode only 

the iterative Numerov method should be used. If the matrix (I + F L I ) does 

not satisfy (25) for some r, the regular Numerov method is used for that r 
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independent of the choice of mode. For modes two and three the program 

has an input variable NCONV. NCONV is the maximum number of Gauss-Seidel 

iterations made at a mesh point. If convergence is not achieved in HCONV 

iterations, the regular Numerov method is used to find f(r) at that mesh 

point. If convergence is not reached in NCONV iterations but the time 

used is less than used by the 1 ilar Numerov method the program automatically 
-4 increases NCONV. Usually we set EPS = 10 and NCONV - 200. As stressed 

by Allison, the efficiency of the iterative Numerov method is largely 

dependent on one's ability to vary the value of the convergence criterion, 

consistent with obtaining the desired accuracy. Allison used a convergence 
-2 criterion he called e and found that e = 10 was sufficient for his calcu-

-4 
lations. Since we use the reasonably safe value EPS = 10 for our conver­
gence criterion, we need not check so carefully for convergence with respect 
to EPS, but our efficiency is not optimized. To obtain the best possible 
timings one should vary EPS to obtain the value just sufficient for the 

desired precision. 
4 Next we consider the method used to change the stepsize h. Blatt has 

suggested a method for applications to single differential equations for 

determining when h can be doubled or should be halved. A generalization 

of his error criterion to coupled differential equations has been included 

in our program. The criterion we use for the variable-stepsize runs used 

to gather timing information for the present report is to require h be small 

enough that 

REPS(r) < 646 (30) 

where & is an input variable and the estimated relative error per step is 
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2 

REPS(r) = l.zi^nax | D I i(r)|) 3 (31) 

In practice we double the stepsize if REPS(r ) < 6 and we half it if 

REPS(r ) > 646. There is alio a provision for restricting the maximum 

stepsize h and the stepsize is not doubled if h exceeds h h . Although r max max 
(31) is based on Blatt's error analysis, an essentially equivalent result 

can be obtained by the following argument. To obtain reasonable accuracy 

one would expect to require a certain number of steps per deBroglie wave­

length, i.e., 

h < &' min X. (32) 
i i 

where X. is the deBroglie wavelength in channel i and 6' is the reciprocal 

of the number of steps per deBroglie wavelength. Using (3) and a correspond­

ing criterion for locally closed channels we rewrite (32) as 

h < (const.)«'(max ID^I)" 5* (33) 

For comparison we use (31) to rewrite (30) as 

h< (const.') 6*(max |D |) * (34) 

i 

The effect of (33) is the same as the effect of (34), but the constant has 

a different name. 

Because the stepsize is not changed with 6 < REPS(r) < 645, and because 

the stepsize is only changed by factors of 2, the actual stepsize used at 

a given r depends on the initial stepsize h. as well as on r. The program 

can also operate in a fixed-stepsize mode, or used fixed stepsizes at small 

r and variable stepsizes at large r. 
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Doubling the stepsize is straightforward. It merely requires using 
the values of f(r) and D(r) at r and r . instead of r and r , and using 

n n-z n u-i 
2h instead of h in (10) to calculate f ., instead of f ... 

-n+z -n+i 
However, when the stepsize should be halved, f(r) has not been calcu­

lated at-a half step back and, until it is, the integration cannot proceed 
4 using half the current stepsize h. The method used to calculate f(r) at r' » r - •=• from h, f , D , f ,, and D , is as follows. Let h' - -r, i.e., n / -n -n ~n—l -n-1 2. 

half the current stepsize, let r j, = r , + 2h" « r , + h, i.e., the old 
n+1 n-1 n-1 

r becomes the new r ,, and the old f and D become the new f , and D.,, n n+1 -n -n -n+1 -n+1 
respectively, and the new r » r , + h' - r'. Using this new grid, f(r') -
f can be found from (10) and D = D(r') as ~n -n 

*» " <S + if "'V' j<? - ¥Vl»U + « " TT?n-l>?n-lj < 3 5> 
after which the integration can proceed as before but with h' replacing 
h in all equations. 

Now we consider the procedure for starting the propagation of the 
solution vectors. If the elements of V(r) have no singularities of order 
two or higher at the origin, then for small r the solutions of (2) that 
satisfy (4) are given by 

f,.(r) -v- c,.r* i + 1 (36) 
1 3 r-H) 1 J 

Since, as explained in the previous subsection, we need merely obtain any 
linearly independent set of H solutions of the coupled equations we nay 
let c.. - C..S... For electron-molecule and electron-atom scattering the ij ii ij 
program calculates the initial grid point r Q by solving 
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r£min + 1
 = UTES! (37) 

-12 where UTEST is a small number, usually 10 atomic units, which is an input 

variable of the program, and 

«. » min U- }" (38) 
min ]_ i i=l 

For atom-molecule scattering we set r n to a value sufficiently small so that 

all channels are strongly closed. In either case the results should be 

invariant to decreasing UTEST or r Q. Since the Numerov method is a 3-point 

method, it requires f(r) at r. and r.= r_ + h_ to get started. As discussed 

above, the calculation of a subblock of the reactance matrix requires that 

the column vectors of the solution matrix be linearly independent. Therefore 

the program starts the solution with a linearly independent set of column 

vector" as 

and 
? 0 " 9 < 3 9> 

f 1 = I (40) 

Starting the solution with a set of linearly independent column vectors 

does not insure that the computed solution vectors will remain linearly 

independent until (5) is valid. For example, if the local kinetic energy 

in the i channel [which is proportional to -D . (r)] is negative, the i 

row of f(r) will grow exponentially as the integration proceeds and the 

linear independence of the column vectors will be lost. If this problem 

occurs one must perform stabilizing transformations, i.e., one must periodi­

cally replace the columns of f(r) by linear combinations of the columns 
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to insure linear independence is not lost. There is of course more than 
39 one way to do this. Riley's method, consisting of periodic reorthogonal-

ization of the columns of f(r), is particularly easy to apply and was chosen 
12 

for our program. An alternative method has been presented by Gordon. 

Riley's method consists of defining a transformed solution f (r) in terms 

of the solution f(r) as 
f£ = f kf~ X k = n,n-l,n-2,...,0 (41) 

with f (r) replacing f(r) in all equations using f(r). The transformation 

is applied only when at least one of the D..(r) is positive. The number 

of integration steps taken between successive applications of (41) in such 

regions is set by an input parameter, NLINDP, of the program. If NLINDP 

is set too large, the subblock JC of the reactance matrix calculated in 

the asymptotic region is not symmetric. For a typical case, we find it 

sufficient to reorthogonalize at every 20th step for which the local kinetic 

energy in any channel is negative. Riley's method of stablization may also 

be used as part of a procedure for eliminating closed channels at large r 

so that the number of channels propagated may be reduced to those that are 
14 open asymptotically. 

As mentioned above, the solution to (2) is matched in the asymptotic 

region using (5) to a linear combination of matching functions S(r) and 

C(r). The program uses either of two sets of matching functions as des­

cribed next. 
_2 

If the elements of V(r) all go to zero at large r faster than r , 
2 —2 then beyond some large value r' of r the quantity I r will dominate V(r) 
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to such an extent that V(r) can be dropped from (3). This reduces (2) to 
2 the N uncoupled second order differential equations 

.2 >.Att+l) , 
-^2 f i j M - ~~^2 f l j ( r ) + k l E i j ( r ) " ° ( 4 2 ) 

with 1 £ i £ N, 1 < j < N, and r > r\ The solution to (42) is just a linear 
combination of regular and irregular Ricatti-Bessel functions j (k.r) and 

li 1 

n 0 (k.r), respectively, for i = 1,2,...,N, where the Ricatti-Bessel functions 
*i i 

are defined in terms of spherical Bessel functions of the first kind and 
40 second kind by 

y £(x) = xiAx) (43) 

nt(x) - xn t(x) (44) 

(Reference 40 uses y (z) in denoting the spherical Bessel function of the 
41 second kind.) For large r 

k trj £ (k±r) •>. sin(k1r - %* *) (45) 
i r->!" 

and 
k.rn (k r) ^ -cos(k r - hI u) (46) 

i r+« 
Comparing (6) and (7) with (45) and (46) yields 

Sy(r) = k^^y^Ck.r) (47) 

and 
C l j(«)--k^ J j« t t(k 1r) (48) 

as one set of matching functions. 
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-2 -3 
However, if some elements of V(r) go to zero at large r as r , r , 
-4 or r (as is the case for electron-molecule scattering with realistic 

effective potentials), then the r' for which (42) is valid is generally 
very large and the use of (47) and (48) requires numerical integration of 
(2) over a very large region which is expensive. Therefore, Burke and 

42 43 
Schey and Burke, McVicar, and Smith (BHS) have derived asymptotic solut-
tions to (2) computed from the long-range part of the potential and a computer 
program for using the BMS solutions as matching functions has been described 44 in detail by Norcross. For open channels, the matching functions are 
written in terras of asymptotic series as 

. i i d 

where 

S i j ( r ) = k i 2 [ t i i j ( r > sin^M + ByWcos^Cr) ] (49) 

C i j ( r ) = ki 2[ aij< r) cost±(r) - B ± J(r) sin^r)] (50) 

^(r) = k ±r - hH^ (51) 
,-ind 

Y (r) = I r ' r P (52) 
J p=0 1 3 

for y = a or B where P. is determined as described below and 

a0.. = &.. and 8° = 0 (53) 
U U 13 

The remaining coefficients y . . are determined by the following procedure. 
The function v(r) in (2) and (3) is replaced by its.long range form 

V..(r) * Z cWr- 1"- 1 (54) 
1 3 r-*» m=l X 3 
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and substituting the S(r) of (49) or theC(r) of (50) into-(2) for f(r) 

yields recursion relations among the coefficients of like powers of r . 

The recursion relations have two different forms, one for when k. = k. 
2 2 —1 and the other for when k / k , The latter form depends on (k. - k.) 

2 2 

and becomes numerically unstable as k. approaches k. so a test is made 

using the input parameter n. to decide which form to use. Only if 

|k. - k | > n,k. is the latter form used. As compared to Norcross' ver-
44 sion we made one additional change in the recursion relation for the case 

of degenerate energies, i.e., if |k. - k | < ruk we approximated both k. 

and k. by their arithmetic mean rather than replacing them both by k. as 

Noreross did. From these relations the remaining values of YJ can be cal­

culated. It is well known that the best approximation which can be obtained 

from an asymptotic series is obtained by summing up to the smallest term 

and retaining half that term. In this spirit we replace (52) by 

P* 
y (r) = I1 Y ? 1 r - p - 3 S Y ^ r _ P i (55) 

1 J p=0 3 3 

(This is another change from the procedure used by Norcross.) The value 

of P. is determined for each channel 1 = 1,2,...,N using the input para­

meter T as follows. For a given p and i, the maximum absolute value of 

a. . r or 8.. r is set equal to T and solved for r. The solution is 

called r(i,p). This is done for each p > 1 in increasing order of p until 

p = p 1 where p 1 is the smallest p for which r(i,p+l) > r(i,p) or until p is 

the maximum value P allowed by the program. If the former, then P. is 
max ° i 

set equal to p' and r(i,P.) is the minimum value of r for which (52) may be 

used with the smallest term being less than or equal to T for the i channel. 
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44 (It is interesting to note that Norcross- always uses P. ^ 4 in his 

program.) 

If r(i,p) < r(i,p-l) for all p - P then P. is set equal to P 
ITlcLX 1 ID3X 

and r(i,P ) is set to the value of r for which the maximum absolute vaiue 

of a?"!,ax r _ P m a x or B? m ! n £ r~Pmax i s e q u a i t 0 lo" 1 4. 

An estinw'o of where (5) with (49) and (50) becomes valid is then made 

as the maximum of the r(i,P.) values for the various channels i and the 

value of r for which (54) is valid. 
44 The above method can also be generalized to include closed channels. 

The choice between matching to P.icatti-Bessel functions or BUS functions 

is controlled by an input variable MMAX. Assuming one has reached an r 

for which the asymptotic form (5) is valid, the program matches f(r) to 

either matching functions (47) and (48) or (49) and (50) at two grid points 

r and r .. After rearranging terms, this yields 

(C ,. - S ,,S _ 1C )Q = f ., - S .,S-1£ (56) 
-n+1 -n+l-n -n - -n+1 -n+l-n -n 

which is solved for the approximate Q, called Q , and two approximate P 
-n 

matrices, called P and P .,, are then found using -n -n+l 

Sk-Sk^k-W k •"..» + ! (57) 

If 

norm(P ., - P ) < STEST (58) ~n+l ~n 

where STEST is an input variable and the norm of a matrix is defined as 

, N N . 
norm A = ± ( Z E |A..| )"* (59) 

" N i=l j=l 1 J 
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then R is calculated from P and Q as 

-n- ~n 

45 T 
In deriving (60) we use the fact that R = R . 

C. R matrix propagation method. The version of the R matrix pro-
25 26 28 29 pagaticn method we use is our own adaptation ' ' ' to inelastic scat-
24 tering problems of the method Light and Walker developed for reactive 

scatte- ing problems. The R matrix propagation method has also been adapted 
27 to inelastic scattering problems by Stechel et̂  al., but their procedures 

differ from ours in several respects. 

In the R matrix propagation method the range of the translation co­

ordinate r is subdivided into many sectors. In sector (i) the total wave 

function 4*(z,r) is expanded in a "primitive" basis of N orthonormal functions 

X (z), here assumed to be the same in every sector, and a set of N close 

coupling equations in the primitive representation is derived for each of 

the 2N linearly independent translational wave functions i_(r) • We use 

the convention that A denotes a column vector with component A and A denotes 

a matrix each of whose columns is an A. These equations have the form (2). 

An "adiabatic" basis for sector (i) is found by diagonalizing D , the 

interaction matrix at the center of sector (i) . The wave function is ex­

panded in P of the adiabatic-basis functions Z (z), and a set of P close 

coupling equations in the adiabatic representation is obtained for each of 

the 2P linearly independent translational wave functions g (r). The basis 

functions X (z) and Z^1J(z) are related by a transformation matrix T . n n 
Similarly, T is used to relate the translational wave functions f (r) 

a.:d g (i.) to each other. The adiabatic-representation translational 
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vave functions and their derivatives are propagated through sector (i) by a 

propagation matrix P (E). Then the requirement that ¥(z,r) and ¥'(z,r), 

where an apostrophe denotes a derivative, be continuous at the boundary be­

tween sectors (i) and (1+1) is used to obtain sector matching conditions. 

To express the continuity between the wave function In the adiabatic repre­

sentation in sector (i) and the wave function in the adiabatic representation 

in sector (1+1), the transformation matrix T is used to transform from the 

adiabatic representation to the primitive representation in sector (i), and 
T 

the matrix J is used to transform from the primitive representation in 
sector (1+1) to the adiabatic representation in sector (1+1). The combined 

effects of these two steps is expressed in terms of a transformation matrix 

T(i,i+1) which relates the adiabatic representation in sector (1) to that in 

sector (1+1). The propagator P is then used to propagate the adiabatic-

representation translatlonal wave functions £ (r) and their derivatives 

through sector (1+1), T(i+l,l+2) is used to transform to the adiabatic repre­

sentation in sector (i+2), and so forth. In this way the translational wave 

functions and their derivatives could be propagated from the strong-Interac­

tion region through each sector and across sector boundaries. Rather than 

propagate the wave function and its derivative though, we propagate the global 

R matrix R ^ , which relates the matrices 8 ( 1'[r^] and g^fr* 1'] of 2P 

linearly independent wave functions at the left side of the first sector and 

at the right Bide of sector (i) to their derivatives at these locations. In 

each sector this global R matrix R is computed from R and the sector 

R matrix r , which relates the adiabatic-basiB translational wave 

functions at the right sides of sectors (1-1) and (i) to their derivatives 

at these locations. In turn the sector R matrix is obtained from the 
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transformatlon matrix T(i-lti) and the propagator P In this way we pro­

pagate the global R matrix from sector to sector until we obtain the global R 

matrix in the last sector. This relates the matrix of linearly independent 

physical wave functions in the strong-interaction or small-r region and 

in the large-r asymptotic region to the matrix of their derivatives. Small-

r and large-r boundary conditions on the wave functions and their derivatives 

are then imposed in such a way that the reactance matrix R can be obtained 

in terms of known quantities. 

The sector-by-sector propagation is essentially the same as in reference 

24. The 2P x 2P sector propagator p*"' is defined by 

G ( « . p ( « c ( i > 
-L - -R (61) 

where each column of the 2P x 2P matrix G ^ <!<«/, ) is defined by 

G ( 1 )(r) 
* ( i )(r> 

g' ( i )(r) 
(62) 

where g (r) is one of the 2P linearly independent P-component solution 

vectors. Here and in the following equations subscripts R, L, and C de­

note quantities evaluated at the right-hand and left-hand sector boundaries 

and the center of the sector, respectively, e.g., g} 

matrix P is partitioned into four P x V submatrices 
8
( i ) [ r f ' ] . 

,<o lP 
,w 

(63) 
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P is computed by diagonalizing g!; and assuming that the eigenvalues 
24 of D are independent of r within a sector. This assumption would be true 

if the interaction potential were constant throughout the sector. The sector 

R matrix r is the matrix which relates the wave functions g^ and g^ 

evaluated at the right-hand side of sectors (1-1) and (i) to their derivatives. 

It is defined by 

rW (64) 

where 

,(i-D 

ii 1' 

r ( i ) 

-2 
.(1-1) 
8 K 

- g , ( i ) 

(65) 

The equations for the sector R matrices are 

,(« 

4 i ) = T(i-l,i)P 
-1 

-1 
r£- = T ( i - l , i ) p ^ p ^ T(i-l.i) 

(1) 

.(i) » »tt> -1 *3~' = ?3 T^" 1. 1) •N-l 

(66) 

(67) 

(68) 

(69) 

The global R matrix R spanning the configuration space from the first 

sector to sector (i) is defined by 

,«> 
A" ^ 

(70) 
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«L a ) 
R(D „(D ?1 52 

h h 

,.(« 
,.(i) 

(71) 

R is propagated from the first sector to the asymptotic region in which 

the scattering matrix elements and other physically interesting quantites 

are calculated. 

A real symmetric global R matrix R insures a symmetric reactance 

matrix and hence a unitary scattering matrix. If R and r ' are sym­

metric matrices, then R (i) is symmetric. But 

-1 ?3 

R(D _ R(D P a) 
-3 

-1 

.CD .(l)" 1^!) 

(72) 

(73) 

(74) 

so that R is symmetric. The sector R matrix r ' is symmetric if the 

transformation matrix T(i-l,i) is orthogonal. The transformation matrix 

is orthogonal if and only if the number F of propagated adiabatic channels 

equals the number N of primitive basis functions. Thus the scattering 
29 matrix is automatically unitary if and only if P It has been sug-

24 27 (i) -1 
gested ' that in order to insure a symmetric R the matrix T(i-l,i) 

T be replaced by T(i-l,i) . This also may afford computational advantages. 

When P = N, this is not an approximation. However, for contracted basis 

sets, i.e., when P < N, T(i-l,i) is not orthogonal. For contracted bases 
—1 T 

replacing T(i-l,i) by T(i-l,i) in each sector changes the results unless 
of course the calculations are converged with respect to P and H. For 



-243-

unconverged calculations we generall;- obtained more accurate answers by 

using the inverse and symmetrizing the reactance matrix than by using the 

transpose. For this reason we have used the inverse for our final production 

runs; however, the choice in general is still somewhat ambiguous. Both 

choices should converge to the correct limit as P and N are increased. 

Since, when P ? N, using the inverse does not automatically produce a 

symmetric reactance matrix and hence a unitary scattering matrix, we sym­

metrized our reactance matrix by taking an arithmetic mean with its transpose. 

He obtain the reactance matrix R from the global R matrix equation 

by imposing asymptotic scattering boundary conditions on the adiabatic 
(c) 

wave functions in the following way. The P x 2P solution matrix g (r) 

in the adiabatic representation in sector (c) consists of 2P linearly inde­

pendent vectors of order P. Because the solutions are linearly independent, 
(c) the P x P matrix • (r), each column of which is a scattering vector, i.e., 

one of P linearly independent linear combinations of the former set of 

vectors which satisfies correct small-r and large-r boundary conditions, 

satisfies the global R matrix equations for sector (c). Using (71), one 

can show that 

Y 
= f_ 

4C) 

4C) 

R < C ) 

,<o 

-L 

-R 

(75) 

where <t (r) is the m-th component of the n-th scattering vector and 
~mn 

the P x P matrices * and *.: consist of the P linearly independent 

scattering vectors evaluated at the left side of the first sector and 
/c\ (c\ (c\ (c) 

the right side of sector (c), respectively. R£ ', R" ', R^ ', and 10 
are the P x P submatrices of the 2P x 2P flobal R matrix R which spans 
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the configuration space from the left side of the first sector to the 

right side of sector (c). To obtain K we substitute scattering boundary 

conditions for * ' and •„ and their derivatives into (75). 

To use (75) to extract the reactance matrix we first require expres­

sions for 4 and 4' l . Since only P of the 2P linearly independent 

solutions g (r) satisfy physical boundary conditions in the strong 

interaction region, we include in our analysis of (75) only the P 

functions which provide physical solutions in the small-r region. 

For channels which are closed at r = r we use the following expo­

nential functions for the wave functions 

G ^ ) - " dmn «P [ i S ^ M 1 ] » <*»«» ™ 

where K |rT / is the local wave number in the m-th channel calculated at 
m\ L / (1) r, and the coefficients d are unknowns. All channels with nonzero L mn 

orbital angular momentum are closed at the origin. For channels which are 

open in the sinall-r region the boundary conditions on the wave functions 

can be written 

where tbe coefficients e are not known. To facilitate the calculations ran 
we cast (76)-(77) and (78)-(79) in the same form, so that for both open 

and closed channels the boundary conditions we use at r = r are 

(77) 
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»<« = 
i 
^ - x ^ C 

where 

x ( 1 ) ( E ) - 6 mn mn 

Mny .( i) / s i n 

/ 
, « " ) ! . ( 1 ) 

L 

m c losed 

(80) 

(81) 

m open 

(82) 

and the coefficients C are unknowns, mn 
At large r the close coupling equation becomes 

* 0 • f 4 - r* ( c V-4 B

( c ) (r) 
[dr2 ^ J ra 

(83) 

(c) 2 where [A (r) ] is a diagonal matrix, the elements of which at the cor.ter 
(c) (c) 

r = r * of sector (c) are the eigenvalues of the interaction matrix D . 

For the discussion of the large-r boundary conditions ue find it useful 

to introduce the foxlowing notation. We define the symptotic interaction 

:..;it"rix D by 
lira D(r) = D (84) 

a a 2 
We denote the diagonal matrix of the eigenvalues of g by [A ] , where the 

square of the diagonal matrix of the asymptotic channel wave numbers is 

given by 
[k]2 = -lf]Z (85) 

Once the real potential has vanished and the r dependence of D(r) is dominated 
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by the centrifugal potential, the eigenvalues of the interaction matrix in 

sector (c) are given by 

/ , , 2 St. 0. + 1)£ 2 

I^WJ -C + - a - J ! T — ( 8 6 ) 

mm mm „ J. 2pr 
In the large-r region P of the P channels are open> and the channels 

are ordered in such a way that channel m corresponds to an open channel 

for 1 5 m < P and to a closed channel for P < m < P. In the large-r 

asymptotic region the boundary conditions for closed-channel wave functions 

are expressed as linear combinations of exponentially increasing and 

decreasing functions 

M = 6 bexpfik |r<c>] + a < c ) expf-lk |r<c)l P° < m < P (87) l-R J ran mn (J u 1 8 J an \_ ' m' R J 

[*:(c>| = 5 b |k |expfik |r<c)1 - a ( c ) |fc |exp[-|k |r< c )] (88) 
-R Imn mn ' m 1 r[J m1 R J mn ' m l r L ' m1 R J 

where b is an unknown coefficient of the exponentially increasing component 

of the P - P closed-channel wave functions. 

For the large-r boundary conditions on the open-channel wave functions 

in sector (c) we use 

r*»(c5i =« *, (•< 4 c ) ) - a < c )", fk r H ^*~ pr""(8*9) 
|_~R Jmn ran-,S,m\mR/ mn £,„\ m R / 

R ( C ) 1 = " ["« S\ £ 4 c S ) - a ( c V /k 4 C ) ) \ X < „ < P° (90) ~R Imn m mn J 4 ^ m R / mn Jtm\ m R / v ' 

where the Ricatti-Bessel functions are defined in terms of spherical Bessel 

functions by (43) and (44). The elements of the reactance matrix are related 
(c) to the open-channel amplitudes a by mn 
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R - |k \H a ( c ) |lc | "* 1 - m - V l < 9 1> mn ' m1 mn ' n 1 , ^ _0 1 < n < P 

The large-r boundary conditions on the adiabatic wave functions can 

be written concisely in matrix notation as 

* i c ) = B ( C ) A + F ( c ) a ( c ) (92) 

- ^ G < c > & - H ( c > a ( c > (-3) 

where 

and 

rR 

s F ^ 
1 S » < P° 

B ( C ) 

ran 

°mn L«p(M'i e j) P° < m < P 

F ( C ) 
1 HmV m R / 

1 < m < P° 

mn — (!) j 

" U P (- ! kJr^ P° < m S P 

<j(c) 
(VJ k .*J e )) 1 < m < P° 

nm mn } / . 
P° < in < P 

„(c) 
mn 

r k n ' (k r C c ) ) 
= 6 J m V ™ R / 

mn J 
1 < m < P° r k n ' (k r C c ) ) 

= 6 J m V ™ R / 
mn J 

F < m < P 

fl 1 £ m < P° 
A mn 

6 ")' 
mn 1 

6 ")' 
mn 1 P < m < P 

(94) 

(95) 

R - [k°V a (000(E) [ k 0 0 ] ^ 

(96) 

(97) 

(98) 

(99) 
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where the superscript 00 is used to denote the P x P submatrix which links 

open channels to open channels. 

Substituting (80), (81), (92), and (93) into (75) yields 

c ^ R ( C ) 
R 2 

§ ( c ) , + ? ( c ) ? ( c ) 

^ 
R ( C ) 

R 4 

x ^ C 

-C< C >A + H< C >a< C > 
(100) 

(c) 
Solving for the V x P matrix a gives 

?<C> - [-F<C> + K ^ \ M r l [ B ( C ) + H ( C ) G< C ) ]A (101) 

\7here 

*<"> - R<c> + R^x™ [ I - L V ] - 1 ^ ' -4 -3 -1 -^ 
(102) 

(c) Therefore, the matrix a from which we calculate R is independent of C, 

the matrix of coefficients giving the appropriate linear combinations of 

functions at r = r' . Further a , the only portion of a which 

v;c! used to ohtn'j.n R, l.a independent of the last P - P columns of A and 

consequently is independent of b, the coefficient of the exponentially 

increasing component of the closed-channel wave functions in sector (c). 
(c) (c) In the computer code b is set equal to zero and B and G are set equal mn mn 

to zero for P < i f P. 

When all channels are closed in the small-r region one finds' 29 

aid 
?f) - 9 

R»> S o 

(103) 

(104) 

file:///7here
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if sector (1) is located deep enough into the classically forbidden region. 

In such a case IC and R^ remain small in all subsequent sectors and in 

particular 

-2 
and 

R, ( C ) = 0 C-.05) 

? < c ) I 0 (106) 

In such a case (102) becomes 

M(c) = R(c) ( 1 0 7 ) 

Consequently the determination of the reactance matrix from (99) and (101) 
(c) (c) (c) becomes independent of R , E: ', and IO . Furthermore the propagation 

equation for R* 1' is independent of E.5 , ?2 , and R3 . Thus when 

all channels are closed at small r we propagate only R^ to save computer 

time. 

Although the asymptotic analysis just presented allows for the inclusion 

of channels which are closed for large r, the presence of strongly closed 

channels in the asymptotic analysis sometimes gives rise to numerical dif­

ficulties. To eliminate these, the program has two options which can be 

used to simplify the asymptotic analysis. One option is used to eliminate 

closed channels from the propagation at large r. We have shown that if all 

elements of the last row and column, corresponding to the most strongly 

closed channel of r„ are small, the last channel is uncoupled from the 

remaining channels and may be dropped from propagation without degrading 
29 the accuracy of the results. We have implemented this option in the 

following way. In the large-r region, if the number P of channels propagated 
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in sector (i) is greater than the number of open channels, the program 

checks whether 

i&n. EPSRED 1 = 1,2,...,P (108) 

and 

'G ^ Y j i EPSRED i = 1,2 P (109) 

In these equations, channel P is the most strongly closed propagated channel, 

and EPSRED is an input variable. If this criterion is satisfied, channel 

P is dropped from propagation and only the remaining P - 1 channels are 

propagated in sector (i+1). As we have implemented this option, at most 

one channel is dropped from propagation in any sector. We have also im­

plemented a second method to avoid numerical difficulties associated with 

including in the asymptotic analysis channels which are strongly closed 

for large r. In this method we eliminate those closed channels from the 

asymptotic analysis even if they have been included in the propagation. 

The option as we have coded it in our programs is appropriate when the 

asymptotic analysis is based on only the R, part of the global R raatrix. 

The procedure we use for deciding whether a closed channel can be eliminated 

from the asymptotic analysis is the following. In the large-r region, 

if the number of channels propagated is greater than the number P of 

channels open asymptotically, the program compares the off-diagonal eleuents 

of R, for channel P, the most strongly closed propagated channel, to 

EPSDR, an input variable. If 

I 4 ^ ) l p ! i EPSDR i = 1,2,..., (P-l) (110) 
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and 

< EPSDR i = 1,2,...,(P-1) (111) lfc ( 1 )) A /Pi' 

then the number of channels P' to be Included in the asymptotic analysis 

is set to P ? = P-l. This procedure is repeated for subsequent closed 

channels until an element for R, for some closed channel fails the test 
-4 

of (110) and (111) or until all closed channels have been eliminated and 

p- - p°. 

The stepsize h for sector (i) is defined by 

„<» = r<i> - rT
(1> (112) 

We set r , h , and h by input variables, and we check that they are 

sufficiently small that the calculations are converged with respect to them. 

If one or more channels is open at the origin, then r should be close to 

zero. The determination of the stepsizes for subsequent sectors is crucial 

to the efficiency of the method. A reasonable stepsize criterion can be 

oh mined for i > I by requiring that the effect of the lowest-order neg-
46 lected term in the propagator be small. We simplified this argument 

to make it computationally more convenient and arrived at the following 

algorithm which is used by the code fori t 2: 

H*A$ ly -nb 

h ( 1 + 1 ) - min } (113) 

h 
max 
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where h is an input variable, m is tqe largest value of P to be used 

in a given run, and the derivative is estimated by a backward difference. 

The error-control parameter is determined as follows. The range of r is 

divided into three subranges in each of which e * is constant, i.e., 

independent of (i). The values of e* ' for a given run are set by input 

variables, EPSA, EPSB, and EPSC. The calculations must be tested for con­

vergence with respect to decreasing all three values. For most applications 

it has been sufficient to set all values of e equal to each other. 

One of the advantages of the piecewise analytic method and the R matrix 

propagation method is that if calculations are required at several energies 

with the same potential, calculations at the second and subsequent energy 

can '•e performed more rapidly by saving certain information generated in 

the first calculation. We have not made much use of this feature for 

electron-molecule scattering because we use energy-dependent potentials 

to include exchange effects (see, e.g., references 10, 11, and 25 and 

references therein). However, even for this type of problem, this feature 

might be useful at higher energies or for large orbital angular momenta 

where exchange effects can sometimes be neglected. For atom-molecule scat­

tering this feature is very useful, and the dramatic reduction in execution 

time of R matrix propagation calculations for subsequent energies as compared 

with the calculation at the first energy is discussed in section V. 

Because we are interested in making close coupling calculations more 

efficient, we also want to demonstrate the success we have had in reducing 

the size of the close coupling calculations by using adiabatic basis functions 

in the context of R matrix propagation calculations. We have found for 
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elect rron-molecule and atom-molecule scattering calculations that we could 

generally obtain similar or better accuracy with an adiabatic basis of the 

same or even significantly smaller propagation dimension P than with a con­

ventional N-P basis. As discussed above we construct a F-function adiabatic 

basis for sector (i) by diagonalizing the N x N interaction matrix at the 

center of sector (i) and taking its P lowest-energy eigenfunctions. 

D. Piecewise analytic method. The piecewise analytic method of Gordon 
12 13 

is described elsewhere. ' We have used two different programs for cal­
culations with this method. One was obtained originally from Quantum 

35 Chemistry Program Exchange (QCPE) and was modified in various ways by 
14 two of us (M.A.B. and D.G.T.). The second program was written by Wagner. 

E. Integral equations algorithm. For our calculations using the 

integral equations algorithm we used the computer code of Morrison, Lane, and 
20-22 Collins, which is described in detail by them. The integral equations 

method was first presented by Sams and Kouri. The applications presented 

here have used a trapezoidal rule quadrature scheme. An important feature 

of the integral-equations formalism for electron scattering problems is 

the recent development of an efficient means of including nnu-local Hartree-

Fock exchange operators without increasing the size of the solution matrix 
47 over the local-potential case. This feature will not b<j explored here 

since the examples presented for electron-molecule scattering involve local, 

energy-dependent potentials. Another important feature is the truncation 

procedure by which the number of coupled channels is decreased at a "trunca-
21 22 48 tion radluB"; this can yield substantial savings of computer time. * ' 
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F. Timing comparisons. It is very difficult to make precise timing 

comparisons for several reasons. The most obvious reason is that one method 

may be programmed more efficiently than another, or a given compiler may 

produce more efficient code for one method than another. Another diffi­

culty is that one seldom completely optimizes all the numeric;! parameters 

for a given application. It is usually more efficient for production runs 

to set some or all numerical parameters at safe values which produce more 

accurate results than are really required for parts of the calculation or 

even for the final cross sections. A related problem is the efficiency of 

utility codes* e.g., our R matrix propagation code uses the EISPACK sub­

program RSP for matrix diagonalization and University of Minnesota codes 

for solution of sets of linear equations. Another problem, less signi­

ficant than those mentioned above, is that the computer time even for an 

identical run may vary 10% or more depending on the time of day and overall 

computer load. A question which has no unique answer but depends on the 

application is how to define accuracy or precision. Tor the present report 

we have made special runs designed to approximately determine the minimum 

computing time required to achieve a given precision for some test cases. 

By precision we refer to all accuracy criteria except convergence with 

respect to H and F, i.e., we mean accuracy of the numerical solution for 

given basis-set sizes. [Recall that N is the order of the close coupling 

equation (2) and F is the number of channels propagated; for all the methods 

considered here except R matrix propagation, P = N.] Bearing in mind the 

above caveats, one should not attempt to draw conclusions based on the fine 

details of the computer times presented in this report. Some overall trends 
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and general magnitudes are however meaningful and interesting. All com­

puter times given in this report are execution times, excluding compilation. 

All source codes, except for the University of Minnesota linear equation 

solver used in both our Numerov and R matrix propagation codes, were written 

in FORTRAN. For purposes of rough comparison to calculations performed 

on other computers, Table 1 gives approximate conversion factors. 
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III. Electron-molecule scattering 

We have applied all four methods introduced in section II to electron 

scattering by N_. We consider two classes of problems: (A) vibrational-

rotational close coupling and (B) rotational close coupling with the rigid 

rotator approximation. 

A. Vibrational-rotatlonal close coupling. The first method we attempted 

to apply to electron-molecule scattering was the piecewise analytic method. 

We used our modified version of the QCPE program. Although we had limited 

success with this method, we found that it was inadequate to complete some 
9 of the applications we attempted. These applications involved vibrational-

rotational close coupling calculations for electron scattering by N_ at 

energies of 5-45 eV. Two difficulties we encountered were: (i) we were 

unable to calculate accurate small transition probabilities, especially 

those associated with vibrational transitions, with reasonable stepsizes; 

(ii) for some problems the results were not converged even with impractically 

small stepsizes, e.g., 5 * 10 a . The first difficulty we tentatively as­

sociate with the fact that the piecewise analytic solution used is correct 

for a diagonal linear reference potential, but although the transformation 

method used diagonalizes the potential at the center of each sector, it does 

not diagonalize the derivative of the potential. Thus the transformed poten­

tial through linear terms is not diagonal in a sector. This or some other as­

pect of the method causes It to be poorly suited for the accurate calculation 

of email S matrix elements. In considering difficulty (11), we note that the 

success and efficiency of a sophisticated variable-stepsize integrator is 

highly dependent on the reliability of the stepsize algorithm. In the 

present case, trw-ver, during the course of the solution, the predicted 
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stepsize sometimes became exceedingly small, e.g., 10 a_. It was sug­

gested to us that we just substitute a very small minimum stepsize, e.g., 

10 a , and continue to propagate until the stepsize algorithm again 

predicted stepsizes larger than the minimum. Since the piecewise analytic 

method requires more expense per step than less sophisticated methods like 

the Humerov method, its efficiency requires that the stepsizes be fairly 

large. Nevertheless we tried the minimum stepsize procedure and were dis­

appointed to find some applications where the results were not converged with 

respect to minimum stepsize even at 5 x 10~ a.. The difficulty of cal­

culating small vibrational transition amplitudes by the piecewise analytic 
49 method has also been noted elsewhere. 

The second method we applied to electron-molecule vibrational-rotational 
8 9 close coupling was the Nuraerov method. ' We found this method to be accurate 

and reliable for all cases attempted, even those for which the piecewise 

analytic method was unacceptable. 

B. Rotational close coupling with the rigid rotator approximation. 

VJe now consider the electrori-N- rotational close coupling problem studied 

in reference 26. In that study the diatom is treated as a rigid rotator 

with the equilibrium internuclear distance (2.068 a ), and the rotational 

close coupling problem is formulated in the laboratory frame using the 

total angular momentum representation of Arthurs and Dalgarno. Only 

the ground electronic state is included explicitly, and effects of electronic-

charge-cloud polarization and of electron exchange are included by means 

of an effective potential. The anisotropic electron-molecule interaction 

potential is expanded as 
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V(r,x) - I V ^ O P ^ c o s x ) (114) 

where x Is the colatitude of the scattering electron with respect to the 

internuclear axis. The individual terms V (r) are represented by spline 

functions that have a cusp at one half the interr.uclear distance, i.e., 

at r = 1.034 a . Both our Numerov and our R matrix propagation codes have 

special provisions for choice of stepsize in the vicinity of the cusp. For 

the Numerov calculations reported here we did not use this provision; we 

just ignored the cusp. For che R matrix propagation calculations we shortened 

the sector before che cusp to put a sector boundary at the cusp. 

The calculations of reference 26 user" the R matrix propagation scheme, 

and we attempted to obtain three-significant-figure precisfin in the elastic 

and inelastic transition probabilities. In a separate stua> we had found 

that j = 6 was required for convergence of the J = 5, even-j partial 

cross sections at 30 eV impact energy where j and J are rotational and 

total angular momentum quantum numbers in the Arthurs-Dalgarno scheme. 

A conventional basis for this j and J consists of 15 channels. The 
max 

next smaller conventional basis (i = 4) and the 1-dominant basis both 
max 

contain 9 functions. In reference 26 we compared calculations with various 

conventional, ft-dominant, and adiabatic bases. In Table 2 we give for com­

parison some representative results. These examples show the general result 

that the Jl-dominant basis provides significantly more accurate results for 

elastic and inelastic scattering from the ground rotational state than the 

conventional basis of the same dimension, but that a 9-function adiabatic 

basis (consisting of the 9 lowest energy eigenfunctions obtained by taking 

linear combinations of the 15 total angular momentum eigenfunctions of the 
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primitive basis in each sector) is considerably more accurate than either 

of these. In fact, for transitions between excited rotational states even 

a 6-function Rdiabatic basis provides better agreement ;-tth the converged 

results than either of the two 9-function diabatic bases. 

For the N - 15, P = 15 and H = 15, F = 9 cases we have used trace 

statements to make a detailed study of how much computer time is spent in 

each subprogram. We then related the computer time spent in each sub­

program to the computer time spent on various parts of the calculation. 

The results of this timing study are shown in Table 3. For the computer 

runs upon which Table 3 is based, we used a single-energy, single-lasis-

set version of our code which used no disk reads or writes during the cal­

culation. Dimensions for arrays in common blocks were set to accomodate 

a maximum of 15 channels and 3000 sectors. The field length required for 

is to run was 101500 (base 8) words. We propagated only R, and we used th: 

the tranpose rather than the inverse of T. We set all e =0.07. Results 

the same accuracy can be obtained more efficiently by dividing the 

jpagation range into three or four intervals and optimizing c separately 
2fi in each. This extra optimization was employed for some production runs 

but not for the timing comparison reported here. We placed the center of 

the first sector at 0.03 a and used 5 « 10 a for the first two stepsizes. 

The stepsize algorithm yields h - 4.4 x 10~ a Q. The 15/15 run required 

250 steps to reach 1 a„ where h - 0.014 a n > 50 more steps to reach 2 a 

where h = 0.031 a-, and 45 more steps to reach 4 a., where h = 0.058 a_. 

The final asymptotic analysis was performed at 101.6 a by which point the 

stepsize had increased monotonically to 1.4 a . The first 486 of the sectors 

are located at r < 30 a.. Mjltiplying the first three entries in Table 3 
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by 486/572 gives an estimate of 65 sec for the execution time of a calcu­

lation which would quit at 30 an- A similar correction to 30 a n yields 

47 sec for the 15/9 calculation. One should keep in mind that the time 

required for the calculation of D is highly dependent on the complexity 

of the interaction potential and the efficiency of the potential subprogram. 

The most striking result in Table 3 is that racst of the computer time 

is involved in diagonalising D. The propagation of the R, matrix accounts 

for only 32% of the time in the 15/15 run and only 13% of the time in the 

15/9 run. Thus, increasing the efficiency of this step by even a factor 

of two would result in savings of only 16% anJ 6% in the twe runs, 

respectively. 

For the 15/15 case, decreasing E to 0.05 and moving the asymptotic 

analysis to 120.8 a to check the accuracy required 867 sectors and 109-5 

sec computer time. Most partial cross sections calculated in this run 

agreed to ±1 in the third significant figure with those for the run described 

above. ** 

For comparison with these calculations we ran the Numerov code with the 

same potential and a similar potential subprogram for the same impact energy 

and J = 5. We also used the same compiler (MNF) and the same computer 

(the CDC Cyber 74). Trial calculations showed that one can obtain about 

three significant figures of precision by performing the asymptotic analysis 

at 30 a Q with Ricatti-Bessel functions. Similar accuracy can be obtained 

at 10 a using BMS functions, but with our computer program the overall 

cost for the present case is greater with BMS functions because of the cost 

of computing the BMS functions. The BMS functions are less expensive for 

cases with a smaller number of channels. We made several runs designed 
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to discover the most efficient procedure for solving the 15-channel test 

oroblcm performing *-he asyn*;otic analysis at 30 a using Ricatti-Bessel 
—fi functions. All these runs began the propagation at 10 afi with h-0.0005 a-. 

Me used h. for the first ten steps. First we used the regular Nume-rov 

method with h = 0.064 art and various 6 to determine the 6 required for max 0 
-4 

three significant figures of accuracy. This yielded 6 - 10 a n, 5^7 steps, 
and a computer time of 33 sec. With the same numerical parameters the 

-4 
iterative Numerov method with EPS = 10 required 48 sec. With the same 
values of h,., h , and 6, we ran the option which tests the iterative 0 max 

-4 

against the regular Numerov method every 25 steps. With EPS =10 , the 

iterative Numerov method was found to be blower at all distances for this 

test case; this run also required 33 sec. In the runs just discussed the 

maximum stepsize of 0.064 a., was reached at r = 0.70 a n- We removed the 

maximum stepsize criterion and again searched for the 6 which yields about 

three significant figures of accuracy. For most partial cross sections 

this could be achieved with 6 = 10 or 10 . Using KCK - 25 and EPS = 
-4 10 , these two calculations required 357 and 268 steps and 28 and 19 sec, 

respectively. These: tines may be compared with 65 sec for the X matrix 

propagation code on the same compiler and same computer. 

Then the Numerov calculation with KCK = 25 and 6 = 10 was rerun 

with the FTN compiler with optimization levels OPT = 1 and OPT = 2; the 

execution times decreased to 24 sec and 15 sec, respectively. Retaining 

KCK = 25, 6 - 10~ , and OPT = 2, we increased EPS to 10~ ; the regular 

Numerov method was still faster at every check. For some other electron-

molecule scattering calculations we have found that the iterative Numerov 

method is relatively more efficient at large r and large J. 
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The dimensions in the Numerov program were set for IS channels and the 

field length required to execute was 114500 (octal) words. For 15-channel 

calculations on the He-HF system considered below the field length required 

is only 105700 (octal) words. The difference Is accounted for by the large 

number of spline coefficients in the electron-N? Interaction potential. 

It is difficult to compare the computation times for the calculations 

of reference 23 using the integral equations algorithm to those reported 

here as obtained with the other programs. The integral equations algorithm 
21-23 has been ustu for calculations in the body-frame formalism, whereas 

the other calculations discussed in this section use the Arthurs-Dai garno 

formalism. ;.-.". input for the integral equations program consists of the 

V. (r) values on the integration mesh, whereas the input for the Numerov 

and R matrix propagation programs consists of spline fits to the V (r). 

This means that the stepsizes for the Integral equations calculations 

are input variables. For a typical run in reference 23, the stepsize 

for the first twenty steps was 0.001 a., followed by 298 steps with h = 

0.01 a , 152 steps with h = 0.1 a., and 100 steps with h = 0.2 a., for a 

total of 570 ending at 38.2 a.. Table 4 shows typical computation times 

for various numbers of channels. These calculations are for E symmetry 

at E = 13.6 eV with A = 28. No truncation of the number of coupled max 
channels was employed, i.e., the truncation radius is infin-.'"̂ - Thus all 

N channels were propagated at all distances as in the Numerov calculations 

and the R matrix propagation calculations with F = N. 

Che potential used for the R matrix propagation and Numerov test cases 

is called potential i in reference 10. The results presented above were 
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presented at the NRCC Workshop in June, 1979. We have also submitted a 

set of V (r) for this potential to L. Thomas who prepared a potential sub­

program based on this potential for the Workshop participants as a test 

case for further study. 
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IV. Electron-atom scattering 

Electron-hydrogen atom scattering provides an interesting test case 
41a for close coupling codes. It is a prototype for electronically inelastic 

electron-atom scattering in general, but it has the advantage that the 

interaction potential matrix is known analytically. The interaction poten­

tial for ciectron-atom scattering is qualitatively different from the inter­

action potential for the other test problems considered in this report in 

that it tends to -•» at the origin. The same limit occurs for electron scat-
52 tering from molecules like CO2, which has a nucleus at the origin. For 

comparison of computation times for electron-atom scattering we consider 

a 2-channel problem: ls-2s close coupling without exchange and with total 

angular momentum zero. 

To use the piecewise analytic method for electron-hydrogen atom scat­

tering, we had to modify the QCPE program to allow for starting channels 

which are open at the origin. For various 3- and 4-channel examples, 

reasonably precise results could be obtained by starting at about 10 a n 

and using a stepsize error criterion of 10 or 10 . Using the FT3 compiler 

and a CDC 6600 computer, precise results for the ls-2s s-wave test case 

required about 1.6 sec. This corresponds- to about 1.5 sec on the CD*.' 

Cyber 74. In general it was difficult, as compared to using our Numerov 

program, to test and obtain convergence with respect to the starting point 

and the stepsize error criterion. 

The R matrix propagation method, propagating R-, R„, R,, and R,, 

was applied to the test case and the numerical parameters were adjusted 

so that the partial cross sections were precise to ±1 in the third signi­

ficant figure. This yielded e ' = 0.05. The calculation was i ill 



-265-

converged at sector 166 at 17.5 a^. The stepsize became very large at 

large r, and two more steps brought the calculation to the final sector 

centered at 25.1 a . The computation time, using the MNF compiler and 

Che Cyber 74 computer, was 0.6 sec. 

To compare the efficiency of the computer codes we applied the variable-

stepsize regular Numerov method with Ricatti-Bessel function boundary 

conditions to the same problem, again using the MNF compiler and the 

Cyber 74 computer. Asymptotic analysis was performed at 25 a Q where it 

was converged with respect to further propagation to 5 significant figures. 
-4 Me used h = 5 * ]0 a for the first ten steps. Subsequent stepsiz s 

were determined by increasing 6 in successive runs until we obtained only 

three significant figures of precision in the partial cross sections. 

This required 6 = 10 and a computation time of 0.42 sec. In this run 

the stepsize doubled every step from the eleventh until it reached 0.128 a . 

It then increased to its final value, 0.256 a n at 0.52 a.. The calculation 

required 116 steps. We repeated the cal~ulation using the option to check 

every 11th step whether the regular or iterative Numerov method is faster. 
-4 With EPS = 10 , the iterative Numerov method became faster at r = 18.2 a . 

This whole calculation required 0.44 sec. The iterative Numerov method is 

relatively more efficient for cases with centrifugal barriers. 

Tu check the sensitivity to compiler we reran the most efficient of 

the above calculations with a code compiled on the FTN compiler with opti­

mization levels OPT = 1 and 2. The computer time increased from 0.42 sec 

to 0.44 and 0.43 sec, respectively. 

A class of methods which has been widely applied to electron-atom 

scattering, and to a lesser extent to electron-molecule scattering, is 
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the algebraic variational method and related techniques involving expansion 
53-59 of the translational wave function in a basis set. in these methods 

the potential is generally represented in a basis set rather than as a 

function of the radial coordinate. These methods can often be used to 

solve the same probletm as are attacked by close coupling codes like the 

ones discussed here which rely on numerical integration of coupled dif­

ferential equations. However, they become relatively more efficient and 

more useful when nonlocal exchange potentials are included. 

Using our original algebraic variational program with the FUN com­

pile, on the CDC 6600 computer, a typical run on the 2-channel test problem 

of this section required 26 sec (equivalent to about 24 sec on the CDC 

Cyber 74). This run involved 15 and 10 uncontracted basis functions for 

the expansion of the translational wave functions in the Is and 2s channels 

respectively. This time can be speeded up by using more efficient Droce-

dures for evaluation of the integrals over basis functions. Unfortunately 

a computer time is not available using our more efficient integrals 

packages ' on this test problem. The computer time can also be decreased 

by using contracted basis functions. 
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V. Vibrationally inelastic atom-diatom'scattering 

For atom-molecule scattering the interaction potential is independent 

of energy. When the R matrix propagation method is used to study systems 

with energy-independent interaction potentials, great savings of computer 

time can be made since calculations with the same number N of primitive 

basis functions can be carried out for several energies with the time-

consuming diagonalization of the interaction matrix D carried out only 
24 once. The calculation at the first energy is called a reference-mode 

calculation. In a reference mode calculation, D is calculated and dia-

gonalized in every sector, the eigenvalues are stored on the disk, and the 

transformation matrix T is calculated and stored on the disk. If T is 

to be used, it too is computed and stored on the disk. Calculations at 

additional energies may be carried out in a propagation-mode. Additionally, 

to test convergence with respect to P the propagation-mode can also be used 

to run calculations at the same energy bi't with successively smaller values 

of P. 

We here report a detailed study of the timing requirements of the many-

energy, many-basis version of our R matrix propagation program for a test 

problem. Ths test problem is collinear scattering of He by H, with a 

harmonic oscillator potential for H, and an exponential repulsive inter­

action potential. The Hamiltonian is the same as used in two published 

studies ' and corresponds to m = 2/3 and a = 0.314 in the unitless 

notation of reference 65. We considered total energies of 8hw and 7.75 4iui 

and used harmonic oscillator eigenfunctions for the primitive basis. We 

used the many-energy, many-basis version of our computer program to run 

a series of nineteen calculations with various values of N ar.u ~ 1.. the 
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rnnge 7-13. By printing out the conputation times in various subprograms 

we were able to approximately distribute the computation times into four 

categories: setup, calculation and diagonalization of D, propagation, and 

asymptotic analysis. We then fit each category of computation time (in 

sec) to an empirical function of N or P. The total computation time (in 

sec) is called t, and the functions for the four categories are called s, 

d, p, and a respectively. For a reference-mode calculation we obtained 

t = s + d(N) + p (P) + a (H5> 

where 

and 

s x = 0.5 (U6) 

d(N) = 1.13 x 10" 3N 3 + 0.031N2 (H7) 

P l(P) = 0.029 P 2 (118) 

0.5 (119) 

J'LV<!:.',:L!. Lun-'ruii.!^ c.al r'.i L.iL lo:i w n b L a L n e d 

t = s 2 + P2(P) + a (120) 

where 

s 2 = 0.3 (121) 

P2(P) = 0.021 P 2 (1 + 0.00SP) (122) 

and a is as before. The functional forms in (117), (118), and (122) have 

not been fit exactly; they are chosen strictly to provide a simple empirical 

fit over the range of N and P examined. In inciple other powers of II and 
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P should appear, M tng these functions,we can generate the sample compu­

tation times in Table 5. 

For the runs used to generate equations (115)-(122), we propagated 

only R, and we used the inverse of T. We also made runs in which we used 

the transpose of T; for our program there was little difference in the 

execution time as compared to using the inverse. We determined that 

c = 0.15 and r ' = 1.195 a. were just sufficient to get 2% accuracy 

for all transition probabilities and 3-significant-figure accuracy for 

those greater than 10 . We found that placing the center of the last 
(c) sector it r„ 2 6 a was sufficient to ensure that our results were con-
K U 

verged with respect to increasing the range of the propagation. To 

achieve this convergence for all the runs and to use a fixed number of 

sectors to simplify the interpretation of the computation tim'js, we used 

150 sectors for all the runs and propagated to 7-24 a„, depending on N and 

P; however, the stepsize becomes large at large r (for the last few steps 
"max J "0'' """ * u "0 

sector. TyuLcal values 'oc the centers of the sectors and the stepsizea 

are r^1' = 1.40, 1.67, and 2.54 a^ and h ( l ) = 0.0096, 010122, and 0.0261 a 

Tor i = 25, 50, and 100, respectively. 

Table 5 shows that, calculations at second and subsequent energies are 

faster by factors of about 3-5 than calculations at the initial energy. 

These savings are also achieved when a series of P values is run to test 

convergence. 

In Tables 6 and 7 we give representative transition probabilities 

P , = \S ,| calculated for the simple model of vibrationally inelastic 
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collinear atom-molecule scattering described above. For energies cor­
responding to 4fiu and fSniii we see that an adiabatic basis of propagation 
dimension P can give significantly more accurate results than a conven­
tional basis of the same dimension. For example, at E ™ 8nm converged 
results for all but transitions involving the highest open channel, v' = 7, 
can be obtained with a 9-function conventional basis which includes har­
monic oscillator eigenfunctions corresponding to v = 0-8. In contrast 
the transition probabilities obtained by calculations using the 8-function 
conventional ' asis which includes only the open channels can have large 
errors. E.g., as shown in Table l\ the H = 8, P = 8 calculations of P , 

P,,, and P_. have errors of 12%, 47%, and more than a factor of two, re-46 06 
spectively. The N = 9, P = 8 adiabatic basis, however, gives all but 3 

transition probabilities (P.., P,_, and F,,) to within 1%. Thus we see 

for this example, that when the results differ, adiabatic bases yield con­

siderably more accurate results than conventional bases of the same or 

frequently even larger propagation dimension P. This is an important 

result. To obtain the adiabatic basis extra efforL '.st be expended to 

diagonalize the H x N interaction matrix TK in each sector. However, 

when the interaction potential is independent of energy, as it is for the 

present problem, the adiabatic basis functions in each sector are also 

independent of energy. Consequently, as we have seen above, significant 

computational savings can result from obtaining the adiabatic basis in a 

reference-mode calculation and using it for several energies in propagation-

mode calculations. 

Table 5 shows that most of the computer time in a reference-mode cal­

culation is spent calculating and diagonalizing p. Since the interaction 
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potential Is very simple for this test case, the diagonalization step is 

the slow one. One idea for a method to reduce the time required to evaluate 

the eigenvalues and eigenvectors of D Is to calculate and diagonalize D 

on a coarse grid, fit the eigenvalues and eigenvectors to spline functions, 

and use the spline functions for a propagation-mode calculation on a finer 

grid. One would have to converge the calculation with respect to the spline 

grid as well as the propagation grid. We tried this for the case N = 8, 

P = 8 with the unconverged coars' grid being about ten times coarser than 

the propagation grid. We used the storage-efficient but computer-time 

inefficient version of our spline subprograms. The computer time was 

7.4 sec (compare 5.5 sec in Table 5). Since the spline version of the 

program was not at all optimized, this test indicates that this kind of 

idea deserves further consideration. Another possible way to speed up 

the diagonalization step is to use an iterative method for the diagonal­

ization. The diagonalization at the previous step would be used to start 

the iteration. 

The piecewise analytic method has also been used for this test problem. 
14 We used the program written by Wagner for this purpose. Compiling this 

on the MNF compiler and running it on the CDC 660U computer required 9.1 sec 

computer time (corresponding to about 8.4 sec on the Cyber 74) to obtain 

slightly less than three-significant-figure accuracy for a basis with 8 

channels; at the enargy considered 5 channels were open, and no transition 
-4 probabilities were less than 10 . The piecewise analytic method, like the 

R m-crix propagation method, has the advantage that additional calculations 

at subsequent energies can be performed with reduced cost. 
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11. Rotationally Inelastic Atora-Dlatora Scattering 

We have applied three different methods to rotationally inelastic 
50 scattering of an atom by a rigid rotator using the Arthurs-Dalgarno scheme 

Consider first He-HF scattering with the interaction potential of Collins 
20 28 66 and Lane. ' ' For a test case we study scattering at total angular 

momentum J * 12 and impact energy 0.05 eV using a conventional 10-function 

basis with j = 3 . Using the R matrix propagation scheme (propagating 

only R.) we found that propagating from 3.' a n to 20 a„ was sufficient 

to give 1% precision for the real and imaginary parts of all S matrix 
-2 elements greater than 10 and three-significant-figure precision for 

partial cross sections from the ground state. We used the s.-me t
( i ) f u r 

every sector and increased it till we just retained this accuracy. This 

required c = 0.3, and took 4.8 sec execution time for a program com­

piled on the MNF compiler and run on the Cyber 74 computer. Using the 

same compiler and computer, we repeated the calculation with the regular 

Numerov method, starting at 3.5 a n and applying Ricatti-Bessel function 

boundary conditions at 24 a.. Using fixed stepsizes, we found that we 

could satisfy the criteria given above with h = 0.064 a_. This calculation 

required 15 sec computer time. We repeated this calculation using the FTN 

compiler with optimization level OPT = 2, ant. the execution time decreased 

to 10 sec. We then tried the variable-stepsize algorithm and obtained com-

parable accuracy for 6 = 7 * 10 J in this run the sr.epsize increased to 

0.064 a. at r = 4.50 a and remained at this value; the execution time 

was still 10 sec with the FIN compiler and optimization level OPT = 2. 

Based on Allison's experience one would assume that the execution could 

be improved by using the iterative Numerov method with a carefully chosen 

value of EPS. 
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One advantage of the R f-.;.rix propagation method for this problem is 
that, since the interaction potential is independent of energy, one can 
perform calculations at additional energies at a reduced cost. Further, 
by judicious use of contraction, i.e., P < N, one can often obtain good 
accuracy without propagating the full number of functions required in the 

28 
primitive basis set. To illustrate this we give in Table 8 some repre­
sentative rotational excitation cross sections for E = 0.05 eV for J = 4 

28-29 and 12. As shown here, we found that in all cases adiabatic bases of 
propagation dimension P gave more accurate results than conventional cal­
culations of the same dimension except where accidental cancellation of 
errors occurred. In Table 8 we see that a 10-f*jnction conventional basis 
including channels with j - j = 3 gives converged results for both total 
angular momenta. In contrast the next smaller conventional basis, the 

4 4 6-functiun j = 2 basis- gives errors of 15% and 66% in o„ , and 0- „, Jmax ° 0-+-1 0-*-2 
12 12 respectively, and 12% and 48% in a n , and o n 0. However, the N = 10, P = 6 

adiabatic basis yields all four cross sections with an accuracy of 9%. In 
Table 9 we show that the significant Increase in accuracy obtained when an 
adiabatic basis is used instead of a conventional basis is not predicated 
on a fortuitous cancellation of errors. For this example, the j = 2 

max 
basis gives errors of almost a factor of 2 for each partial cross section, 
while the 6-function adiabatic basis yields all three partial cross sections 
within 6%. 

lhe piecewise analytic method has been widely used for atom-rigid-
rotator collisions, although even for this problem the difficulty of 
obtaining very precise answers has been noted. We applied the piecewise 
analytic method to the 16-channel problem of Johnson et al. Using the 
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numerical parameters of the QCPE test data, the FUN compiler, and the CDC 

6600 computer, we obtained less than three significant figures of precision 

in 12 sec for a first-energy calculation. This corresponds to about 11 sec 

on the CDC Cyber 74 computer. This problem required propagating from 0.73 a. 

to 6.5 a.. For comparison, the R matrix propagation method for the He-HF 

problem discussed above, with e - 0.3 and propagating from 3.5 to 20.0 a.. 

required 10.3 and 8.4 sec computer time on the CDC Cyber 74 computer for 

N - 15, P • 15 and N - 15, P - 10 problems, respectively, for first-energy 

calculations. 
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VII. Summary 
* w w w w w w v 

He have presented some details of our Implementation of the Nuoerov 

and R matrix propagation methods for inelastic close coupling calculations. 

We have found that these methods are convenient and reliable for electron-

atom, electron-molecule, and atom-molecule collisions involving rotationally, 

vibrationally, and electronically inelastic scattering where the close 

coupling equations take the form of coupled differential equations. We 

have shown that the computer time requirements of these two aethods as 

well as the piecewise analytic method and the integral equations method 

are similar for a variety of inelastic close coupling calculations. The 

ultimate choice among these methods should therefore often be based on 

other considerations, such as ease of programming in the Humerov method 

or of using adlabatic basis sets in the R matrix propagation method. Both 

these methods have favorable properties for checking convergence with respect 

to numerical parameters in calculations performed on a production basis. 
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Table 1. Approximate conversion factors for computer time 

Computer Factor relative to CDC Cyber 74 

CDC 6400 0.35* 

CDC 6600 0.92 

CDC 7600 6.0 
IBM 360/75 0.6 
IBM 370/168 1.4 
IBM 360/91 2.8 
IBM 370/195 6.0 
Univac 1108 0.4 

for example, to convert a computation ;lme obtained with 
the CDC 6400 computer to an expected computation time on 
the CDC Cyber 74, multiply by 0.35. 
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Table 2. SUBS of transition probabilities for transitions fron the ground state 
(j»l) " (0 (5) and froa the second ro£ationally excited state* as a function 
of basis for e-H,; 

description of basis conventional conventional l-dominant adiabatic adiabatic 

N/P 15/15 9/9 9/9 15/9 15/6 

yosyv 
2.92(-3)° 3.16(-3) 2.70(-3) 2.97(-3) 

5.36<-4) 2.39(-4) 4.40(-4) 5.63 (-4) 

1.99(-4) 1.42(-4) 2 .1H-4) 

2 .46(- l ) 1.04(-1) 2.2BC-1) 2.4B(-I) 2 .47(- l ) 

1.07(-1) B.0B(-2) l . l l ( - l ) l . lO( - l ) 

These are dominated by transitions from (j,t) - (2,3) channel 

See reference 26 

'The number in parentheses denotes the power of ten by which the entry should be 
multiplied. 
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Table 3. Timing study using the R matrix propagation method 
for two runs on the electron-N. scattering problem 
of reference 26. 

Function computation time (sec) 

N/P - 15 b N/P - 15/9C 

Calculation of D 9.1 8.8 
Diagonalization of D 40.7 39.9 
R matrix propagation 24.1 7.5 
Asymptotic analysis 0.6 0.8 
Miscellaneous 1.5 1.4 
Total 76.0 58.5 

computing time (as a percentage of 76.0 sec) 

Calculation of D 12 12 
Diagonalization of D 54 52 
R matrix propagation 32 10 
Asymptotic analysis 1 1 
Miscellaneous 2 2 
Total 100 77 

MNF compiler, Cyber 74 computer. 

572 sectors 

561 sectors 
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Table 4. Computation times (in sec) for body-frame 
close coupling calculations on electron-!!-
scattering using the integral equations 
program. 

N* CDC 7600b Cyber 74 

14 12.2 61 
9 7.0 35 
8 6.3 31.5 

7 5.5 27.5 

number of coupled channels 
bNCAR FORTRAN compiler 

converted using Table 1 
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Table 5. Computation times (in sec) generated by equations 
(113)-(120) for He + H,.a 

Reference mode Propagation mode 

Calculation and dlagonalization of D 
14 14 9.2 

11 9.2 
8 9.2 

11 11 5.3 
8 5.3 

S 8 

Propagation 

2.6 

14 14 5.7 
11 3.5 
8 1.9 

11 11 3.5 
8 1.9 

0.0 
0.0 
0.0 

0.0 
0.0 

0.0 

4.6 
2.8 
1.4 

2.8 
1.4 

1.9 1.4 

14 
Total 
1A 
11 

15.9 
13.7 
12.1 

5-4 
?-6 
2.2 

11 11 
8 

9.8 
7.2 

3.6 
2.2 

5.5 2.2 

compiler, Cyber 74 computer 
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Table 6. Transition probabilities P , « \S ,| for the model 

He-ll, system at E • 4fiu. 

description of basis v - 5 
max 

v - 3 
max 

adlabatic 

N/P 6/6 4/4 6/4 

V v' 
0 1 1.33(-1)C 1.30(-1) 1.33(-1) 
0 2 2.04(-3) 1.65(-3) 2.04C-3) 
0 3 4.97(-7) 4.56(-7) 4.9(-7) 
1 2 5.5K-1) 4.61(-2) 5.5K-1) 
1 3 3.09(-5) 1.11(-5) 3.3(-5> 
2 3 2.11(-3) 7.76(-5) 2.2 (-3) 

The system is described In references 64 and 65 

The results are from reference 29 

The number in parentheses denotes the power of ten by which 
the entry should be multiplied 
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Table 7. Transition probabilities B , - |S ,| for the aodel 

He-H. system* at E » 8nu. 

description of basis v - 8 nax v - 7 max adlabatic 

N/P 9/9 8/f 9/8 

v v f 

0 6 1.77(-6)° 4.03(-6) 1.77(-6) 
1 4 7.33(-2) 6.98(-2) 7.33(-2) 
1 6 3.31(-5) 5.15C-5) 3.32(-5) 
2 5 2.58 (-2) 2.26(-2) 2.58 (-2) 
4 6 1.90(-2) 1.11(-2) 1.90(-2) 

The system is described in references 64 and 65 

The results are from reference 29 

"The number in parentheses denotes the power of ten by which 
the entry should be multiplied 
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J 2 Table 8. Rotational excitation cross sections o_ , (a„) for transitions 

from the ground rotational state for He-HF at E - 0.05 eV. a 

description of basis •"max " i - 3 
max 

Jmax adiabatic 

N/P 15/15 10/10 6/6 10/6 

y 3 - 4 
1 2.06(-l)b 2.03(-l) 2.36(-l) 2.25(-l) 
2 9.75(-2) 9.57(-2) 1.62(-1) 9.55(-2) 
3 2.70<-2) 2.86(-2) 

$' J = 12 
1 4.83(-l) 4.82(-l) 5.42(-l) 4.94(-l) 
2 1.74(-1) 1.75(-1) 2.58(-l) 1.59(-1) 
3 3.38(-2) 3.56(-2) 

The number in parentheses denotes the power of ten by uhich the entry 
should be multiplied 
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4 2 Table 9. Partial cross sections ̂ ju^aii '*o' * o r He-HF for 

J - 4 and E - 0.05 «V.a 

description of basis j • 4 1 » 2 adiabatic r Jnax Jmax 
N/P 15/15 6/6 10/6 

2 2.88(-2)b 4.82(-2) 2.72(-2) 
4 4.S7(-2) 4.26(-2) 2.49(-2) 
6 4.30(-2) 7.07(-2) 4.34(-2) 

See references 28 aiid 29 

The number in parentheses 
the entry should be multiplied 
The number in parentheses denotes the power of ten by which 



-290. 
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1. INTRODUCTION 

Due to the rapid accumulation of Information concerning the 
potential surfaces of chemically interesting species, it Is desirable 
to be able to perform coupled-channel calculations within the close-
coupling method. Unfortunately, even the most efficient tradiational 
methods of Integrating the coupled equations are so time-consuming that 
their use for more than a few coupled channels becomes prohibitively 
expensive. A recent method, developed by Roy Gordon (Go69) and based 
on a piecewise-analytic approximation to the potential, is a major 
breakthrough in numerical technology because it requires relatively 
few steps to integrate the coupled equations. At high energies, It 
has a real advantage over methods which approximate the wavefunction, 
such as the Runge-Kutta method or the more recent de Vogelaere (dV55) 
method, since a proper construction of the wavefunction using these 
methods requires a large number of steps. Recent methods for solving 
close-coupled integral equations have been developed by Johnson and 
Secrest (Jo66) and Sams and Kourl (Sa69). Both of these methods use 
numerical quadrature procedures, which subdivide integrands into slowly 
varying partitions and, therefore, must emplo> a finer integration mesh 
with increasing energy. 
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We have developed an Integral equations aathod for solving coupled 

equations that does not require quadrature procedure (Ke74a). Thus, it has 

the desirable feature (characteristic of the Gordon aethod) that the inte­

gration mesh is relatively Insensitive to changes in energy (wavelength). 

It is based on the Volterra integration equation, as is the Sams and Kouri 

nethod (Sa69), but, instead of replacing the integrals >y a quadrature, it 

uses a plecewiae-constant reference potential, in the spirit of Roy Gordon's 

method (Go69). The result is that larger steps can be taken as the equations 

are Integrated into the asympotic region since the integrals for the model 

potential problem can be evaluated exactly for each interval. 

The method lias been implemented in a general inelastic scattering 

code, INSCAT, which hfts been used to study a variety of atom-diatomic mole­

cule (Re73) and atom-atom collisions (Re74b). For a typical atom-rigid 

rotor interaction the integration takea 60-100 steps to reach the asynptatic 

region. Accuracy and speed are comparable to the program of Gordon. Execu-
9 tion tinea increase as N at least up to 25 channels. Stability to growth 

of closed channels is ensured by using variable pickup points and occasional 

stabilization. 

In part 1 we develop the form of the Volterra integral equation 

for inelastic scattering used in the method. The use of reference poten­

tials is discussed in part 2. In the final section, the code INSCAT is 

discussed, and comparison is made with results obtained with other methods. 
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1. Tha Multi-Channel Voltarra Equation 
Tha quantim aecbanicel couplad aquation* for scattering can 

ba derived froa tha differential font of the time-independent 
SchrSdinger aquation. Wa wiah to derive an integral aquation repre­
sentation for the wavafunction. We eonaidar the Sehrodlnger aquation 

« - H, - V)|4+> - 0 (1) 
with the boundary condition 

»4< r) I-(2IT)" 3 / 2 axp(iJc.r) + f * x P < l k r ) . (2) 
r*« r 

Y£(r} is the coordincte representation of che outgoing stationary 
acattaring atate* |5+>, and f is tha scattering aaplitude. 

For tha stationary etatas |lc+>, equation (1) can ba transformed 
into an Integral equation 

|t+> - |K> + (E - H, + i6)-lV|fc+> (3) 
where the plana wave \t> is a solution to tha honogeneoue problaa 

( E - H 0 > | a > - O . (4) 
Equation (3) waa flrat derived by Lippmann and Schwingar (L150) and 
ia often called tha Llppmann-Schwlnger equation for |tf>. 

In tha coordinate representation, (3) can ba written 
<r|tt+> - «(|(r) - <|>£(r) + f d r ' G C r . r " ^ ^ ' ^ ^ ) . « ) 

It is more convenient, for our purposes, to work in the angular momentum 
representation. Tha vector* |fcf> can be expanded In term* of angular 
•omentum eigenvectors, for which we uaa the notation |E >1 >BH-> (T»72). 
Theae eigenvectors can be written In the coordinate repreaentation aa 

<S|I.l.w> - t*(iE) 1 / 2r-\ f k(r)Tj(r) ( 6 ) 
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vhere tha radial functions ¥, . (r) raduea to spherical Baikal functions 
j.(fcr) whan V*0 and satisfy tha radial aquation (Ta72) 

lf|* - U L ^ L - ?(r) + V ]\kM - 0. ( 7 ) 

Tho stataa |E,1,B+> satisfy tha Lippaann-Schvlnger aquation 
|E,1,«*> - [E,t,«> + (E - H 0 + le)r«v|E,it»*> (8) 

and, In analogy to (5) an lntagral aquation for tha radial vave-
function can ba obtalnad: 

T i f k(r) - ̂ (kr) + / odr'G; > k(r,r')V<r')* t > k(r') (9) 

where tha kernel la 

8 * , k - - ^ £ « t e « > h i < t a V > - < 1 0> 
h t is a spherical Hankcl function. Tha asymptotic condition ia 

T t > k(r) M t 0 « ) + kf^OOaxpCKkr - to/2)]. (11) 

Equation (9) can ba conveniently rewritten: 

+ fJ.r'0iik(r,r')V(.'>Tlfk(r'>. , 1 2 ) 

Using (10) we can write the integral equation aa 

T l i k(.) • ̂ (k.) -ik+(kr) ^dr' j j t(kr')VCr')^ ) k(r') 

+ £ Jfc*1) | dr'hjacr'mr')*^^) 

- i h<**> | U V w > T , i k o f ) . ( 1 3 ) 
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The last Integral Is a constant, and, following Saas and Xourl (Sa69), 

* t > k(r) - Jt(kr)(l + C) - £h+(kr) J d r ' j ^ O c r ' m r ' ^ ^ r ' ) 

+ £ Jt(kr) | drMiJanr'Wr'yr^Cr') ( U ) 

where 

C - - i | dr'h+ttr'Wr'yi^r'). (15) 

We note that (1 + C) corresponds to the Jost matrix of multi-channei. 
scattering (Ta72). Since this quantity Is a constant, we can ranorma-
llze our Integral equation by multiplying through by (1 + C ) " 1 . This 
yields the equation [Sams and Kouri (Sa69)]: 

Y l , k ( r > " J * ( k r > - V h t ( k r ) | ar'JtCkr'WOT'^Cr') 

+ £ j£(kr) | dr ,hJ(kr ,)V(r ,)^ f k(r'). (16) 

This Is a Volterra' equation of the second kind (Ar68) and has the 
desirable feature that the limits of integration are finite. This 
equation has been used as the basis of a computational method by Sama 
and Kouri (Sa69), who replaced the integrals by quadratures and showed 
that the equation could be solved by a nonltxrative procedure, due to 
the cancellation of the two integrals in the final quadrature terms. 

A very important property of Volterra integral equations of the 
second kind is that such equations are always uniquely solvsble, 
regardless of the magnitude of the kernel (TaS8). This is not true 
in general for Fredholm Integral equations, from which the Volterra 
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* aquations nay be derived as a special case. 

The matrix analog of (16) is 

5»(r) - J(r) - a+(r)•frdr,J(r•).V(r•)•t,(r,) 
'o 

+ .l(r).f dr'H +{r ,).V(r ,M'<r'). (17) 

In obtaining (17) we have made use of the commutation of diagonal 
matrices and have absorbed the wave-vectors into B. The basis used 
for the matrix representation Is suitably chosen for each application. 
For atom-atom scattering it is convenient to use a set of molecular 
electronic states. 

In the next section we develop a new method, based upon an 
approximation to V(r), for solving (17) 

2. A Mew Computational Procedure for Solving the Volterra Equation 
The Volterra Integral equation (16) Is very convenient for 

numerical computation because of the finite limits on the Integrals. 
This means that we can break up the range of integration Into a 
finite number of steps by using a quadrature procedure to represent 
the integral, as Sams and Kouri (Sa69) have done. An alternative 
scheme is suggested by the work of Roy Gordon (Go69), who made a 
piecewise-analytic approximation to the potential in each interval 
and represented the solution by a linear combination of solutions 

Relnhardt and coworkers, in a recent series of papers, have 
developed a numerical procedure for evaluating the Fredhola deter­
minant, thus leading to a direct matrix solution of the Llppmann-
Schwinger' equation; Representative references are (Re70a), (Rs70b), 
(Re71), and (He73). 
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to the nodal potential problem. We will adopt this procedure and 
write the single-channel integral equation in the fom 

y(r) - 4)i(r) - * 2(r) | r idr« + |* dr' + ... + J' dr'UiCr'mrOyCr*) 

+ *i(rN l^dr 1 + |* dv-' + ... + J' dr'L(r')V(Oy(r'> U8) 

y<r) - •i(r) - $2(r)F(r) + «i(r)0(r) (19) 

where F(r) and G(r) are the net values of the two integrals up to r. 
The functions $1 and ti «re solutions to our homogeneous problem, 
being sines and cosines if we choose H. to be the kinetic energy 
and absorb the centrifugal potential into V. The derivative of y 
is easily evaluated: 

y(r) - $i(r) - *i(r)r(r) + *i(r>G(r). (20) 

In eech Interval <a,b) we make the approximation 

V(r) - V» (a<r<*) (21) 
and represent the wavefunction in this interval by the local 
approximation 

y<r) - Axi(r) + BXa(r) (a<r<b) ( 2 2 ) 

where A and B are linearly independent solutions for the conetant 
potential problea; i.e., for a classically allowed region 

Xi(r) - sin (or) (23) 
X»<r) - cos(otr) (24) 

and for a forbidden region 
Xi(r) » exp(-cur) (25) 
X»<r) - exp(ar). (26) 
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For convenience, we let V(r) be the effective potential 

V(r> — T(r) + ' ^ t 1 ? • (27) 

Than the function* $1 and fo are solutions to the free particle 
problem; i.e., 

• i(r) » elnOcr) ( 2 8 ) 

and 

Mt).sssML. (29) 
With theee choice* for the varioua function*, the integrals nay be 
written for a classical region, as 

r(b,a) - f •ln(kr,)Oo[Asln(or*) + Bco«(ar')]dr' ( 3 0 ) 'a 
and 

G(b,a) - J co'^r'? p^Asinfor') + Bcos(ar')]dr'. ( 3 1 ) 

Similarly, for a forbidden region, we use the notation 

F(b,a) - Ii(b,a)A + l2(b,a)B ( 3 2 ) 

G(b,a) - Ij(b,a)A + l»(b.a)B (33.) 

where, for example, 

Ii(b,a) - U 0 J slnOcr^slnter'Hr'. (34) 
'a 

All of these Integrals can be evaluated analytically. 
The calculational scheme consists of assigning Initial values of 

y and y, determining A and B for an Interval by Inverting the local 
expressions for y and y, and then propagating tha aolution acroas the 
Intarval (a,b) by use of the Integral aquation. Tha explicit forms 
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for A and B, obtained froa (22) and an analogoua expression for y , are 

A - W>(fcy- fcy) (35) 
and 

B - W" »(xif " Xiy> (36) 

where W Is the Wronslclan of Xi and X2- The multi-channel Volterra 
equation (17) may be written, using our notation, as 

7(r) - 4i(r)-[l + C(r)] - <h(r)'F(r) ( 3 7 ) 

where 4i and 42 are diagonal matrices. The matrices F and C are 
F(r) - I i »A+ I 2 ' B + F(a) OS) 

and 

*(r) - I S » A + 1VB + C(a) (39) 

where, for example, 

f 4i(r' 
J a 

Ii - dKrO'nofrO'Xi^^dr'. («o) 
J a 

(The other Integral matrices I, are given by similar expressions.) 
F(a) and C(a) are the accumulated values of F and * up to r • a. 

If we have one or more closed channels, we have different 
boundary conditions which <tn and <fo must satisfy: $i must be zero 
at the origin, and <fo must decay exponentially for large r. Clearly, 
two linearly Independent functions satisfying these criteria are a 
hyperbolic sine and a decaying exponential. A proper closed-channel 
Green's function is 

[ - i alali(icr)exp(-Kr") (fi 
' ( r ^ ) - - i •1(r<)<(>S(r>) - j 

or r>r') 
(41) 

slnh(Kr')exp(-Kr) (for r<r'). 

With this choice of G e , the Integrals must be re-evaluated, but the 
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computatlonal procedure is the same as before. 

The reason for making a potential approximation and performing 
all of the Integrals is that we should be able to take large steps as 
we approach the asymptotic region. In order to vary the step-size 
efficiently, we nee:*, a local measure of the error we are Introducing 
at each step. Roy Gordon has given an expression for choosing the 
step-size: 

ll/3 * . ] • hn+l " M f " I <*2> 
where To Is the desired error, and T is an estimate of the error 
Incurred in a step. The power of 1/3 arises because the first-order 
correction to the wavefunction for a linear reference potential is 
cubic in the step-size h (Go71). He have found that this relation, 
when used for choosing the step-size for our constant reference 
potential, maintains the error produced In each Interval at a value 
very near the desired error T#, 

The formula requires an estimate (T) of the actual error incurred 
in each step. Following Gordon (Go69), we assume that A in (35) Is 
a function of r: 

The Wronskian W is constant because the functions Xi a n d % **e local 
solutions to a second-order differential equation with missing first 
derivative. Both Xz * n a 7 satisfy second-order differential equations, 
so we have 

% - - [k 2 - U,]xi ( 4 4 ) 

and 
y - - [k* - V(r)]y. (45) 
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Bslng these expressions, (43) can be written 

^ll-,iri Iv(r)-n,j» y : ( 4 6 > 

We can obtain the variation of A(r) over an interval <a,b) by 
Integrating 

rh A<b) - A(a> - - W-l f Xife'HVCr') - u«]y<r')dr'. 
Ja 

(47) 

Inserting our local approxlaatlon for y(r) and dividing by the step-
size h (Go69), we have an estimate of the average variation of A(r) 
over the Interval (a,b): 

* ^ I » - (hW)-i f xiOf'MVfr') - fo]tAaxi(r*) + B a ) a(r'>]dr'. ( W ) 

tfc take for A and B their values ',t r • i. To evaluate this 
integral, we expand V(r) in a Taylor series about the midpoint 
of (a,b) and keep only the first two terms. This gives 

^ ^ * -(hW)- 1.! f xz(r')(r' - S)[AXi<r'> + BfcGr'Hdr' (49) 

where a, is the potential slope [See Appendix 6.] 

1 P H r - r <*» 
We can also obtain an expression for the average variation of 
B(r) over an interval (a,b): 

4 i M a (hw) i,, J X l(r')(r' - r)[AX,(r') + Byi(r')]dr'. ( 5 1 ) 

The integrals appearing in (49) and (M.)* are easily evaluates 
since xi and X* •*• transcendental functions. It is worth mentioning 
that computationally convenient expressions are obtained by performing 
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the integration over the interval (- s- , y ) and taking advantage of 

the parity of the resulting integrand. 
Once the Integrals la (49) and (51) are evaluated, the 

first-order correction to the local wavefunction is estimated by 
writing 

A(r) 

B(r) 

so that, for r • b 
y l(b) 

Using this estlaate for the correction to y at the right-hand side of 
an Interval, Gordon (Co71) defines the error introduced in the 
Interval (a,b) as 

'-fr*8l:sW8l-
where the zero-order function is given by (22), and a is the local 
wave number. Since the corrections to A and B vanish at the midpoint 
of an Interval, (55) is a very stable measure of the error intro­
duced in one step. 

The step-size selector (42) requires an estlaate of. the local 
error introduced In an interval before the next step-size can be 
determined. This error estimate, T, requires the evaluation of the 
"perturbation integrals" (49) and (50) • Since we are approxi­
mating the potential, these Integrals are slowly varying functions 
of energy, and in practice it is found that one need only evaluate 
these integrals and determine a set of step-sizes at one energy. 
It is then possible to use these seme step-sizes at other energies. 

- A . + ( i r ) < r - » > <5 2> 

- » . + ( t a ) f r - a ) (53) 

-4A-XlO>) +AB-)fcCb). (54) 
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This desirable feature of embedding with a reference potential has 

been discussed by Gordon (Go69). In our implementation, thi r. prac­

tice results in savings of about one-third in computation tine in 

comparison with runs in which the step-size is computed. A good 

procedure to follow is to divide a set of energies into partitions 

such that the lowest energy of one overlaps with the highest energy 

of another. This makes possible a check of the assumption that the 

step-size is independent of energy. 

3. A Multichannel Scattering Program 

We have implemented the computational procedure developed in Section 2 

Into a coupled-channel program INSCAT for solving the coupled integral 

equations which arise in scattering theory. We will discuss the program 

arrangement and give selected results in this section. 

The main program, INSCAT, reads in the required input and calls 

either INKOT or ATHATH to solve the coupled equations for the rota­

tional inelastic problem or atom-atom collision problem. These subroutines 

are called once for each value of the total angular momentum. INKOT calls 

the subroutine F2INIT and F2 to set up the F2-matrix, sets up the potential, 

and then calls MIKINT to integrate the coupled equations. ATMATM sets up 

the potential for the atom-atom problem and calls MIKINT to perform the 

integration. 

When the coupled equations have been integrated for a particular 

value of J, XSECTN is called from INSCAT to compute the partial 

cross-sections. After the equations have been integrated for all 

values of J, ANGDIS is called to compute the angular distribution. 

All input is in atomic units (Hartrees and Bohrs), but the 

printed output lists the cross-sections in both square Bohrs and 
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square Angstroms, and the energies in Hartrees and electron volts. 

Defaults.are available for Boat parameters, and the program is 

documented with detailed information concerning the choice of 

parameters. For most rotational inelastic scattering .calculations, 

an Initial step-size of .05 Bohrs and a value cf T-« .001 are 

satisfactory. For the atom-atom collisions we have studied, we found 

that an initial step-size of .025 Bohrs and a value of T - .0005 were 

required to obtain acceptable results. 

The spherical Bessel functions were calculated by downward 

recursion for J<x, and by a procedure recommended by Wills (Wi71a) 

for J>X. 

INSCAT is presently dimensioned to allow one to compute the 

step-sizes at one energy and use. them for calculations at nine other 

energies. Partial cross-sections and angular distributions may be 

calculated for each energy. Phase-shifts and R-matrices can be 

written on a data set for later use. 

Several standard potentials are already programmed into the 

potential subroutine POT and can be accessed by simply setting a 

flag. In addition, a set of matrices defining a set of potentials 

may be read in and a spline-fit used to allow interpolation between 

the points. 

The value of 1/3 used for the exponent in (42) was chosen by 

a trial-and-error procedure for single-channel calculations, and 

appears to work reasonably well for the problems we have considered. 

We have actually plotted the calculated error (55) as a function 

of the radial coordinate, and found that it oscillated around the 

preselected optimum value. 
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The potential slope required in obtaining the variations of 

A and B in (49) and (51) is calculated from the difference in the 

potential at the midpoint of two successive intervals. This 

can be a poor approximation if large steps are taken too soon in a 

radial integration. This is not a very severe restriction since the 

use of a constant reference potential precludes the use of very 

large steps before the potentials begin to flatten out. 

A normalization factor is used to insure that the solutions 

start to grow at a sufficiently small rate; for rotational inelastic 

problems, it was sufficient to set S - 1, but this procedure would not 

be adequate if the channel wave-numbers were very different from one 

another. 

One difficulty which often arises in integrating coupled 

differential or integral equations (with initial value methods) is the 

gradual appearance of linear dependencies caused by the exponential 

growth of solutions in classically forbidden regions. Roy Gordon (Go69) 

has given an elegant discussion of the problem and has pointed out that 

the situation arises quite naturally from the finite precision of 

machine arithmetic and has nothing to do with an Inherent instability 

of the coupled equations. Gordon shows that it is possible to 

stabilize the solutions by unitary transformation to upper-triangular 

form, thus insuring that the diagonal elements of the solution matrix 

have the most rapid growth. 

The problematic growth of solutions is most troublesome when highly 

closed channels are involved. However, we have found that it Is often 

not necessary to stabilize, even for closed channels, if the channel 

wave numbers do not differ appreciably from one another. When 

stabilization is required, it Is in practice only necessary to transform 
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the solution matrix periodically to upper-triangular form, and not 

necessarily by constructing a unitary transformation. Calculations 

have been performed for rotational-inelastic scattering of an atom 

colliding with a rigid rotor. The formalism used was that of Arthurs 

and Dalgarno (Ar60), and low-energy collisions were studied for 

(He -I- H,), (He + N,), and <&% + H,). Our choice of these systems 

was based on the fact that published data for close-coupling calcula­

tions are available, and the potentials involved are sufficiently varied 

to permit a useful analysis of the method. 

The calculations chosen for comparison were the (He +H,) cross-

sections of McGuire and Micha (MG72) , the (Hg -4- H_) R-matrices of Lester 

and Bernstein (Le67a, Le67b, and Le68a) and Lester (Le71a), and the 

extensive calculations of Erlewein et al. (Er68) and von Seggern and 

Toennies (vS69) for both open and closed channels. 

Two other programs were used to generate cross-sections. These 

were the de Vogelaere differential equation program of Paul McGuire (CLSCPL) 

and the Volterra integral equation program of Neal Sams, Charles Veils, and 

Donald Kouri (SPIE). The version of CLSCPL available to us did not have 

the capability of including closed channels in the basis, but the integral 

equation program, SPXE, did have this option. 

We have made four-channel calculations, with each of the three 

programs, on the three potentials mentioned above. The related speeds 

of the three methods depend very much on the potential. INSCAI takes 

roughly as much time as SPIE for (He + H.) collisions at 0.2 eV, and 

CLSCPL is slightly faster than- either of the others. This is not 

surprising since the (He « H 2) potential of Krauss and Mies (Kr65) is 
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exponential and our constant potential approximation is rather severe. For 

potentials with wells and long-range interactions, such as (He + N_) 

or (Hg + H»)• we are from four to ten times as efficient as the other 

two methods, depending on the relative energy (both of the other 

programs are wavelength dependent). He did not carry our calculations 

above 1 eV; however, at higher energies we would expect to be significantly 

faster than the other methods. These statements should be taken as a 

rough comparison of the relative speeds of the three programs. 

In Table 1 we present a comparison of our calculated R-matrix for 

(He + N.) with one obtained from calculations using the program of 

Kouri. The symmetry in the R-matrix is an indication of the stability 

of the numerical procedure, although it does not guarantee accuracy 

in the calculated cross-sections. In Figure 1 we present the (He + N.) 

compound-state resonance at about 1.066xlO"'s eV, which was reported by 

von Seggern and Toennies (vS69). The resonance curve was constructed 

from calculations of the total cross-section, including 25 partial waves, 

at ten energies. The computations required about one minute •»* C7u time 

(on the University of Florida IBM 370/165 computer) to integrate the coupled 

equations and to determine the total cross-sections and angular distributions 

(not reported here) for all ten energies. Each integration required about 

60 steps to reach the asymptotic region (60a ). This represents a good 
o 

closed-channel test of INSCAT since we have only one channel open at this 

energy. We found that it was not necessary to stabilize to obtain these 

results. 



-307-

Two planned Improvements in the code are the use of a simple (fast) 

quadrature procedure to Integrate through regions of steep (repulsive) 

potentials near the origin, and relaxation of the rigid-rotor constraint 

to allow for vibrational transitions. The present code Is very portable, 

and has been used in IBM, CDC, UNIVAC, and VAX computers. 

The development of this code was greatly facilitated by interactions 

with David Hicha, who suggested using reference potentials in an integral 

equation method, and with Faul McGuire, Don Kouri, and Soy Gordon, who 

offered computational advice. The author wishes to thank Bill Lester of the 

NRCC for the opportunity to participate in this workshop. This work was 
part of a dissertation submitted by the author in partial fulfillment 

of the requirements for the doctoral degree at the University of Florida 

(Re 73). 



-308-
REFEREWCES 

(Ar68) G. Arfken, Mathematical Methods for Physicists. Academic Press, 
N.Y. (1968). 

(Ar60) A. M. Arthurs and A. Dalgarno, Proc. Roy. Soc. (London) A256, 
540 (1960). 

(dV55) R. de Vogelaere, J.. Res. N. B_. S.. 54., 119 (19S5). 

(Er68) W. Erlewein, M. von Seggern and J. P. Toennies, Z. Physik. 211, 
35 (1968). 

(Go69) R. G. Gordon, £. Chem. Phyg. 51., 14 (1969). 

(Go71) R. G. Gordon, Meth. Comp. Phys. 10, 81 (1971). 

(He73) E. J. Heller and W. P. Reinhardt, Phys. Rev. A7, 365 (1973). 

(Jo66) B. R. Johnson and D. Secrest, J.. Math. Phys. 7_, 2187 (1966). 

(Le67a) W. A. Lester, Jr., and R. B. Bernstein, Chem. Phys. Lett. 1., 
207 (1967). 

(Le67b) W. A. Lester, Jr., and R. B. Bernstein, Chem. Phys. Lett. JL, 
347 (1967). 

(Le68a) W. A. Lester, Jr., and R. B. Bernstein, J_. Chem. Phys. 48, 
4896 (1968). 

(Le71a) W. A. Lester, Jr., J.. Chem. Phys. 54., 3171 (1971). 

(Le73.b) W. A. Lester, Jr., Meth. Comp. Phys. 1£, 211 (1971). 

(Li50) B. A. Lippmann and J. Schwinger, Phys. Rev. 79, 469 (1950). 

(MG72) P. McGuire and D. Micha, Int. J_. Quantum. Chem. 6_, 111 (1972). 

(Re70a) W. P. Reinhardt and A. Szabo, Phys. Rev. Al, 1162 (1970). 

(Re70b) W. P. Reinhardt, Phys. Rev. A2, 1767 (1970). 

(Re71) W. P. Reinhardt, Phys. Rev. A4, 429 (1971). 

(Re73) M. J. Redmon, Dissertation, University of Florida, 1973 
(University Microfilms). 

(Re74a) M. J. Redmon and D. A. Mich, Chem. Phys. Lett. 28, 341 (1974). 

(Re74b) M. J. Redmon and D. A. Micha, Int. J_. Quantum. Chem. Symp. 8, 
253 (1974). 



-309-

(Sa69) W. N. Sams and D. J. Kourl, J_. Chen. Phys. 51, 4809 (1969). 

(Ta58) A. E. Taylor, Introduction to Functional Analysis. John Mlley 
and Sons, N.Y. (1958). 

(Ta72) J. R. Taylor, Scattering Theory, John Wiley and Sons, N.Y. (1972). 

(vS69) M. von Seggern and J. P. Toennies, Z. Phvsik 218. 341 (1969). 

(W171a) J. G. Wills, J.. Comp. Phya. £, 162 (1971). 



-310-

2JO 

220 

210 

200 

190 

170 

L _1_ 

# calculated points 

_t_ _I_ 1.06* 1.065 1.066 1.067 1.068 1.069 

Eoarjy ( x l o S aV ) 

Hfura 1. WHH, Coapouno'-Statit Kaaonanca at 1.066 « 10" s aV . 
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Table 1. A Four-Channel R-Katrlx 

Col 1 Col 2 Col 3 Col 4 
Row 1 1.5296*+ 

(1.5412)T 
0.1749 
(0.1773) 

-0.0717 
(-0.0734) 

0.1060 
(0.1073) 

How 2 0.1747 
(0.1773) 

-2.5740 
(-2.5423) 

0.0107 
(0.0120) 

0.0304 
(0.0307) 

Sow 3 -0.0717 
(-0.0734) 

0.0110 
(0.0120) 

0.1350 
(0.1389) 

-0.0040 
(-0.0040) 

Row 4 0.1057 
(0.1073) 

0.0304 
(0.0307) 

-0.0040 
(-0.0040) 

0.2230 
(0.2242) 

INSCAT parameters: He + N 2 for J - 4. 
xO - 4.72 
xf - 67.3 
time - 0.3 see 
no. steps - 72 

E - 8.P85054D-5 
Rm - 3.5022 
HO - 0.025 
T - 0.001 

V I - 1.08046D-4 
V3 - 6.65196 
V4 - 0.375 
V5 - 0.176 

*INSCAT results 
SPIE results 
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SCME THOUGHTS ON THE SOLUTION OF A CLASS 

OF LINEAR DIFFERENTIAL EQUATIONS* 
Fred T. Krogh 

California Institute of Technology 
Jet Propulsion Laboratory 

4800 Oak Grove Drive 
Pasadena, California 91103 

The problem of Interest, which arises from scattering theory, can be 
written 

(!) Y" = 4-X- * *<*)»• Y<*0> = Y Q 

where Y is an N x N matrix, A is a symmetric N x N matrix; and Y'(tp) 
is to be determined from certain asymptotic conditions. There are two 
regions of interest with very different characteristics. In the first 
region A(t) is quite dense and changing rapidly. It also has large positive 
eigenvalues which leads to the need for periodic reorthogonalization of the 
solution in order to keep the linear independence required for the final 
determination of Y'Q. In the second region A(t) is relatively sparse, and 
slowly varying. 

This paper presents the results of one phase of research carried out at the 
Jet Propulsion Laboratory, California Institute of Technology, under 
Contract NAS7-100, sponsored by the National Aeronautics and Space 
Administration. 
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These very different characteristics have led to the development of 

two classes of methods for the solution of this problem. We believe 1t likely 
that no single method will be highly effective in both regions, and thus, 
that a general purpose method for solving (1) should be a hybrid consisting 
of a method for the first region, a method for the second region, and some 
mechanism for deciding when to switch. We believe that this view 1s generally 
held by people working in this area, although as yet no such hybrid code has 
been written. 

In this note! we consider only methods for the first region. 
Methods for the First Region . . 

In the first region, there are a large number of plausible methods which 
correspond to methods in use for general nonlinear equations. Two points are 
worth mentioning. Most important is that methods designed specifically for 
the solution of second order equations will perform significantly better than 
related methods applied to the equivalent first order system. The other point 
Is that because (1) is a matrix equation and because A(t) is symmetric, 
the cost of using implicit methods is significantly less than is generally 
the case. This second point may not be as significant as might appear at 
first glance. At least for multistep methods, the primary advantage of 
implicit methods is their superior stability, and it happens that explicit 
methods for second order systems without first derivatives are significantly 
more stable that explicit methods for the equivalent first order system. 

Recent studies [1], [2] have found that when evaluation of derivatives 
Is expensive, variable order Adams codes are best; when evaluation of 
derivatives is cheap, Runge-Kutta methods are best at low accuracy, and 
extrapolation methods at high accuracy. Thus for large N (experiment is 
necessary to define large), we believe the method for second order equations 
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derived in [3] will be most effective. Although this type of method is 
usually used in PECE mode (Predict, Evaluate derivatives, Correct, Evaluate 
derivatives), for the problem at hand we believe one should either use the 
PEC mode or the implicit mode. Using the notation of [3]; except with capital 
letters for matrix variables, the PEC mode is defined by 

pn*l- Yn + h V , n + , , 2 ? S . 2 ' * ( n ) 

(2) 

(3) 

q-i 
n+l^n*"^.!*?*") 

n+l°P„tl + h\,l^Vl> Pn +l-*0 ( e )< n + ,» 

Y V l = P V l + %,1 t A < W Pn+1 " *0 ( 6 ) < n + 1 ^ 

The only N process is the matrix multiply, A(t +-.) P +,. The most efficient 
implementation of the implicit mode replaces eqs. (3) with 

" - h \ z A < V l " V l " Pn+1 " h \ , 2 *0 ( e )(n +l) 
(4) 

V n +l = p ' n + l + ^ ( Y n + 1 - P n + 1 ) 

o 

where the only N process is the solution of the top equation in (4) for 
Y +,. If the full generality in [3] is used, g. . is a matrix, but multi­
plication of a matrix by g. . involves multiplying corresponding matrix 
elements, not a full matrix multiply. If integration orders, q, are all 
the same or just the same over individual columns, then a slight reduction 
in arithmetic operations is obtained by multiplying the top equation in 
(4) by 1 / h 2 g q > 2 . 

Closely related to the implicit method given above, is Cowell's 
method, [4, p.292] 
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2 1 1 
(5) Y B + i ' 2 Y „ " Y „ 1 + h S <*<* V (tit \ v \ 

n + 1 n n _ 1 A 1 W V l ' V l ' 

- Z Y n - r n - i + »2 <A<W V i + A "i* * A <W V i -
i-1 , 1 ' 
g,^ JWV Yn»> 

For q=2 and 3 this 1s the Numerov formula 

(6) ( I - ^ h 2 A( t n + 1 ) Y n + , - 2Y„ - Y ^ • ^ h 2[10A(t n) Y„ + 

A<Vl> W 

which may be an attractive choice when integration overhead dominates compu­

ting time in the above method. A reduction in operation count is obtained 

with the substitution 

(7) 2 n = ( I - 4 h 2 A ( t n ) ) Y n 

Using the identity (I + 5A) (I - A)" 1 = 51 + 6 (I - A)" 1 it is easy to obtain 
from eqs. (6) and (7) 

<8> V l " 2 Zn + Vl " "12 [I " » " I? " ^ V ) ' 1 ^ 
It is well known, see e.g. [4,p.327],that a double summation of eq.(8) gives 
an algorithm with better round-off characteristics. Thus 

(9) Z n +, = -12 V 2 { [1 - (I - ̂  hZMtn))-}lln} 

The only N operation required by this algorithm is the formation of 

(10) ( I - T ^ h 2 A ( t J 1 ) ) - 1 Z n S Y B 
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and thus computationally this algorithm is quite efficient. Unfortunately 
there may be excessive cancellation in (9) when subtracting (10) from Z . 
If this should be the case, one may prefer to replace (9) with the equivalent. 

(11) Z n + 1 = h 2 V 2 { A(tn)[I - ̂  h ^ ) ] " 1 Z n } 

which requires nearly twice as much work (13/6 vs. 7/6 N ) for large N. 
Changing stepsize when using the summed form of these formulas requires 
adjustments to the first and second sums. Details for the cases of halving 
and doubling the stepsize can be found in 15, pp. 957-9581. 

Other possibilities for the case, when integration overhead dominates the 
time for the variable order Adams methods are Runge-Kutta-Nystrom methods 
developed by Fehlberg, [6], and Horn, [7], and extrapolation methods based on 
the Numerov formula. 
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CHANGING STEPSIZE IN THE INTEGRATION 
O F D I F F E R E N T I A L EQUATIONS USING 

MODIFIED DIVIDED D I F F E R E N C E S * 

F r e d T . Krogh 
California. Inst i tute of T e c h n o l o g y 

J e t P r o p u l s i o n L a b o r a t o r y 
4 8 0 0 Oak Grove Dr ive 

P a s a d e n a , Cal i fornia 91103 

Abstract 

Multiitep methods for solving differential equations based on numerical 

integration formulas or numerical differentiation formulas (for stiff equations) 

require special provision for changing the stepsise. New algorithms are given 

which make the use of modified divided differences an attractive way to carry 

out the change in stepsise for such methods. Error estimation and some of the 

important factors in stepsize selection and the selection of integration order are 

also considered. 

1. Introduction 

We have considered a number of methods for changing the stepsise of 

multistep methods in C 1 ]» and the use of modified divided differences in 

particular in [2 ] . The algorithm proposed here is different than that given in 

C 2 ] in that the stepsice is not changed on every step, and the procedure for 

computing integration coefficients is designed to take advantage of this situation. 

Even when the stepsise is changed on every step, the new algorithm computes 

the required coefficients more efficiently than the algorithms in [2] - C73, 
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However, if there are more than approximately 2 first order at iff equation! and -

the stepsiae ia changed on every step, then the overall algorithm is slightly l ess 

efficient than a carefully organised Lagranglan formulation. (See [ 7 ] for example) 

Reference [73, which gives the only algorithm of the type considered here for 

•tiff equations, reactivated our interest in this area by giving an algorithm with a 

computational cost that only goes up linearly with the integration order, as 

opposed to quadratically for methods based on numerical integration formulas. 

The use of a completely variable steps ice gives more flexibility than what we 

propose here, and other methods considered in C 13 require l e s s computation. We 

believe the new method is a good compromise between the conflicting goals of 

flexibility, computational economy, and stability and reliability. 

The following section gives algorithms for computing integration, inter­

polation, and differentiation coefficients in a framework useful for the step-by-

step integration of ordinary differential equations of arbitrary order. The 

interpolation and differentiation formulas are useful for the case of ctiff equations. 

In section 3, details connected with the implementation of these algorithms in 

a program for integrating differential equations are considered. Computational 

details associated with implementing the algorithms in an efficient way are 

considered in section 4. 

Section 5 considers the problem of interpolating to points which do not 

coincide with the end of an integration step. The paper concludes with a 

discussion of some details such as selection of integration order and stepsize, 

which are difficult to make rigorous statements about, but which are very 

important in making an integration program efficient. 

2. Algorithms for Computing Coefficients and Updating Differences 

Let w(t) be a function given at discrete points, t., with t . + , > t. for all i, 

and consider the polynomial interpolating w at the points t , t , , . . . , t __. i 

given by the Newton divided difference formula 
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•n-«h»-«*. |>" •««-i t o . ,«)wti t a . i 1 1 . , t B . , + 1 ] 
W . l ) 

Alio consider the polynomial 

po,n<« • »,-i..«*wi-v»-Vi> ••< ,-V,ti»"C«„ trV :-' tn- q +i ] <2 ,> 

which interpolates w at t n + j , *n» ••*'*„-«+!• Although apparently P n 

• P , , , later P la associated with a predictor formula and P with a cor-0,1 n+i * 

rector formula, and the divided difference *Ct j * a + j 3 in *qu«tion (2. 3) 

ii computed using a predicted value of w(t . ) . 

We are interested in the problem of efficiently integrating, interpolating. 

and differentiating the polynomials P j and P at t * t . j and then, 

obtaining the polynomials P Q . j n + l »nd P + . . 

As in [2 ] we make a change of variable and introduce some additional 

notation. Let 
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n i 'i V l 

' ' <'-'„>"V 
« i < - " * h M 
»,(»•!) •»i i l +,/« |l»*») 

• 0 ( n + l ) * I 

» i (nt l ) = C ! 0 ( n t l ) { , ( n + l ) - - - S i . , ( n + l ) ) / [ S 0 ( n ) - ' 5 i . 1 ( n ) 3 

f 0 (n) = w(t n ) 

» 1 W-t 0 ( , "«l< n »- - -* i - l" , ' w t 'n ' , n- l V i ] 

H k l " + 1 1 = h n + l / k ' H 0 < " + " I h „ + l 

1 k = 0 
[H, (n+l )K 2 (n+U- . - H . ^ n + l ) ] * 1 k < 0 

The (n) or (n+1) following a variable name may be dropped if the value to be 

aaeigned to n ia obvirua. From equationa (2.2) and (2.4) it ia eaay to obtain 

( 2 4 ) 

f i + 1 ( n + l ) = •Pjln+D-Sjtn+Dviln) ( 2 5 ) 

from which it i i apparent that if h , , = h • • • • » n „ 4 2 - i t n e n *"* modified 

divided difference V,(n+1) if equivalent to the i-th backward difference of 

w at t = t . . Later we ahall find it uaeful to eatimate <pAn+l} from the value* 

of <p.(n). Theae eatimate* are obtained uaing equation (2. S) and eatimating that 

<p' e ,(ntl) ' 0 
( 2 f » 

^'•(n+H = ^ ( n + l ) T I ( n t l l ^ l n ) . l -«.- l . q-2 0. 
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Clearly 

fitn+l) » fJ'Wu + C*(tn+|) • fJ,*Wl)3. i-0,1 q. ( 2 7 ) 

The procedure used to update the modified divided differences from t to 

t . , is given by equations (2.6) and (2 .7) . The expression fl.(n+l)cp.(n) which 

is required in equation (2.6) is also used in the formulas for integration, inter­

polation and differentiation, since its use permits a more economical evaluation 

of the required coefficients. Thus we introduce 

f*(n) * Pjtn+lfc.tn) (2.8) 

From equations (2. 1), (2 .3) , (2 .4) , (2 .6) , (2 .7) , and (2.8) , simple substitution 

gives 

• V l . n W = P q - l , n t ' n + 1 W > * \ c i . n<T><<"> (2.9) 

P,,n<" ' Vl.n' 1 ' 4 <„. „<T> [*<'„••>-»!> ' < n * » ] (2-10) 

C i . n ' T » " Ml {.(n*l) W W " ' 
5 , . . < n + l ) 

( 2 - 1 1 ) 
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i i > o 

o 0 (nt l )T • r 1 « I (2. 1«) 

To treat the case of extrapolating to I * * n + i i •«* f • 1 and oblerve that 

Oj.jtn+l) • ( S j . j l n ) / ! , . , ^ ! ) ) « 1 (i * 2) (2.11) 

The formula for the k-th derivative of P with reapect to t i i obtained by 

computing the k-th derivative of c. (T) with reapect to T. Thus from equation 

(2.12) 

• 5 , . , (n) 

• i , . ' " " H i , " i ' H , , " ' t i ' i - ) i * " ' t i l , ; i . t i i ' ' w , . 1 " 

i-i«» t ,>«!-i. ,i«T> tC"i-i« r t i>T*^^iTMi li..«*) 

«;M«TI . k.. 

Setting T = I and using equation <2.13) 

<S!'n< 1> I*Vl<»+ 1M-;!n< ,> •'!-!.n< J> ( 2 M ) 

<!.„•£<:> (2.15) 

Then from the above (d. . » 0 for i < k) 
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" i - l ( B + 1 , * d i - l . l k . l . i . 1 . 2 q 

• i - l < - l > d i - l . k - l 4 d i - l . k k . 2 . 3 . . . . ; i . k . k * l , 

( Z 1 6 ) 

From equation. (2.4) , (2 .9) , (2.10), *nd (2. IS) there follow. 

k - p , - ) , n < " • .(n+1) E d. -».<n) K j l R I , K » (2.17) 

&"-" ' 
t ' t .^ , L a l Jt*t . n t l (2. IB) 

4 ' . „ W H k [ 1 1 n ) ] l - » ' , " l « l | ] 

where the d. . can be determined aa indicated in equation (2.16). 

For the caae of integration we proceed much a> we did for differentiation, 

except that now integration by parte ie ueed. Let c: ' (T) denote the k-fold 

integral J J • • • J c, (T)4T . Then {• tar ting with equation (2. 12)) 
*b "O 0 *' n 

c i ;>> • <vi<n+i>* * f e ! i ! W c K ^ 

c l > > • <vi<"^ * Jj^)-|:^„<')-^.,(n*i)cj:k;n>(T, 
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< ! > > • ci:»!„<1»-fc-i-i<»*,>=.:t:i't»> 

fj k « ( k - l ) l c { * j | , ( i < (2.19) 

From equation (2. 11) and the above 

i * 0 

*i k " l / C k l k < 1 l ] « • ' (2-20) 

» i - l . k - V l ( n + 1 > « i - l , k t l , s 2 ' 3 q : k . q + d - i 1 

where d ti the largest value of k for which one d e i i r e i g . . Fi-om equations 

(2 .4) , (2 .9) , (2.10), (2.19), and the definition of cjjjj* it follow* Uiat the k-fold 

integral* of P and P are given by 

i* n. n 

, , , S , " , , , H ' . » 

• • k ' ^ ' H q . k ^ l ' n t l ' - ' b ' ^ ' l ^ 

(2.22) 

where the f ( k can be determined a« indicated in equation (2. 20). 
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*. Implementation of the AUcrithma 

Consider the single d-th order differential equation 

y ( d> * f < t . y i r . . . . , Y < d " 1 , h Y , k»u 0» • yj^'. k«o,i 

and let 

y * W O * c o m P u l e c ' Approximation to Y{t } 

p - predicted value of y 

Except where noted to the contrary, the extension to systems of differential 

equations of what i s done in this section is a simple nutter of applying what is 

done for the single equation to each equation in the system. Permitting different 

values for d and/or q (the integration order) for different equations in the system 

can also be done in an obvious way. 

The formulas of the previous section permit a numerical solution of 

equation (3. 1) with d+1 different choices of w. Let 

where j takes one of the values 0,1 d. The smaller the value of j , the 

more accurate the formulas for solving equation (3 .1) . But for some problems 

(stiff equations), too small a value for j will unduly restrict the stepsize because 

of stability problems. If j > 0. then in the general case an approximate solution 

to a system of nonlinear equationa must be obtained on every step. Thus the 

case j • 0 i s to be preferred if the stepsize is not thereby unduly restricted. 

This choice gives the wall known Adams-Bashforth-Moulton method whe.i d = 1 

and the stepsize i s constant, and to methods which we shall simply call Adam* 

methods for all d. The case j » 1. d » 1 gives a clas» of formulas first 

d-1 (3.1) 

(3.2) 
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suggested by Curtiss and Hirschfelder [ $ } and recently popularised by Gear f 9 ] , 

n o ] . If the Y* ' in equation (3.1) i s replaced by 0, then equation (3.1) i s an 

algebraic equation if d * I, and an implicit differential equation of order d-1 for 

d > 1. Including such equations, which we shall call implicit for all d, i s a simple 

matter although one i« restricted to j * 1 for this case* 

Although equation (3. 1) could be broken up into d first order equations, there­

by simplifying much of what follows, the extra complexity of dealing with a d-th 

order equation directly i s well worth while in many c a s e s . The most obviouh 

advantage is that only one set of differences i s required, thus saving on both 

storage and the computation of differences. In the case of the Adams methods 

we have found that integrating Z-nd order equations directly sometimes permits 

a larger stepsive or enables one to integrate efficiently with a PEC (Predict-

Evaluate derivatives-Correct) method instead of the more usual PECE method. 

The best choice depends on both the differential equations and the initial rendition*. 

For example, in term• of derivative evaluations to obtain a jiven accuracy on 

x" = - x / r , y" = - y / r , r = (x +y ) (a simple 2-body problem}* if the motion 

is circular (PECE), _s approximately twice as efficient as either (PECE)j or 

(PEC)?, where the subscript 2 indicates the integration of the above two 2-nd 

order equations, and 1 the integration of the equivalent first order equations 

x' = u, u' * - x / r , y' = v, v 1 = - y / r . On the other hand if the motion is 

elliptic with eccentricity . 6 , then (PECK is approximately twice as efficient as 

(PECE), or (PECE). . Examples can also be given where reduction to a system 

of first order equations is best; sec e .g . ( 2 ] or t i l ] - The advantages or 

disadvantages of integrating d-th order ttlff equations directly i s as far as we 

know an open question. One advantage as we shall show below is that the direct 

integration permits a reduction in the effective number of equations which must 

be solved at each step. The reader who is not interested in the general case may 

find it advantageous to substitute specific values for d and j in the following text. 

If this is done, any equation with a final index l e s s than the stt'.cing index ohould 

be deleted. 
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For predictor formula, , equation! (3. 3), (2.21), (2 .17) , (2 .9) , and (2.4) 

p <d- j - k , . yw-j-w t „ i [ y(d-j-^n t Hjt^-J-w) • ... 

•H. I t y < d " J " , ) * h \ g i j ' | n | ) ] - ] , k=2.3 d-j 

(3.4) 

p^ + k , =- . l l j ;< ' , l t <<») . -> .* J. 

and, of course. 

( 3 5 ) 

^ • • I ' W i i . V V w (3.6) 

For the ca ie j - 0, the corrector formula, are 

k = 1,2 d. 
(3.7) 

»£?> ' « W W *n*. *nVl"> '3"8' 

The case j > 0 require* the (approximate) solution of the following system of 

equations. 
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&t* ' p!,d

tVk>*Vtq.1cty|1tV,-'!,eWi)]. M I . * d-j (3.,) 

y | d V + M = p ^ » + ^ . . , ( . , ^ , , 3 . k „ . 2 ,., „., 0) 

The expression 

which appears in equations (3. 9) and (3.10) i s also required for updating the 

difference table. For the control of round-off error it is essential that e be 

solved for directly, rather than computing e from equation (3.12) after 

obtaining yj^'j • Substituting equations (3.9) and (3.10) into equation (3. U ) . the 

problem of solving equations (3 .9) - (3 .11) for e i s reduced to 

wwwd.jh.d-j* •KV"—i«^ i-pav**- •ev*11 

+ •-.*,. 1 lft"l"*».Md

q.J-l«» • "ntV'-Ao' 

Of course, in the general case equation (3.13) i s a system of equations with order 

equal to the total number of differential equations in the system. There are many 

ways that one might obtain an approximate solution to this system; see e . g . [ 12?. 

For general purpose use a two iteration consunt slope Newton method appears to 

be a good choice; see [13 j . The (1 x I) matrix required to apply the Newton 

method to equation (3.13) i s given by 
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(3.14) 

Although it is a little awkward notationally, it i s completely straightforward to 

extend A to the case of a system of equations, even if different values of d, j , 

and/or q are used for different equations. The same matrix can and should be 

used over several steps. This i s not important for a single equation, but for 

large systems a significant gain in efficiency results from using the same 

factorisation of A over as many steps as possible. Of course, the partial 

derivatives of f need not be computed on any step that A is left unchanged. 

The two stage iteration process proceeds as follows. Solve 

J d > - « . « *•• J d - J > £ « n + l ' W H O *nV> < 3" 1 5 > 

for e , . Compute c . . . c' . , . . . , c * , ' using equations {3.9} and (3. 101 with i n+i n+i n+i 

Vn+l « P ' » « d »V c n + , and CyJ.fi"- ^ " ( " • ' H «Pl»ced by « , . ( c ^ V = p^V'* e , ) 

Then solve 

A e

2 • ̂ i*'.i\i'r'K,v^i.cMi e i t V ' ' «»••*' 

for e , - Subatituting c + . lor p + . and e 2 for [yj. +

_j - <PQ (n+1)? in equations 

(3 .9) and (3. 10) the final va lue , of y ^ , , . . . . y j f / ' are obtained. The 

difference table ie updated uaing e « « j » « 2 . and the ratio l l e j l 1 / 1 ^ " givei an 

http://CyJ.fi%22-
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indication at the convergence of the iteration and thus is useful in deciding how 

frequently • new matrix A should be introduced for the iteration. Note thst two 

evaluations of I are required, the same as is required in equations (3.7) and 

(3.8). For implicit equations* simply replace p* ', and a .d . with 0 in 

equations (3.11), (3.13)-(3.16). 

For the purpose of obtaining error estimates* obssrve that equations (2. 6) 

and (2.9) give 

E g k , ( n ) • I | . k[»r'<n+l,-«{*'<n+l) * E g, k*! e'(n+l) (3.17) q 
i*o "'•* • i-o' 

«i.k 

' «i.h-*i-l.r i > 0 

(3.18) 

Since g k * B0 k + gj j c

+ ' " + I q fc- equations (2.7) and (3. 17) perm? as to write 

fjl. k̂ * + «q. kC-f'r.+ l ' - ^ n + J ) 3 = E g* ^(n+1) (3.19) 

Clearly the same type formulaa can be obtained with d, k aubatituted for g. . . 
and 



-332-

i - o 
(3.20) 

i > 0 

It i s also clear that replacing g . in equation (3.19) with g , . will simply 

change the upper limit of the sum on the right side of equation (3. 19) from q to 

q-1 . The corrector formulas as given in equations (3 .7) , (3. 9)-(3. 11} have an 

order one greater than the predictor formulas in equations (3.4) and (3. 5). If 

8„ u' «„ k* d n t * n d d « . in equations (3 .7) , (3 .9) , (3.10), and (3.11) respectively q, K q, K q , K. q , j 

were replaced by g , . , g , . , d . . , d . . then the correctors would have <J*1(K " q ' l . l t q * l , K q ~ l , j 

the same order as the predictors. We- have given our algorithm with correctors 

of higher order than the predictors because in the case of a constant stepsize and 

d * 1, the Adams methods for q = 1, ?.,..., 12 have significantly better stability 

characteristics when the corrector has an order one greater than the predictor. 

(For q - 1 3 , . . . , 19, as far as we have checked, the opposite is true.) For the 

•case j = 1, d - l i Klopfenstein £ 13] has shown that the method using a corrector 

with order one greater than the order of the predictor has the same region of 

asymptotic absolute stability as the method using the same order corrector. 

(This means that for h sufficiently large, the methods are equally sensitive to 

error in the matrix A of equation (3 .14) . ) In both cases one also has the advan­

tage of using a corrector which will give better accuracy on most problems. (As 

far as we know, no effort has been made to compare the algorithm which uses a 

corrector with order one greater than that of the predictor to the more usual one 

for the case d > 1 or for the case when the stepsize is not constant.) 

It i s frequently stated that for the purpose of error estimation the predictor 

and corrector should be of the same order. If the usual error estimate is added 

to the corrector with the same order as the predictor, one increases the order 

of the corrector by one, obtaining the type of algorithm we recommend. We 

suggest uaing the same error estimate for the case when the corrector presumably 
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is more accurate. Also see Shampine and Cordon t - * 3 where this matter is con* 

sidered in more detail. For a given stepsice. if the integration order i s selected 

to minimize the local error, then by necessity any error estimate will be quite 

crude. (Despite the crude error estimates one gets with this policy of selecting 

the irteg ration order, we believe it is the best policy s ince it tends to reduce 

global errors for a given amount of work, and s ince reaaorsfcle estimates of the 

global error are usually difficult to obtain from local errors even if they are 

known with high precis ion.) 

Let 

E ( d - k ) (d-k) . Md-k) -
E n+1 y n+l y n + l ( 3 " Z I ) 

where y* , is the result of using a corrector with the same order as the 

predictor to compute y' , ', and E* , i s to serve as an indication of the error 

Clearly for the case j - 0 , equations {3. 7), (3.18), and (3.21) give 

«£7" • v i i , M W W * ; i iKV'j-tfWiH (3.^2) 

Although the local error in yj.". ' is of higher order in h . . the larger the value of 

k, this is not true for the global error; sec £11?. The global error in all cases 

has order one less than the order of the local error in computing y 

Computing good theoretical error bounds for the case j > 0 is more work 

than can be justified. Thus we suggest estimating the change in e due to using 

correctors of different orders by the change in e j ( * e i ~£|)> This gives a good 

approximation if |U. \\ is considerably larger than He, II, which should be the case 

since ordinarily one will want to recompute A if ||e,H > o-|fe, ", where a * 1/8. 

With A deft, i as is A In equation (3. U ) , except with every q replaced by q - l . 
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il i i ea ,y lo obtain from equation, (3. IS), (3. IS) with Ae, replaced by A e . , (3. 20), 

and (3.21) 

By appropriately bounding the atept i ie (to prevent A and A from becoming too 

poorly conditioned), one an guarantee that E* / j w iM b«" changed very little if 

A i i replaced by A in equation (3 .23) . This is what we recommend to the 

cautious user. Those who regard the error estimate primarily as a means to 

reasonable stepsize control may want to simplify equation (3.23) by assuming 

the partial derivatives are all zero (always a reasonable assumption for suf­

ficiently small s iepsize) , obtaining 

The use of equation (3.24) for large stepsizes can be justified for some types of 

problems. For example, it provides safe error bounds if A is diagonally 

dominant with all negative elements on the diagonal. Given E , , equations 

(3.9) , (3.10), (3.12), (3.16), (3. 20) and (3. 21) clearly yield 

Almost as important as obtaining an estimate of the local error is estimating 

the effect that various strategiea of selecting the i teps i se will have on future 

estimated errors . As a first step consider the case when the divided difference 

(and hence the corresponding derivative) which is in the error estimate is consunt, 
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and h , k * h , k * 1. If there has been a recent change in s tcpsise , then local 

error estimates will change from atep to a Up until q steps without a stepsixe 

change have occurred. This i s due to the factors Snti ' • • $-..1 which multiply 

w f t n , t n _ j S i - q ' *° form * <n)i aee equation (2* 4). Tor this simple case , 

after q steps without a change in the etepsUe, the error estimate will have 

changed from its current value by a factor of (approximately) 

h n ( 2 h f t ) " ( q h n ) 

^ = V V V l > " < V h n - l + " ' * h „ - q + l > " ' ^ 

In order to limit the frequency with which the stepsize is changed and to 

reduce the work required to decide how much to change the stepsize, we suggest 

giving the user the option of specifying the two parameters 

p.(p. > 1) = the basic factor by which the atepsize is to be increased. 
1 J (3.28) 

0 . ( p , < 1) = the basic factor by which the stepsize is to be decreased. 

The closer to one these parameters are selected, the more frequent changes in 

the stepsize will be. and thus the more overhead that is required for computing 

integration coefficients and difference tables. (See the next section.) At the 

same time, increased flexibility in selecting the atepsize (within reason) enables 

the solution to be computed to a given accuracy with fewer derivative evaluations. 

A reasonable choice for theae parameters in most applications is 0. = 2, 

Oj = 1/2; but for problems with extremely expensive derivative evaluations, 

values as close to one as 0. * 1 .1 , 0 . * . 9 may prove useful. 

We propose the following strategy for selecting the stepsiae. 
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1. After computing error estimates, but before the second derivative 

evaluation of the step, check to see if the estimated error is "too" 

big. If so, go back to the beginning of the current step and try again 

with the stepsise reduced by a factor of m i n { l / 2 . pA. 

2. At the completion of the step, estimate what the error would be on 

the next step if the stepsize were held constant. If this estimated 

error is "too" big. reduce the stepsise by a factor of e . before 

starting the next step. 

The "too" big in the test for redoing a step should be at least twice at large as the 

"too" big in the test for simply reducing the step. With such a policy a step will 

require being repeated only rarely, thus saving the derivative evaluation that is 

wasted in such cases and also some of the overhead associated with backing up. 

If no reduction in the stepsise i s required, then increase the stepsize by a 
i> 

factor of &. t where k is the smallest integer for which (any estimated error)(m*ix 

iff , l ) ) ' (o?) is "too" big. The "too" big used here should be no bigger than one 

tenth the "too" big used in the test for deciding if the stepsise should be reduced 

at the end of the step unless there has been a fairly long and consistent history 

of the error decreasing from one step to the next, in which case it pays to 

gradually increase the tolerance used here until it is the same size as that used 

for decreasing the s tcps ise . We have found it prudent to restrict k (in p ) so 

that s. * max(2, Ojjpj, where h increaaed on the previous step by pj. The factors 

0? used in estimating the growth in the error should be stored during the 

initialisation procedure for all values of q which may be used. 

4. Computational Details 

In presenting the algorithms below, the following notation is used. 
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n number of differential equations. 

d(£) order of the 4-th equation. 

q(4) integration order used on the 4**th equation. 

j(4) the (d(4)-j(4))-th derivative of yU) ia used in forming the 

differences • { ! , 4), 1*0, 1 , . . . 

y < k*(4) current value of y ( k ) for the 1-th equation, k*0, 1 , . . . , d(4)- l . 

y ( k , (4> value of y ( k *(4) from the previous step. 

f(4) current value of f(t, y, y \ . . . . y* ') for the 4-th equation. 

tp(i, t) i-th modified divided difference for the 4-th equation. 

e(4) for stiff equations, the value of e for the 4-th equation. (See 

equations (3.12), (3.15), (3 .16) . ) 

h current value of the s tepsUe. 

5(k),flr(k),8(k),H(k). s(k) current values of 5 k . V 8 k ' H k * * n d V 

(See equation (2 .4 ) . ) 

g(i, k), d(i, k) coefficients for integration and differentiation formulas. 

Same as gi k< d. R . (See equations (2 .16) , (2. 20), (3 .4) , 

and (3 .5 ) . ) 

g ( i ,k) , d (i, k) coefficients required for er~or estimation. (See 

equations (3 .18) . (3.20), (3.22), and (3 .23) . ) 

ff(k) Same as r. in equation (3.27), -

q. [l'ili\<dit\\ tq(4)J = maximum order integration formula 

q D f i ' j ( 4 ) > 0 ] ^ ' ^ * m , x i m u m order differentiation formula 

irij max(d(<)-j(4)} - maximum number of repeated integrations. 

m _ max{j(4)] - maximum number of repeated differentiations. 

n h number of steps that h has been constant (not counting the 

current step). 

We have found that permitting different values for d, q, and j for the 

different equations in a system, and permitting any q to chance frmn one step 

to the nr-xt, provides a useful flexibility. Difftrt-nt valiu-a for il t-nn c i v a m.»rr 
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efficient integration if equations of different orders are being integrated; different 

values for q can make for more efficient integrations and makes available 

valuable information for diagnostic purposes; and different values for j can 

significantly reduce the size of the system of nonlinear equations which must be 

solved on every step if only a few equations in a large system cause* the stiffness. 

When implemented as described here, this flexibility is obtained with little cost 

over what is required when the same values are used for each equation. Where 

it is not obviius, we indicate the simplifications that can be obtained when one or 

another of d. q. or j is fixed. In order that the implementation be as efficient as 

possible, we require d{4) * 4, The extension to larger values of d is trivial, but 

in practice larger values of d are rarely used. (Such equations can always be 

broken up into lower order equations.) 

The description of the algorithm for computing integration, differentiation, 

and related coefficients, assumes that the following initial values have been 

assigned as indicated. These coefficients are never changed by the algorithm. 

o(0) = B<0) - s(0) = cr(l) = 1. 

d ( l , l ) = d*(l, 1) = 1. 

d(i,k) = d*{i,k) = 0. i= 1.2, . . . , k - l ; k * 2, 3. and 4. 

g(0,k) = l /k, g( l .k) = ' l / [k (k+l ) ] , k = 1 ,2 ,3 , and 4. 

i 

The following variables are used internal to the algorithm. 

q max{q., q_. 2] = step number of the method. 

n number of steps for which a, fi, u, and 5 coefficients 

determined by a constant stepsize have been computed. 

n . (n n ) number of steps for which integration (differentiation) 

coefficients determined by a constant stepsize have been 

computed. 

Tj.Tg locations used for temporary storage when computing 5-

( 4 . 2 ) 

• M - 3 ) 

/ 
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(4.3 cont'd.) 

q. value of q, the Uat time integration coefficients were 

computed. (Initially q. * 0.) 

B(k) * l /k<k+U,k*l ,2 maxts j+mj- l } (uaed to initialise V(k». 

V(k) « f ( D J - 1 . k) if k * q y i y * glq^-k, k), for k * ^ - n , * ! q^-1 

(used to initialise W(kJ). 

W(k) = g(n,k) {at C20 in the algorithm below) k=l. 2 , . , . , q^-n). 

> H.3) 

For uae in selecting the order, it ia useful to carry along one more 

difference than is required by the integration (or differentiation) formula. Since 

the value of t used in forming thia laat difference ia not very critical, a aimple 

extrapolation formula ia used to obtain the last 0 (aee CI 3). In order to make 

good decisions on when to increase the order we have found it necessary to 

examine differences of at least 4 different orders . In order to have enough 

differences for the order aelection then it ia necessary to restrict q to be * 2. 

With such a policy it is necessary to set 5(0) equal to the starting stepsize when 

starting an integration. (We alao use a different method for selecting the order 

on the first few steps . ) For best efficiency the place to go at statements C20 

and C28 should be set initially (once per integration if m. and m_ are constant) 

assigned GO TO statement.) It is assumed that if m,=0 then q,=0. if m D = 0 

then q ^ O , and that neither q. nor q_ can be increased by more than one on any 

step. We have left out the calculation of g (n, k) for k a 2 at C21-C23 since we 

never estimate errors in anything but y' '. Error estimates for y' " J (j > 1) 

should not be used for stepsise selection since the error estimates tend to be 

much too small when starting. (Due to the small stepsise required by the low 

order . ) 
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Algorithm for Computing; Coefficient! 

CI. [Set q **tep number of method. J 

C2. [ T e i t if s tep i i se did not chance. ] 

C3. [Set new values for H and s . ] 

C4. [Set variable* indicating a atep 

change.1 

C5. [ T e i t if integration order did not 

increase. "• 

C6. [Compute new V's required by the 

increase in q,. ] 

C7. [Tes t if s tepsite has been constant 

long enough. ] 

C8. [Update n and set the index n. ] 

C9. [Compute precisely, those coefficient! 

which remain fixed if h i s held 

constant. ] 

CIO. [Tes t if step has been constant for q 

steps. ] 

C l l . [Compute coefficients which will 

change on next step, even if h i s held 

constant. 3 

C12. [ T e s t if more coefficients need be 

computed. 3 

C13. [Set 6 ( q a - l ) and approximate P(q ( ) . ] 

C14. [ T e s t if no integ. coeff.are required. 3 

CIS. [Set indices for computing integ. 

coefficient. 3 

- , m -1; 

. . m D . 

% *" m a x [ q r q D , 2 ) . 

if n h 4 0, go to C5. 

H(0)«-h; H(k>«- h/k. 

• (kKH(k-l )s (k- l ) , k=1.2, 

s(-kK»<l-k)/H(k), k = 1 . 2 . . . . , ; 

n *-l; n#*l; n.M; n_«-l; 

T,*-h; go to C l l . 

if q.*qj. go to C7. 

VtqjKBl^j); if nj=2. go to CI. 

Vtk^VikJ-otQj-kJVtk+l). 

k = q y i . q^-2 ^ -n j+2 . 

if q *n . go to C14. 

n •- n +1; n •- n . 
B S S 

• ( n s - l ) « - l . vinj*- 1: 

if n * q f , go to CI 3. 

T 24-5(n-l); { ( n - D i - T , ; 

B(nKi(n- l )Tj /T 2 ; tft^h. 

o{nH-h/Tj; ff(n+l)*-(n+l)(T(n)o(n). 

n«-n+l; if n<q , go to C l l . 

5 ( q , - l ^ i ; » ( q # H - B 2 ( q a - l » / B ( q a - 2 ) 

l f B . > q I , go to C26. 

w n j . ty-nff l ; q ^ q j i 

V q i + n v j*-$rn-
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CI6. [ T e i t if stepaise did not change. ] 

C17. rjnitialize V(k) and W(k). ] 

CIS. [Update V(k) (and initiali ie W(k)). ] 

C19. [Inner loop for computing integration 

coefficients. J 

C20. [Go i tore integration coefficient!. ] 

C2I. [C21 « C2S-4. ] 

C22. [C22 • C25-3. ] 

C23. [C23 • C25-2. 1 

C24. [C24 • C25-1. ] 

C25. [ T e i t if more integ. coeff. required. 1 

C26. [ T e s t if no differentiation coeff. 

required. ~i 

C27. [Set indices for computing diff. coeff. ] 

C28. TCo compute and store diff. coeff. 1 

C29. [C29 • C33-4. ] 

C30. [C30 s G3.'-3. ] 

C31. [C31 a C33-2. ] 

C32. [C32 s C33-1. ] 

C33. [Tes t if more diff. coeff. required. ] 

C34. [End of computing coefficients. ] 

U n> 1, go to CIS. 

V(kr>B(k), W(kKV(k), 

k»l , 2 j ; go to C25. 

V(k)-V(k)-o(n-1 )V(kt I). 

W(kH-V(k), k = l , 2 j ; 

go to C20. 

ja-j-l; W(k|«-W(k)-<»(n-I)W(k+l). 

k*1.2 j . 
go to C2S*m ] . 

g(n.4KW(4). 

gin, 3>-W(3). 

g(n,2)*W(2). 

g(n. 1KW(1); g*(n. IKg(n. l ) -g (n- l . l ) 

n*-n+l; if n<q . , go to f;'.9. 

if Kjy> q-y go to C34. 

wn_;n D «-n„+1; i f n = l , go to C33. 

go to C33-m_ 

d*(n.4)«-a(n-l)d(n-1.3); 

d(n.4>-d*(n, «)+d(n-1.4). 

d*(n, 3h-o(n-l)d(n-l ,2); 

d(n, 3)fd*(n, 3J+d(n-1,3). 

d*(n, 2r>a(n-l)d(n-l. 1); 

d(n.2)<-d*<n, 2 ) td (n- l , 2 ) . 

d*(n, lr>o(n-l) 

d(n, lr>d*(n, l ) + d ( n - l . l ) . 

n»-n+l; if n * q D go to C28. 

Exit. 
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A striaghtforward implementation of the difference formulation of the Adams 

method involves access ing the difference tables in three different loops: to 

form the predicted values, to form the differences from predicted derivative 

values in order to obtain corrected values, and to form the difference tables at 

the end of the step from the final corrected derivative values. Each of these 

loops involves overhead associated with initialising indices and with the loop 

itself, and each must be passed through for each equation. An algorithm is 

given below which requires access ing the difference tables in only one loop. 

(The difference tables a l i o must be accessed when correcting, estimating errors , 

and selecting orders, but the entire difference table i s not required for these 

operations.) The capability of treating equations with different orders i s 

obtained using pr eat signed transfers (s imilar to what WAS done in the algorithm 

for computing integration and differentiation formula coefficients) rather than 

a loop which would require additional overhead. The variable order Adams 

program DVDQ [ 15] uf-.es three loops for operations on the difference tables, 

and loops on the order (for both predicting and correction) to permit equations 

of different orders. Thtis a s imi lar program based on the approach used here 

should require significantly l e s s overhead than is reported for DVDQ in [ 1 6 ] 

an*. [ 17] . (Note, DVDQ uses a different method for changing stepsize, see f I ] 

and it has no provision for stiff equations.) 

The algorithm given below should be executed just after computing integration 

coefficients, which in turn is the first thing done on a step. The algorithm * 

includes among the jobs it does: 

1. An updating of the difference table based on Ty n •*' - <p{) <n*J 

from the previous step. 

2. The calculation of predicted va lv i s for the differences on the 

next step. <p|e (n+1), to be used for job 1 on the next step. 

3. The calculation of predicted values for the dependent variable*. 

These are two situations when job 1 will have been done previous to the 

executicn of this algorithm. If a step is being repeated, it i s easiest to return 

http://uf-.es
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the difference tables to the point they would be in just after step I using the 

formula 

•^(n) = [ » [ e , ( n + l ) - V^lfj i+lri /I^B+l) , 1 = 0 . 1 . . . . (4.4) 

which follows immediately from equation (2 .6) . If an interpolation to an off-step 

point is required at the end of a step, then it is best to convert the <f. 's to tf.'s 

using equation (2 .7) before doing the interpolation. We examine this point in 

more detail in the next section. Thus we introduce 

0 if no update has occurred (tp contains <jr "s) 
V = i" 

1 if there has been an update {f contains <p's) 

The statement T-i *• P64-I (for example) means there is a "go to" at P , ., an^ 

this "go to" is now to indicate a transfer to the line labeled with a P followed by 

the integer 64-1. The "go to" at P51 will then contain in braces the possible 

transfers and the conditions which determine the actual tr»ntt^r to be used. 

Additional notation used in the algorithm includes 

I = d(£) - }( i) for the current value of I . 

E(i) = sum used in the formula for predicting y 

T . = y* "J* - 9Q <*0 for the current equation if v "; and = 0 otherwise \ ( - ) .o> 

t , = used to contain (p. (n+1) (see equation 2.8) for the current equation 

T , = used to contain tp|* (n+1) (see equation2.6)for the current equation I 

For q(l) > 1, sA e ' *• sero as far as the computation of the other differences is 

concerned (since T , is . niti-Uy set to 0). but at P23, V(q(4), t) is set equal to e 

for use in the order selection algorithm later. (It is useful to have a difference 

with order one greater than is used in the corrector for purposes of order 

selection.) It is assumed that ffqUK *) i* set equal to 0 before coming back to 
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thU algorithm on the next step. This means that when beginning this algorithm 

(when v * 0) 

f t q l i h *) = 0 if the order was not changed on the last step. 
(4 .7) 

«HqUl"l» <0S ° ** the order was increased on the last step. 

li> addition, when the order is increased, «(newq(jt), t) should be set equal to 

-cp(oldqU). i) before setting <p(oldq(£). i ) to sero in order that the correct value 

for qf{q(i)> I) be obtained by the algorithm below. Note that condition (4. 7) can be 

used to detect if the order wai increased prior to repeating a step. (Clearly, 

the order can not be allowed to increase on a step that is rejected. One must 

also replace f(k) with {(k+1 )~h, k = n . , n . + l , . . . , before executing the algorithm 

for obtaining new coefficients, when a step ic being repeated.) 

The case q(f) = 1 i« treated the same as q(A) = 2 as far as computing other 

differences is concerned, but only s*(0. t) i s included in the computation of the 

sums. As indicated earl ier . q(£) ~ I i s treated as a special case in order to 

have an additional difference available to ass i s t in order selection. Obvious 

simplifications can be made if this extra difference is not required. As given, 

the algorithm uses a first order predictor for y* " when q(f) = 1, j(2)> 0, 

contrary to what is given in* equation (3 .6 ) . (Also note that at P56 y'"(2) 

4?(1, 4) > 9(0 ,1) . The former is used because some implementations will want 

to carry y and y to more precision than SJ.) The corrector formulai (3. 7) and 

(3.11) should have *{*] replaced by «>{,** - v\*] when q(i) = 1. if q(4) = 1 i s being 

treated as a special case . 

Finally, note that k m i n should be set to 0 initially. (This can be done with 

the DATA initialixation statement in FORTRAN.) 

Algorithm for Predicting and Updating Differences 

PI . [Tes t if differences not updated yet. 1 if v=0, go to P3 . 

P2. fSct Tjxo, and transfers at P26 and P50. J Tj - 0; T 5 0 * " T 2 6 « - P j 5 ; go to 
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P 3 . [Set tranafera at P26 and P50. ] T 5 0 4 ' T 2 6 * P 3 7 -

P4 . [Init ial ise the equation counter. ] I*-I. 

Pp. CSet max. no. of repeated integrations. 1 l«-d(s)-j(jt). 

P6 . Iter: if equation is itUf. ] if j ( i )= 0, go to PIS. 

P7 . [Set T , if v * 0 . ] if « = 0 . Tj4. e (X). 

P 8 . [Set tranafera at P30, P33 , P*6> P39, T 3a«-T 3 o«-Tj J»-T3 0<-P44-j(D: 

P44. P 5 I . and P59. ] T 4 4 «-P49-I; T51 • P 5 8 - j ( I ) ; 

Tj ,»-P64-I . 

P9 . [ C o store 0 in diff. formula aums. 1 go to P14- j ( l ) . 

P10. E(-4) •• 0. 

P l l . E ( - 3 ) t - 0 . 

F12. E<-2) •• 0. 

PJ3. [ | - I | » I . 

P14. [Go store 0 in integ. formula aums. ] go to P22-1. 

PIS . [ S e t i ! if v = 0 . ] if v = 0 . T j ^ f U I - e l O . i ) . 

P16. [Set tranafera at P30, P33. P36 . P39, and T 3 9 « - T J 6 « - T J 3 « - T J 0 « - P 4 9 - I ; 

P51.T T51«-P64-I. 

P17. [Go store 0 in integ. formula sums. ] go to P22-I. 

P18. £(4) •• 0. 

P19. E ( 3 ) . - 0 . 

P20. £(2) •- 0. 

P21 . £ ( l ) « - 0 . 

P22. [Set index for use in loop below. ] k «- q(4)- l . 

P23. [Store q>J + 1(eq. <2.9» into <p(k+l,i).3 »(k+l. i )«-[»(k+l, IHT,]B(ktl). 

P24. [ T e s t if usual case of qU) > 1. ] if k > 0. go to P26. 

P25. [Do special calculations when q{l )« 1. D TjUpll. i);q>(2, l]»[?|?„ t)*^' 

812)1 go to P38. 

P26. [Initialiae Tj . anc teat if only Kackward Ty-0; if k < n. , go to (PJ7 if 

differences »re required. ] v=0; P3» if W0J. 

P27. [Set atopping index for mod. div. diffs. k n 

and teat if T . needed. "] 
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P28. 

P29. 

P30. 

[Set transfer at PSO. 1 

CCompute f., WO 

[Go form sums. ] 

[Compute <pk> vyo. and k>n_. ] 

P 3 I . [Set transfer i t P50. 1 

P32. * 

P33. [Go form sums. 1 

P34. 

P35. 

P36. 

P37. 

P38. 

P39. 

P40. 

P41 . 

P42. 

P43. 

P44. 

P45. 

P46. 

P47. 

P48. 

P49. 

P50. 

T 5 0 - P 2 9 . 

T2«p(k.t)S(k). 

go to (P44-JU) if jU) > 0; 

P49-1 otherwise) . 

T 5 f l - P 3 2 . 

t2>-ra<(k.l)4T1lt(k). 

go to [P44-j( i ] if j{i) > 0. 

P49-I otherwise}. 

T 5 0 ^ P 3 5 . 

T2«-tp(k, I). 

go to {P44-;( i) if j{i) >0; 

P49-I otherwise ] -

[Set transfer at P50. ] 

T Compute {p. , v^O, h constant. "* 

[Go form sums. ] 

[Set transfer at PSO. ] T & 0 «-P38. 

[Compute CD. , v=0, h constant (usual case?).*1 T.«-(p(k, i)+T,. 

[Go form sums. 1 go to (P44-j( i ) if j(f) > 0; 

P49-X otherwise) . 

[ F o r m sums for differentiation £<-4)»-£(-4Hd{k, 4 | T , . 

formulas. 3 I(-3).-i:<-3)+d(k. 3 ) T 2 -

E(-2)«-E(-2)+d{k,2)T 2. 

r i - ] ) - i : ( - ] )+dik+i>T 2 . 

[Go form sums for integrations (if any). 3 go to [P49 - I ] . 

[ F o r m sums for integration E(4)»-IC(4)-tg(k, 4)T 

formulas. ) £(3)»-r<3) * g(k, 3 ) T ^ 

Zt2)»-E(2) + g(k.2}T 2 . 

r ( i ) * - n i ) + g ( k . i ) t 2 . 

T 3 * " T 2 * T 3 : t p ( k l / ' *" r 3" [Compute <p**\ see equation (2 .6) . n 

[ Test for end of forming differences or 

end of forming mod. div. differences. ~\ 

k •- k-t; if k a k go to 

k . *0; P38 if v=0. k . =0) . mm mm 
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P5I . [ T u t if done forming difference! and if k r o l n * 0 . go to (PM-I if 

• l i r a . 1 iU)'0; P58-j(f) otherwise] . 

P52 . [Set up to compute differencea b u e d k min*" 0 ; " v ~ ° ' *° t o P 3 7 ' 

P53 . on constant stepsiae. ] goto P34. 

P54. [Compute y*s using differentiation formulas.] y , 1 + 4 ) U » »• s(-4)E(-4). 

P55. y , I + 3 , U ) « - s<-3)£(-3). 

P56. y , , r t , ( l ) •- • (-2)E(-2>. 

P57. y < 1 + 1 , U ) » - s ( - l )r . ! - l ) . 

P58. y"'</)«- 9 ( I 1 U ) + *(!.<) 

g o t o ( P M - l ) . 

P60. [Compute y'« using integration formulae. ] y ( I " '(t) •- y' '(f) + 

H(l) { y 1 1 " 5 1 ! ! ) + 

H ( 2 ) [ y l l ' " ( i ) + 

H ( 3 ) ( 9 " ' , t H ) + h£(4»-'}. 

P61. y U - ' W ? ( I - 3 W 
H ( l ) [ y " " 2 , ( i ) + 

H ( 2 ) [ y < I " 1 , ( l ) + hr(3)1). 

P62 . y < W , ( i ) - f ( I " Z , « ) • 

H ( 1 ) { 9 ( I " 1 , U M M{2)) . 

P63. y < I " , , ( l ) » 5 H ' , , U I + hE{ll. 

P64. [ T e i t if more equations to be processed. T i *- i+1; if I * n , go to P5. 

P65 , [ Set v to indicate that 9 is not updated. 1 v •- 0. 

P66. [ End of predicting and updating diff. } Exit. 

5. Interpolation to Off-Step Points 

A significant advantage of multistep methods over one-step methods i s that 

a multistep method has sufficient information stored to enable one to get the 

solution at any point passed during the integration: with the same accuracy as 

i s obtained at the end of the individual steps, without interfering with the 

integration process in any way. and without requiring any additional derivative 
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•valuations. 

Ordinarily one is interpolating to a point t which satisfies t , < t < t where 
n*l n 

t is the value of t at the end of the current step. Sometimes it is necessary to 

extrapolate the solution (t < t £ t _ + i ) because derivatives are impossible to 

compute at t = t + j . Finally, if the solution is being saved for later use, it is 

useful to know that the algorithm gives reasonable accuracy for t < t < t . . 
m " n-q — ~ n+1 

where q = min{q(i )} . It is assumed that values of y from the current step 
have been stored in Y ( » « equation 4. 1) and that the interpolated values art-

Ik) 
to be stored in y , and in f. 

In order that full accuracy be obtained, the <p. (n)'s should be replaced by 

<p.(n)'s before doing the interpolation. This can be done using equation (2. 7) 

(with n+1 replaced by n); it should be done only if v=0, see equation (4. 5); and if 

it is done, v should be set equal 1. 

Let 

(5.1) 
p = h./h . 

then h. plays the same role a i h . in the predictor formulas (3 .4) - (3 .6) , if the 

interpolation is looked at as jui t taking a new step. However the recursions 

(2.16) and (2.20) (with h + , replaced by h.) can not be used since arbitrarily 

large values of or, occur as h. - -h . These recursions wouldn't give the desired 

coefficients anyway since from equations (2.6) , (3 .4)- (3 .6) and the fai l that * c 

are now using ?.(n), it i s clear that we should introduce 

•Tk'»|3| .k 
( 5 - 2 ) 
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for use in the interpolation, where | j i i defined as in equation (2.4) with h . . 

replaced by h,. Then equations ( 3 . 4 M 3 . 6 ) can be used for the interpolation if H 

and s are computed using h., a>. is replaced by •?.. g and d are replaced by g* ' 

and d* ', and it is understood that d. . implicitly multiplied (p. in equation (3. 6). 

(We recommend using q*2 in the case that q(t) -I.) 

To avoid potential overflow in computing « . k

s k ! / h . , we suggest defining 

aft •»./"*»-& (5 .3) 

and using equation (3. 5) with s . removed, and d. . replaced by cT '. . (It is not 

a bad idea to l imply compute s_,_d. . and a k g . . imtead of d. . and g. . when 

computing the coefficients for continuing an integration. ) 

With 

( S . ' l 

' I C h i + t i - l ( n , ] / ! i ( n ) i > 0 

(5.S) 

there follows immediately from equations (2. 16). (2. 20), and (5 .2) - (5 . 5) 

d i . k " < 

i < k 
i=0, k=0 

5<J) J»1.2 q-1; 
k*0 

(5.6) 

•i^R^-Vk-, • v,.,^,.,, w. .» i . . . . . , - i i 
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(S.7) 
kim-l I 

Of course, equation (5. 7) is valid for any value of m, but we derive below m more 

efficient algorithm for computing g^ ' . where m is the maximum value of d-j 

(d and j defined as in equation (3. 3)). If j=0, then 3" ' need not be computed, 

and f (=y ) can be computed using the formula 

f = «P 0*Y 0[(P,+Y 1[ (p 2 + - - - V 2 q > , ] > • • ] (5.61 

The recursion to compute gj ' i s obtained starting from the coefficients of 

the interpolating polynomial. Define 

f lSwioWf, ! - ) - ! , . , , . , ^ ) - :^ «„.<„., t „ . , + k ] i*k + l 
*i k ' n H k , 

, , k «S«t«- «J 
(5-9) 

i = k 

where the t ' l in the divided difference* are repeated k+1 t ime i . Clearly 

V. .(n) = tp.(n) at defined in equation {2.4), and <p. - gives scaled coefficients of 

the interpolating polynomial, so that 

%-..„<«• £ , » ! > * <«-<„> V ' ( 5 I 0 > 

From equations (2.2) and (5.9) it i s easy to obtain 

*i , k ( n ) = C W k ( n J k i , k - l < n ) * * i+l , k{n)t k m l ' Z i ; i = q " l ' ( S * l l > 
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where f q p k ( n ) • 0. 

(If one wants to integrate/interpolate/differentiate P _ . j n t t ) for many 

different values of t, then it i» moat efficient to compute the <p. . from the tc. _'». 

and then to compute the desired result using equation (5 .10) . With (p. .<n) 

* (*»„/*'>y*,. i = 0 . 1 . • • - .q+d-2 , one gets a method like ours in the Nordsieck 

formulation if one writes 

h<<H) 
^ ^ i ' ^ y ^ U ^ m ^ U H X ^ ^ - ^ . ^ - i (5.12) 

where c\ _ is defined as in section 2. Recursions for »JC;(n+l) follow from consid­

ering w[t ,i t J , w[t , •-•.t,t..X wtmt t . i , . , t .? 
• n n n n n n+i n n n+i n+i 

w[t , t ^w • • •. t . 1 , w[t ^ . , . . . , t , , 3; the recursions obtained are identical to n n+i n+j n+i n+i 

the computational shortcut due to Gear, [ 181. Also see Thomas, [ 19 ;. In order 

for this Nordsieck type formulation to give a method equivalent to what we have 

described, some care is required when changing the order, see [ 14 ". If many 

interpolations are to be performed during the integration, thii Nordsirt-k 

formulation may be preferred to the use of .-iodified divided differences if one is 

not interested in using different integration orders for different equations, and 

not too many equations are being integrated.) 

The m-th integral of P is given by 

J?-£ p,-.,nW = 'v!^»>'i, k '"' <513> 
n n ^ i=0 

where it is clear from equation (5.10) that 

* (

i ^ l - h ™ p i + m / U + m ) ' " ( l + l ) - h J , 1 D 4 / ( i + i n ) - " ( i + l ) (5.14) 

and from equations (5.11) and (5- 13) 
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n (m) 

*i .k 

k«0; irl.Z q-1 

(5.15) 

Wilfti*"".* k"-jl i'"-1 j t , ; j*' 9-2 

With the definition 

4 ( m ) . fc-m.—.m.-Mm) 
»i .k " h I t ™ - 1 ) ' * »i ,k ( 5 1 6 ) 

we have from equation! (5.2) , (5 .4) , (5. 14)-(5. 16) 

( m - D ! 
( i tm)---( i -H) 

1, k 
4<m) A(m) 

' i - k - l i, k+1 V l , k 

' i-k-l i.k+1 

k=i; i=0, 1 q-1 

k=i-j; i=q-l j+1; j » l , . 

k=0; i = l , 2 , . . . , q - l 

.q-2 (5.17) 

•llln'W ^' "" (5.18) 

(Note that *. ,' need be computed at moat one time if m is not changed. 

Calculations can be arranged so that d. . , g, . , and a. . (k < i) all occupy the 

same vector in storage.) 
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6. Concerning Some of the Messy Details 

If one computes the difference table of a function with sufficient precision, 

lor sufficiently small h, he will most likely find that for a given order q, 

differences of order q+fc tend to decrease in magnitude as k takes the values 

0, 1 Since in practice we almost always select the order q in such a way 

that the differences behave in the opposite way, it is reasonable to suspect that 

any theory based on results for h — 0 and ignoring the effect of round-off error 

will be of limited value. We believe there is greater danger in attempting to 

apply rigorrous mathematics to problems which do not satisfy the underlying 

assumptions, than there is in careful inductive reasoning from results on a 

selection of problems which individually are simple enough to understand, and 

collectively cover the types of difficulties found in real problems. Thus we have 

taken primarily an empirical approach. Most of our effort has been spent in 

poring over difference tables generated in the solution of a variety of problems 

while using a variety of algorithms for selecting the integration order. Most of 

what follows is either trivial or mere opinion, yet much of it is important in 

determining the effectiveness of a variable order algorithm for solving differ­

ential equations. The specific algorithms presented give an idea of what we have 

done, they are not intended as recommendations. For results from a variable 

order Adams method which makes use of some of the ideas below, see lib"': 

for a comparison with other methods, see C 17] . 

6. 1 General Design 

The interface between algorithms and users , despite its importance in 

determining the effectiveness of an algorithm, has been given minimal attention 

in the numerical analysis literature. Because of the problems inherent in the 

addition of features not considered in the original design (probably by a person 

unfamiliar with the code) we believe it is a good idea to design for maximum 

flexibility if an algorithm is meant for general purpose use. C«mipli'.\ appli­

cations will require thi: flexibility, and it Is a n-l.tlively simp]*- m.iticr lo insrri 
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a flexible program into a package to be used by the unsophisticated user. Since 

code of wide generality is liable to contain much that is superfluous to some 

applications, we think it is a lso a good idea to make it easy for a user to remove 

that code he is not interested in using. A procedure for handling code which 

consists of many versions is described in [ 2 0 } . 

We have found it difficult to anticipate user needs. Users can't know what 

they should have available when they don't know what the possibilities an-, and 

thus they are not as much help in this area as one might think. The integrator 

in [ 1 5 ] is reasonably flexible and all of its features have been heavily used. But 

it proved to be insufficiently flexible for some users , leading to the design [21 "'. 

This in turn has had to be modified and extended to meet user needs that have 

surfaced since it was written. The results of a survey on the importance of 

various factors in a program for solving differential equations can be found in 

[ 2 2 ] . 

6-2 Some General Comments on Differences 

In the case of the Adams method we have made it a practice to correct y, 

estimate errors , and select the integration order in the same block of code, thus 

making multiple use of the differences formed from predicted derivative values. 

£special ly at low integration orders, we prefer such differences to those formed 

from corrected derivative values, since the former tend to converge less rapidly. 

giving a more conservative algorithm. For q * 2 (d=l, j = 0) it is possible for the 

difference table formed from corrected derivative values to converge nicely, 

while at the same time the numerical solution is diverging rapidly from an 

acceptable solution. Such problems do not occur when using predicted derivative 

values. Lut 

[ « w p „ t l p£l"i,,)-»!r,«»*'» * • « 
» k = . . 16.2.1) 

H ^ V n ) + (pq k= q - l , q - 2 . . . . 
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and let <p , be computed as cp - [What ia stored in the q-th difference location 

by the algorithm for predicting; see F23. J, where q = max {2, integration order of 

the predictor) . Ordinarily, only the differences q> 2> * _t» * * * n j^ * +i n e e t * 

be computed since they almost always (ser k e low) provide sufficient information 

for selecting the order. 

We have found the linear equation y' = G y ( G a constant matrix! helpful in 

organizing some of our thoughts. For this case , if h i s constant and G has 

distinct eigenvalues, y = £ c . r n . Some of the r. are extraneous to approximating 

the desired solution (See [ 2 3 ] for some background on th i s . ) , and for the cases 

d=l , j=0, q> 3; d=l, j=l . q> 1 it can be shown that the largest extraneous r. has a 

negative real part. Since the k-th backward difference of r n is given by 

r t ( r - l ) / r 1 , differences of an extraneous root tend to increase. By selecting 

the order at abou* that point where the differences start to increase, one is 

stopping at about that order where the influence of an extraneous root is starting 

to dominate the differences, which in turn guarantees a stable method. 

A given difference may be small because the error is small, or because it 

happens to be passing through zero, or just as a fluke. Any decision made on the 

basis of one difference being small has a good chance of giving the wrong result. 

(In the sense for example that the order might be increased when it should not be; 

such wrong results do not necessari ly do significant harm to the solution.) On the 

other hand, two small differences hi succession will only rarely be misleading. 

In judging the convergence of the differences, their signs are also important. 

For given magnitudes, alternating signs indicate the most rapid convergence. 

6 .3 Starting the Integration 

Variable order methods do not require any special logic to start an integration, 

but still there arr advantages to treating the start in a special way. Efficiency 

in the starting process can be critical for problems with frequent discontinuities. 

Because of their ability to find the proper stepsiae quickly, we believe that 

variable order methods will frequently prove superior to good one-step methods 
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on very short integrations. The Adams method starting procedure outlined 

below does not require much additional code, dec pit e its apparent complexity. 

Initially, of course q » 1. 

Let p denote the predicted values at tg+h, and c,„ c , , Cj success ive cor roc l td 

values. After p' ' i s computed, compute c , and the estimated error on the first 

step. If the estimated error is too large (in the sense that such an error would 

ordinarily cause the step to be repeated), a new startirtt -tepsize is selected on 

the assumption that the estimated error is proportional to the square of the 

stepsize. The resulting stepsisx will usually give an acceptable error, and thus 

an initial value for the stepsize that is too large usually costs only one extra 

derivative evaluation. It is rare for more than two evaluations to be required. 

In estimating the errur on the first step, wc multiply our usual estimate by J /-i 

since esti.nated errors would otherwise have a tendency to be much too large. 

After obtaining a satisfactory c . , compute c; ' and c«. Estimate th? error 

in c ^ ' 1 ' by 4h<p ( d , - c< d ) ) and compute • ,(*] * |hCp ( d , <*V c ( d , U » 3 / r P

{ d " n U > 

- c\ ' ' ( i ) ] ( - If the estimated error i s too large (rarely happens) reduce the 

stepsize as in the preceding paragraph and start over. Otherwise check if 

a. < 1/16 for all equations, and if it is proceed to the next paragraph. If 

a At) > J/16 for some t, then compute c l and c , . Compute a new error and 

• 2 (*J using formulas like those above with p replaced by c , . If the error is too 

large, start over; if not and min(s , (£) , a,(4)) > 1/16 for some i then end the 

the starting phase. If none of these, then continue to the end of the first stop 

immediately below. 

Set y. - the ffnal corrected value, and increase the order to 2. From this 

point until the end of the starting phase, no derivatives are computed after 

computing corrected values. (A PEC method is used . ) This »s justified since 

the second derivative evaluation is required primarily to improve the stability 

properties of the method. For low orders and small s teps i ses , instability is 

usually not a problem. At the end of the second step increase the order tc 3. 

At tii? end of the third step leave the order at 3, making <p . . available ( and 

thus the usual order selection process possible) for the first fime on the fourth 
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step. If at any time the stepsize must be reduced, or the order must be reduced 

and the estimated error is too large to permit an increase in the stepsise , then 

end the starting phase. One can gain a little in the starting process by making 

it eas ier for the order to increase than would be prudent after getting started. 

6.4 Determining if TJO Much Prec is ion Has Been Requested 

We believe that tome test for unreasonable accuracy requests should be 

considered an intrinsic par.t o| ,^any 1gtneral purpose integration program. Many 

users have come to us becaujuiftgusvintegrator gave them a diagnostic to the 

effect that it could not ge*.tae,accuLr*cy they desired. These users appreciated 

being warned of a problem they would not have been aware of otherwise. Users 

of 'IS' rarely question us about this type of diagnostic now. We presume they 

have learned to se lect reasonable error tolerances, or to trust the diagnostic 

when they get it. Since a missed diagnostic of this type will usually only result 

in a less efficient integration, and since unjustified diagnostic* make for bad 

relations with users* we recommend that one be conservative in the test whi'-h 

results in the diagnostic. 

Clearly the absolute accuracy {hat can be obtained depends on the number 

of significant digits to which f i s computed, and on the s ize of t. Thus in solving 

y" = -y. y(0) ' 0, y'(0) = c, an accuracy request that is impossible to meet for 

c ' 1, may be easi ly met for c = 10 

The test used in C 15] assumes that rotsd-off errors in f get magnified by 

2 in (p.. (This is the magnification one gets if errors are of equal magnitude 

and alternate in sign from one step to the next. This assumption appears to 

work best) even though smaller magnification factors would appear more 

reasonable.) Thus, with 

R I = n»,i + iviHT^i'iio" h « • • « - ' > 
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whi-rc d, is thr number of significant digits in i. R. < 1 is an indication that 

round-off errors are limiting the accuracy. To a first approximation, the test 

in T 15] gives a diagnostic if the estimated error is too large and R, < 1, where-

R. is computed on the assumption that d. Is approximately the number of signi­

ficant digits in the computer's number system. Wt believe that it is too much 

of an imposition on the user to ask him to supply d,; but even if it weren't, it is 

hard to justify trusting him for d, when he cannot be trusted to supply a reasonable 

error tolerance. If round-off error is the primary component of the estimated 

error, then the eatimated error for a larger stepsixe tends to be too large. Thus 

in [ 1 5 ) the estimated error at twice the steps ize is reduced whenever R. < 1. 

We have been experimenting recently with a test which is impossible to 

justify, and for which examples could be constructed which cause it to give 

unjustified diagnostics. It makes no assumptions about the precision to which f 

is computed, but rather makes some implicit assumptions about the regularity 

with which difference tables converge. An integrator using this test has been 

used on a few applications, and has resulted in three diagnostics. In two cases 

(once when the user thought everything was done in double precision) some 

calculations done in single precision, should have been done in double precision, 

snd in the other case results were being interpolated from a table with 

insufficient accuracy. The integrator f 15) would not detect vhese problems. 

This new test should not be trusted unless the order selection algorithm does > 

very good job of selecting the order, it should not be applied in the starting pk*asr 

of an integration, and q < 2 should be treated as a special e s s e . 

Let 

* 2 = r i» q l • k M T ( '<ntW\e)\ • k£e ,13 (6.-8.21 

where 
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I 3 Sq C4 
r(q) • < , . (6.4. J) 

and let n_ be the number of steps for which the equation with the largest ratio of 

estimated error to requested error has had a n R , < I If the estimated error is 

too large* and n_ 2 4. then a diagnostic i i indicated. The estimated >error with 

the s tep i i se increased is reduced by the factor (Sec equation! (3.28) and (4.1) 

for notation.) 

max{R, ,p7 }, where k = m » x { n . , n . ] * 3 ] (6 .4 .4 ) 

whenever R, < 1. When R, < 1. the integration order is increased if 

i v i ' * m t o l ' v i ' " K'' - I*.*.*) 

6. 5 Selection of Integration Order 

The most important point to be made here is that a reasonably good job of 

selecting the order can be done with very little effort. For example, the al­

gorithm used in [ 15 ] for q > 2 i i given by the following. 

Ql . Tj •• q+2 

02- tf k q - 2 l < T 1 I'ql' « o t o Q 5 

Q 3' « Wq-l' < T 1 ' V " 1 , « ° t o Q 8 

Q4. increase q by one, and go to Q8 

Q 5 . T J S - . Z S T J 

Q6- " lv q. 21 >• T i l * q l ° r l " q . ] l > ' i I v i ' * « o t o Q B 
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Q7. decrease 4 by 1 

Q6. end of order selection 

Note that the above algorithm uses 4 different differences and requires either 2 

or 3 comparisons. If one does not want the order to oscillate unduly, then we 

believe that at least 4 differences must be examined. 

In order to have a check for discontinuities it i s sometimes necessary to 

check more than 4 differences. We now do this as follows. If 

! » q . 2 l * l » , - i l * l<Pql * l » , , | l . »" d l 6 - 6 ' ! 

• " s i v v i | < l v i | - K1 , b 5 - 2 ) 

then q ic reduced by 1; ». . is replaced by q>. for k - q-2, q-1; a new <?a_? *• 

computed; and the test above passed through again. The conditions for reducing 

q by more than 1 must be very stringent. For example, on a limf 1:; 2-body 

with eccentricity . 6, using just the condition (6. S. 1) for this test, we have seen 

the order reduced by about 6 over several steps, when a reduction of at most one 

was appropriate. If q starts out * 5, is reduced to 3 and the differences still 

converge slowly, then a discontinuity is indicated and the integration restarted. 

Otherwise the final q is treated just as if it were, the original as far as order 

selection is concerned. 

The more factors that are taken into consideration, the better job one can 

do in selecting the order. For example, it helps to bias the test towards a low 

order when errors are decreasing, and vice versa when errors are increasing. 

(The former may increase the current error estimate, while decreasing the 

estimate of what the error would be with the stepsize increased.) Since the 

selection of integration order influences both the integration efficiency and tests 

such uu discussed in 6.4 and 6.8 , it is not easy to decide at what point additional 
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effort docs not justify the return. We think it i s better to use a simple scheme 

such as the one in C 15} on every step* rather than some more complicated 

scheme l e s s frequently, and that at a minimum, eome test for decreasing the 

order be made on every step. 

The algorithm we are currently using works reasonably well , but is 

probably unduly complicated. It uses as a meaeure of the convergence of the 

difference table at «•_ (with appropriate safeguard* to prevent overflow): 

• q - < (6.5.3) 

To a first approximation, the order is increased if 

1 . 75 if h is c loser to being decreased 
and •;!<•. .. and t <2« . 

0, if h i s c loser to being increased, 

(fc.S.Jy 

and it i s decreased if 

Note that these teats differ from those used in [ 15 J in thst signs of the differ­

ence H influence th? te s t s , the order need not be increased when 6 and 0 . , are 
q q-I 

both very small , V Q _ 2 *• n o t used io the test for decreasing the order, and the 

te s t s to not have an explicit dependence on q. 
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6. 6 Error Estimation and the Selection of Stcpsise 

Many of our ideas in this area are given at the end of section 3. We 

currently estimate the error in jr " ' tor the Adams method by 

where ? * minfp . • , , . 75} , see equation (6. 5. 3). This reduces to equation 

(3. 22) If tp , , and ¥ are replaced by 0. The in civs ion of |tp + ) | is for reasons 

discussed in 6 .2 , and the factor involving? is included because otherwiie error 

estimates tend to be a little low w.Sen the differences decrease slowly. We 

currently use 

l h«q, 1 l» < , m«t» q . Itt Wrl\ + I*,I * l » q + , I ] /d-?) Z (6. 6. 2) 

for the estimated error with the stepsize increased by the factor a. The role 

o f ? in (6 .6 .2 ) is quite important since a slowly convergent difference table- is 

liable to require a significantly lower order when the stepsize is increased, thus 

giving a larger error estimate. 

As mentioned at the end of section 3, we think it it a good idea to vary the 

parameter one uses for making decisions on increasing the stepsize at a 

function of the increase or decrease of the error est imates . Thr way we do this 

is outlined below. Numbers in parentheses give the actual values of the 

parameters as currently implemented. 

E largest value in any equation of (estimated error)/(requcsted 

error) . 

i . ( , ?) U E > c R the step is repeated with h reduced by the factor 
m i n { l / 2 , p d ] . 
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every step, with an initial value of t _ . 

£ . valve of E . just before current E . was computed. 

E estimated value for E on the next s tep. E • E m i n U , E / E -

E"-(. Z) upper bovnd on E., eee below. 

£,(.01) lower oound on E.. see below. 

E. step is increased if in so doing She estimated E at the new 

stepsise is l ees than £ , . With an initial value of c it is 

computed using 

m i n { E " r E j E A / E A ) if E * E A 

1 ItE^Ejl/Z 

Note that except for starting the integration, the stepsise is never reduced by 

more than m i n { l / 2 , 0 j } no matter how large the error. If the step has to be 

repeated more than once we restart the integration. If the stepsise has been 

decreased, then increased, and is about to be decreased again, we reduce h by 

the factor (J + p . ) / 2 ; this tends to reduce oscillations in the stepsise . 

6.7 Treating q(4) = 1 As a Special Case When Using the Adams Method 

Frequently when the order selection algorit' m picks an order of 1, there is 

a stability problem. In this case the stability of the method can be improved by 

introducing a parameter • into the corrector formula. Thus 

* i t ' I

k , 'p ! l t ' . k , *-Vl ,kV >'«*»<•• C6.T.I) 
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When solving y' * Xy with • * I. the above method it absolutely stable for 

s * hVe[-2,0*l. The largest interval of absolute stability is obtained for m = 1/4, 

which gives a method absolutely stable for acT' l , Oj. We have, with mixed 

success , attempted to approximate s, and for • * -2 set m - max{ 1/4. - 2 ( l + s ) / s }. 

This choice for u» seros the root of the characteristic equation if -4 -2 

assuming the equation is linear, and that s U approximated correctly-

Since | g 2 j | is so much smaller than |gj J (1/12 vs . 1/2 for h constant), 

there is a tendency to overestimate the error when using (6 .6 . 1) and ( 6 . 6 . 2 ) . 

We have been substituting 1/6 for Y, , in these expressions. We also increase 

the error estimates a little if | s | is large or 7 is large. (A larger increase is 

tsed for (6. 6. Z\ than for (6. 6. 1).) The increase in the estimate (6. 6. 1) is 

prudent; the increase in (6 .6 .2) quite important if one has a mildly stiff equation, 

the order has dropped to one, and one wants to avoid oscillations in the stepsize 

and minor irregularities in 'he solution. 

6. 6 Testing for Stiffness 

It is frequently the case that only some of the differential equations in a 

large system are the c£u»e jif stiffness. Since the solution of a targe stiff 

system requires considerable storage and computation for the iteration process 

and since users frequently do not know which, if any, of their equations are stiff, 

it is desirable to have a test for stiffness. With equations separated into those 

which are stiff and those which are not, fewer partial derivatives and smaller 

matrices are required. Since suggesting automatic classification of equations in 

[ 12 }, wc have tried off and on without s u c c e u to find a stiffness test which does 

not require computing partial derivatives. A test to tell when an equation being 

integrated as a stiff equation, could be integrated with the Adams method would 

also be useful, but should not be as difficult since in this case the JacoJian 

matrix is available. 
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forne times tt i s possible to aay In advance which equationa are stiff and 

which arc not. In which case no tests are required. One problem at J PL was 

integrated with 9 equations treated as stiff and 5 as non-stiff. In this case, in 

addition to the savings in the iterations there was the bonus that partial* 

connected with the a t l? equations were easy to compute, while the other 

partial* were extremely complicated. 

It ia worth noting that tests baaed on ratio* such aa [ f (y ) - f<p) ] / [y -p \ 

where y and p ar* corrected and predicted values at the same time point, are 

not likely to be successful . For y' * Gy aa in 6 .2 , 

M t - t ) 
y(t} « E c u i n {t near tj 

and with the onset of stiffness, the c, associated with X.'s which have large 

negative real parts become very small. Then if the method is stable, which it 

will tend to be becauae of the way the integration order is selected, there is not 

enough of the solution in the direction of the eigenvectors associated with the 

large negative X.'s to give useful ratios. 

When integrating an equation which ia stiff with an Adams method it i s best 

if the stepsiae is such that the method is absolutely stable, but not relatively 

stable. The order tends to come down gradually because of the relative insta­

bility, but there is no growth in the error since the method is absolutely stable. 

One problem with halving and doubling the stepsize with the Adams method is that 

as a result of doubling the atepsise it is possible to move from inside the region 

of relative stability to outside the region of abaolutc atability. When this cccurs , 

the order is reduced, there is rapid error growth, and the stepsiae must be 

halved. The algorithm is then relatively stable, the order is increased, the 

error estimates decrease and the cycle is repeated. 

We think that monitoring R, of equation (6 .4 .2 ) (with suitable (?) 
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adjustments when q or h ti changed) together with the flexibility in changing 

stepsize available through the u i e of modified divided differences, may provide 

what i t needed to detect stiffness. There Is of course also the possibility that 

we are attempting to extract Information from difference tables that isn't there 

to begin with. 
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SUMMARY OF TEST RESULTS WITH VARIANTS 
OF A VARIABLE ORDER ADAMS METHOD 

Fred T- Krogh 
Jet Propulsion Laboratory 

Pasadena, California 
9 U 0 3 

A variable order Adams method can be implemented and/or used in many differ­
ent ways . In the process of developing a variable order Adams code which uses 
modified divided differences for changing stepsise , see [1 ] or [ 2 ] , we have had 
occasion to explore the effect of four parameters on the performance of the pro­
gram. The effect of these parameters was studied for test problems 8 and 9 of 
[ 3 ] . Both are simple two-body problems, one with circular motion, and the other 
traces out an ell ipse with eccentricity - 6. For each of these problems we n»ve 
examined all possible combinations of two distinct possibil it ies for each of the 
parameters at requested error tolerances of 10, 1, . 1 , . . . . 10" (2x15x22 
cases ) . The choices examined are given below. 

I. Use a PECE or a PEC Adams method, always with a corrector that 
has order one greater than the predictor. (K is easy to show for such methods 
that a PEC method is equivalent to a PE method, where the P is the same order 
as the C in the PEC method.) 

II. Use either (2, \fZ) or (9 /8 , 7/8) as nominal factors for changing the 
stepsize. The program allows other values, but these values are probably 
extreme cases . The program does not restrict itself to the nominal factors 
when changing the stepsize, but factors c loser to one do tend to cause more 
frequent changes in stepsiuu, more integration overhead, and fewer func'ion 
evaluations. 

III. Solve the 2nd order equations directly, or solve them by breaking them 
up into an equivalent system of first order equations. 

IV. Use the same integration orders for all equations or select the inte­
gration orders independently for each equation. 

This paper presents the results of one phase of research carried out at 
the Jet Propulsio.i Laboratory, California Institute of Technology, under 
Contract NAS7-100, sponsored by the National Aeronautics and Space 
Administration. 
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The results given for DVDQ on these problems in £3} were obuined using a PECE 
method, (2, 1/2) as the only factors for changing the stepsis*,' solving the 2nd 
order equations directly* and selecting integration orders separately for different 
aquations. In its current state, and with options as c lose to DVDQ as poss ible , 
the integrator used for the comparisons here was of approximately the same ef­
ficiency for the case of circular motion (although the global error was a more reg­
ular function of the local error tolerance a s a resul t of not restrict ing changes in 
the etepsise to the nominal factors), and approximately 10-20% more efficient in 
the case of elliptic motion (which we attribute primarily to the different procedure 
for changing stepsize) . Performance of the new integrator would have been some­
what better if we had allowed it as large a maximum integration order as DVDG. 
We plan to investigate this (and some other things) in more detail at a later t ime. 

We summarize below the results of our t e s t s . Generalizations to other problems 
are risky of course . 

1. There was no appreciable difference between using the same and using dif­
ferent integration orders. We believe the primary advantage of using different 
integration orders comes when integrating equations with different character­
i s t i c s . And we have encountered problems where one is better off requiring 
the integration orders to be the same on certain equations. 

2 . Integrating the second order equations i i rec t ly is always best (of course, 
problems are known for which this i s not true, see e . g . [ 4 ] ) ; in the case of 
circular motion better by a factor of over two, except for the PECE methods 
at low accuracy where the factor is about 1. 5. In the case of the elliptic 
motion results are somewhat s imi lar , except that (or the PECE methods the 
direct integration offers only a small advantage. We attribute the results 

to the better stability characterist ics of the direct integration of second order 
equations on these problems. The cases where the differences are not great 
are those where discretization error is the primary factor limiting the s teps ize . 

3. It is not as well known as it should be that the primary advantage of doing 
two derivative evaluations per step is due to improved stability characterist ics 
and not to a smaller error term. Thus on the elliptic problem when integrating 
2nd order equations directly, the PEC method is nearly twice as efficient as 
the PECE method. (The implications of this for practical problems is not highly 
significant, since in most problems of this type a predict-part ial -corrcct scheme 
should be used. Such a scheme computes the main part of the derivative twice 
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per step, and perturbing force*; which typically are significantly more com­
plicated; only after predicting. The values computed after predicting are used 
in the computation of the derivatives after correct ing. ) But there arc implica­
tions for the comparisons of methods, since many methods don't offer the 
partial correct option. If a comparison is to be made with the best Adams 
method on such problems, one should compare with ft PEC method integrating 
the second order equations directly. We have obtained s imilar results on the 
restricted 3-body problem in [ 3 ] . 

A. Changing stepsize by factors c lose to one resul ts in a definite reduction 

(10-20%) in the number of derivative evaluations for the problem which calls 
for a wide variation in the s teps ize . When derivatives evaluations are expen­
s ive , factors c lose to one appear to be a good idea, but when derivative eval­
uations are cheap, the factors (2, 1/2) s e e m to be a reasonable choice to reduce 
the integration overhead. There is not much difference for the case of circular 
motion, but there is a l so not much difference in overhead s ince, except for 
extreme values of the error tolerance, the integrator tends to use a constant 
stepsize ultimately. (This would not be true for a problem which is best inte­
grated with slight variation in the s teps ize , however . ) 
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A P P E N D I X : N U M E R I C A L R E S U L T S 

TKO-BODY PROBLEM, CIRCULAR MOTION. 
WITH AN ABSOLUTE ERROR T E S T 

RESULTS ON THE INTERVAL ( 0 . 16 P I ) 

LOC OF ERROR TOLERANCE -6 -9 -12 
ND/ EQ INT ABSOLUTE ABSOLUTE ABSOLUTE 
STEP HINC ORD ORD ERROR ND ERROR ND ERROR 
2 2 2 SAME -S 12 0 299 -8)2 0 409 -12)6 7 
2 2 2 Dirr -S)2 7 303 -9)3 6 455 -13)4 8 
2 2 SAME -4 12 5 491 -8)2 5 81 1 -10)1 0 
2 2 Dirr -4 )3 1 493 -8)5 3 811 -10)2 4 
2 9/8 SAME -5)4 3 279 -8)2 0 409 - 12)8 0 
2 9/8 DlfF -5)3 3 303 -»)2 1 409 -12)8 6 
2 9/8 SAME -4)4 0 461 -8)2 5 81 1 -10)2 7 
2 9/8 Dirr -4)3 5 485 -8)4 6 779 -10)1 6 

2 SAME -6 19 0 269 -8)'., 6 410 -12)2 7 
2 Dirr •6)1 s 301 -8)2 3 404 -12)9 3 
2 SAME -4 12 0 777 -7)2 6 1476 -10)4 4 
2 Dirr -4 ) . 8 743 -6)6 9 1422 - 10)2 2 

9/8 SAME -5)1 3 252 -8)3 2 413 - 12)2 0 
9/8 Dirr -5)2 2 248 -8)2 9 390 -12)9 4 
9/8 SAME -5)6 1) 807 -7)1 8 1505 -9)1 5 
9/8 Dirr -4 ) 1 6 746 -8)3 3 1441 -10)2 9 

DVDO -8)4 0 4 1 1 -9)2 0 469 - 1414 5 
DVDQI&-' . S . -11 > -4 13 4 317 -9)2 2 442 - 10 1 1 0 

TWO-BODr PROBLEM. ECCENTRICITY 6 
WITH AN ABSOLUTE ERROR TEST 

RESULTS ON THE INTERVAL ( 0 . 16 PI 

LOG Or ERROR TOLERANCE 
ND/ t 0 INT AB 
STEI- HINC ORD 

9 it 
9 / ! 

ORD 
SAME 
D i r r 
SAMI. 
D i r r 
SAME 
D i r r 
SAME 
D i r r 
SAME 
D i r r 
SAME 
Dm 
SAME 
D1FF 
SAME 
D i r r 

LITE ABSOLUTE IBSOLUTE 
RCR ND ERROR ND ERROR 
', 1 5 1557 -7)4 5 2655 -10)5 2 
)2 9 1637 -7)5 1 2698 -10)3 4 
' " ' 1CC2 -7 )9 } 2776 -10)7 7 
1 1 4 1670 -6)1 0 2766 -9)1 2 
)2 7 1413 -6)1 6 2150 -10)3 5 
) 1 8 1456 -6 11 2 2195 -10)4 9 
13 3 14 16 -6)2 4 2372 -9)1 4 
)2 4 1500 -6 ) 1 5 2415 -1017 7 
)9 5 6 19 -7) 1 9 1379 -10)2 1 
)2 2 843 -7 )4 6 1425 -10)3 5 
)4 9 13IS -7)9 5 2664 -10)2 3 
) 1 9 122 1 -6)1 6 2729 -9)2 O 
' 1 1 722 -7 14 7 1 177 -11)5 5 
J2 0 732 -7)6 6 1209 -10)1 5 
)1 9 1284 -6) 1 3 2661 -10)3 3 
)8 6 1179 -6 ) 1 a 2426 - 9 ) 1 6 
12 3 202 1 -7 )2 8 3131 -10)6 3 
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- 1 1 * ( - 1 4 ) 4 1 141 ( - I S ) ) 7 1 1 1 1 - H J I 1 4 * 4 
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P R O * 1 THO -BOOT PROBLEM. CIRCULAR M O T I O N . 
WITH AN ABSOLUTE ERROR TEST 

PEC METHOD. HP-E 1 . W l ) ODE ORDERS a . D i r r I M T E C - O R D E R S 
INTERVAL ( 0 . 1 

ABSOLUTE 
P l l ( 0 . 4 

ABSOLUTE 
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ABSOLUTE 
P I ) 

L O G I T O L I ERROR 
1 O i l 4 
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ND 
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14 
10 
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4 0 
4 1 
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C - 1 ) 1 0 

t o * 
111 

- 1 1 - 1 ) 1 4 1 1 ( - 1 ) 1 1 1 * ( - 1 ) 1 * 14S 
- 1 
- 1 

1 - 4 1 1 - 1 
{ - I I I • 

1 1 
11 

( - i n a 
( - D I i 

11 
• 1 
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t t l 
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- t 1 - 1 1 1 * 1 1 X - * > * » I S ) ( - 1 i > S S S I 
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- 1 0 1 - 1 1 1 4 . 1 4 1 f - 1 0 > X 4 - I I I ( - 4 1 1 * *!• 
1 - 1 1 ) 1 - S I I ( - 1 1 ) 1 1 1 0 4 ( - 1 0 1 1 . 0 S l l 

- 1 1 1 - 1 1 ) 1 • • 1 ( - 1 1 ) 1 1 i l l i - i a i t i 4 1 1 
- 1 1 { - 1 4 ) 1 . 4 • 1 0 1 ( - 1 1 ) 1 1 1 1 1 1 - 1 1 1 1 4 4 4 1 
- 1 4 ( - 1 1 ) 1 4 1 1 1 l - 1 * ) 4 I 1 * 1 1 - 1 ) 1 ) 1 I t * 
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r t c E u r m o D . t t r - < a 1 ( 1 ) ODE ORDER! 1 . D I P T 1NTEC O R M R I 
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PEC METHOD. HI-ltH.1/1 . ODE ORDERS-2 . SAME IHTKC ORDERS 

0)3 2 H I 

"It I - 1 1 1 0 
( - 1 0 ) 1 1 

1 4 1 
111 

1 - 1 ) 1 T 
I - 1 D I 1 S 
1 - 1 1 1 1 1 

111 
i ts 
4*1 

( - » ) 1 I 
( - » H S 
( - 1 0 ) 1 6 

• i i 
1 0 ) 1 
l i l t "It 

( - t l ) S 0 2 2 1 l - t l l l 4 s i s 
- 1 4 1 - 1 ) 1 1 • 2 1 * 1 - 1 1 ) 1 » 611 

111 ( - 1 4 1 * I 1 1 * 1 
111 ( - 4 4 ) 1 t l l t t 

- 1 1 * 1 - 1 1 ) 1 1 
1 - 1 1 ) 4 i 

1 1 1 

SOI 

( - U ) I • 
( - 1 1 ) 1 1 
C - I # J S t 

m m 
t i t 

( - 1 S I 1 4 1 1 1 * 
1 * 0 1 
1 1 * 1 

- J 0 « 1 - 1 1 ) 1 * ( - 1 6 ) 1 0 • i * 1 - 1 1 ) 1 I 1 0 1 * 

P M B T M -BODT PROBLEM. CIRCULAR M O T I O N , 
K I T H «N ABSOLUTE ERROR T t S T 

PEC METHOD. H T > < 4 t » . I ' l l ODE ORDERS 1 . SAME IMTEC ORDERS, 

I H T I R V A L .-oiKi ' P l l ( 0 . 6 
ABSOLUTE 

P l l 
A B S O L U T E ' 

NO 
1 1 L O C I T O L ) 

! " ! 
NO ERROR KD 

1 " " " " l 
NO 
1 1 ! " ! I , 1 0 1 ) 1 22s 1 1 1 1 ) 4 1 1 

-I ( - 2 . 4 4 14 I -ill I 12 
1 ) 2 ( . 1 1 1 4 )«• 

i ""S ° 1 ( 9 4 1 1 i ""S ° 2 2 < 1 * 0 

t - 6 1 * 1 t o t 1 - l i t 1 ! •»•!? 1 0 1 

liiiin 
TWO-BODY PROBLEM. 

1 ABSOLUTE ERROR TEST 

1 -2 . D1IT IKTtC 
1 0 . 2 P l l 

ABSOLUTE 
ERROR Nl 

r IMTEC ORDERS 
( 0 . 1 1 P l l 

ABSOLUTE 
ERROR MD 

( - : > ) ! I 
( - 1 1 ) 1 1 

( - M ) I I 
{ - M M 1 

- i i ( a I 4 « P 

1 1 ) 1 1 S2» i - l t l " i • S I 
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MTH AN ABSOLUTE tPPOf TESI 

f ™ . ? 1 ? 1 0 0 ' " ' * ' * ' " " • ODtOHDWW. 1AME t*TtC. ORDERS 
INTERYtL rO.Z M l 10 t H ) lo If. M l 

ABSOLUTE ABSOLUTE A 6 X J LUTE 

AN ABi'-lllE LH-I 

. OBI I&DIH.I . tttTK ' * « » » 

1 ) 1 I 3 A S S 

- » I T 1 ) 1 I 1 

1 - 1 ) 1 1 S 1114 ? 0 f « 
: z < i 
111! iitl 

C - I S 1 I 6 1 1 3 1 

F E C I METHOD. H r - 1 2 . I ' l l . OPE ORDERS' • Z . D i r r INTEG ORDER! 
IHTtHVAl 1 0 . 2 P I ) < 0 . A M l ( O . I C P i t 

ABSOLUTE ABSOLUTE ABSOLUTE 
l O C t T O L I ERROR ND ERROR ND ERROR Nl 

' I I . ODE ORDERS- D I I F INTEC ORDERS 
I I 1 0 . 1 8 H I 

AHQLVtl 
HD ERROR HD 
I f < lift I 11 

-1)4 6 111 

( - !>>) } (QIC 

I - ) M « 

( - H I I 
< - 1 ) 3 
( - 6 > > s 

1*44 
1 ) 0 1 

t - t > 1 0 l t d 
( - I I I »?24 
( - 1 1 1 ) 4 0 ) 3 
< - » i i 
i - t t i f 
( - 1 Z I 4 
( > I Z M 

0 
1 

O i l 
4 1 0 1 
) 4 0 3 
H I ) 

us* 
S 1 4 I 

I - I Z M 
h i ) ) ) * s«« 

PEC METHOD. H F - I 1 . 1 ; 
INTERVAL 1 0 . Z V I ] 

ABSOLUTE 
I O C ( T O D ERROR t 

P I C METHOD. B F - I 3 . 
INTERVAL I D . 2 

ABSOLUTE 
LOCI TOLI ERROR 

1 ) . ODE O R D E R S . ) SAME INTEC ORDERS 

PEC METHOD: M F - l 1 . 
IHTEJIVAL . . . 1 0 . 1 1 

ABSOLUTE 

: ODE O R D E R S - Z . D I F F INTEC ORDERS 
( 0 . 8 M l ( 0 . 1 6 PI I 

ABSOLUTE ABSOLUTE 
ERROR NO ERROR HD 

- 1 1 

- l i t 

( - M l ) 1 
I - 1 D 1 « 
( - 1 4 1 1 1 
i - i D i a 
( - 1 4 1 ) 1 
l - H . l ) 

I 9 « 1 ( - I S > 1 1 
i i « o ( i o t a 
t ? M I I I I 2 t 
n i l t - K ,4 1 
l l d i ( - 1 I I '. I 
1 1 1 ) 1 - 1 4 1 % 1 

J i l l 
» 1 ! » 
) ) I * 
) 1 0 1 
) S 1 » 
) i l t 

1 - 1 1 ) 1 S 
1 - 1 4 1 1 1 
( - 1 ) 1 1 ) 
l - 1 ) ) Z t 
( • D M 2 
: • ! ) ) ( 1 

1 ) 0 1 *»*) 
* l » l 
f ) * l 
1 ISI 
f i l l 

'ROB * TWO -BOD* PROBLEM. ECCENTRIC ITY • 6 . 
WITH AN A&SULUTE ERROR T E S T 

>tC METHOD. K F - t Z I ' Z i . ODE ORUERS' . 1 . D1FT 1WTIC ORDERS 
INTERVAL P I ) I D . * P l l ( 0 . 1 1 P I ) 

ABSOLUTE ABSOLUTE ABSOLUTE 
LOC(TOL) ERfcOfc ND IfcROR ND ERROR ND 

- i l l S 111 
•i i i .o i t 1 - 1 1 1 . 
- S M I 1 - I I I < 
- • ! ! • » 1 0 * ! - » ' » • ! 

1 - 1 ) 1 1 * t i t ( • 1 1 ) 1 1 
1 - 1 ) 1 1 1 S O I l - 1 t ) » 1 
1 - 1 4 1 1 1 1 ) 0 ( - 1 4 ) 1 . 1 
1 - 1 4 1 1 0 1 1 1 ( - 1 1 ) 1 . 1 
I - 1 4 I J . I ) l l ( - i i > i e 
( - 1 4 1 1 . t I I S ( - 1 4 ) 1 J 
[ - 1 4 1 3 . • 4 0 ) ( • 1 4 ) 1 4 
( • 1 4 1 1 t 1 1 1 ( - l i ) l 1 
( - 1 4 1 1 * 4 0 1 ( - ! « > » . I 

; • ! • • 

-11)1 I I D S 
-1114 i t*4i • 
• i m i i » i 
- 1 3 ) 1 I 1 * ) 0 
• D M : 1 6 1 0 
- D M . I t i t * 
• M l ) 1 1 I Z 4 

- Z 1 1 T T i l 

- 1 1 1 1 1 2 1 1 

-tU 1 !2Jt 
- 1 1 1 1 I t l t 
• 1 1 1 • S l t V 
- » M I ) l l l 
- t i l 0 4 1 1 4 

; - i i i » « S 1 1 1 
! - 1 3 ) 7 » 
- 1 3 ) 1 1 

l l f l 
1 * 4 * 

- 1 1 ) 1 * 
1 0 3 * 
• 1 4 ) 

- 1 1 ) 1 S 1 1 * * 
l - l l l ) t . . . . 
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riCL METHOD M r - I t 1 . 1 / 1 . ODE O R D E R S * ! . SAUK I N T E C ORDERS 
INTERVAL 1 0 . r i ) ( * . « M l I t . H r n 

ABSOLUTE ABSOLUTE ABSOLUTE 
L O C ( T O L ) ERROR H D ERROR I I P ERROR N * 

1 1 111 4 1 1 ) 1 1 I S C t i t 1 I I 

• 1 111 1 I I f l i t • 1 0 ( t > 1 S t o 
( ( I I t ' (« { H I t 1 1 1 I « ) * - * • 1 1 

- 1 1 - 1 1 1 0 I I I - 1 ) 1 1 t i l ' < 1 1 1 * t l * 
• 1 r - i i * . « i t s ( - 1 ) 1 1 l i t ( 0 ) 1 t • 1 1 

C - * 1 1 t < - t ) « t l i t ( - 1 ) 1 . t t i l 
- I 1 - 1 1 4 . 1 I I I 1 - > ) l S « 4 1 1 - 1 ) 1 1 l i f t 

1 - l i t . 1 I I I 1 - 4 ) t . l l i t ( - 1 1 * . f 1 4 1 1 
- 1 I - t l l . t t i l I - 1 ) 1 . 1 l i t 1 - t i t . * I t l t 

-• 1 - I I I . * I I I ( - 1 ) 1 1 l i t < - 1 ) 1 . • U M 

•* I - H I 4 • t » ( - T i l t l i t < - 1 ) 1 * l i s t 
- t o 1 - 1 0 1 4 | S I S 1 - * > 1 1 1 4 1 ( - I I I 1 1 4 * 1 
- I I ( - I I I F . I I I I ( - t O ) J * U B S 1 - 1 ) 5 . t I t l t 
- I t I - 1 H 1 . I 4 4 1 ( - 1 1 ) 1 . 1 1 1 1 1 l - I I I S * 1 > « I 
- 1 1 ( - t l l t . l t i l ( - l t ) l . t M » * ( - U 1 J . T S t l l 
- I t I - 1 4 I T . I 1 1 1 t - l 4 ) S . t I I I * l - l l l l . l 4 I S I 
- I t ( - 1 4 H . 4 • I I ( - i 4 ) i . i m a l - M l l . t S t l l 

-!•» 1 - 1 4 ) 1 . 1 t i l 1 - 1 4 ) 4 . s m t ( - 1 1 ) 1 * 1 1 4 4 
- I I * ( - 1 4 ) 1 . | t i l 1 - 1 4 ) 4 . 4 1 0 * * ( - 1 * 1 5 . I S i l t 

*!»• l - H l t . l 1 * 1 1 - 1 1 ) 1 . 1 1 1 4 1 ( • I l l S . t 4 * 4 1 

-!•• ( - 1 4 1 1 . 1 1 1 1 1 - 1 1 ) 1 1 1 1 1 * ( - 1 4 1 4 . 1 1 1 0 1 
- 1 0 > ( - 1 4 1 1 1 I S * I - M l l . l 1 1 4 1 l - I J I l l 4 t 4 l 

PROB • TWO- B O D Y m i L u . c c c n m t i c i T T > . « . 
WITH AH ABSOLUTE ERROR T t l T 

r t C t METHOD; H I . ( V I I f l ) . ODE O R D E R S - * ; B I F F I N T E C . ORDERS 
INTERVAL - I D , » F l l i o . * r i ) ( 1 . 1 * r i ) 

RSOLUTE ABSOLUTE ABSOLUTE 
LOGfTOL* ERROR KB EMtOR NO ERROR R * 

1 ) 1 . « I I 1 1 ) 1 . 1 l i : m . t • t 
• 1 ) 1 . 1 14 ( 1 1 1 I I t C 1 ) 1 * 1 * 

- 1 .111-1 4 1 c o>t .s <ts t B > 1 . 1 "! 
- 1 ) 1 1 
- 1 ) 1 
- f ) s 

0 

- t > s 
- 1 ) 1 

1 
1 

• 1 0 ) 1 t 
- C ) l 0 
- 1 1 ) 4 1 
- 1 t ) l t 
- 1 1 ) 1 1 

• 1 4 ) 1 1 
- 1 4 ) 1 t 

- 1 ) 1 1 l i t * 
t - 4 ) 1 . 1 an ( - 4 ) 4 . S 1 1 * 0 
( - t l l . l t t i ( - 1 ) 1 . 1 1 4 1 0 
( - 1 ) 1 . 1 «n ( - 4 ) 1 . 4 I t t S 
( - 1 1 1 . 1 t i t ( - * > 1 . T H i t 
( - 1 1 1 . 1 • i i ( - 4 ) 1 . 1 l i t * 
( - t l l . D t n f - 1 ) 1 . 1 I M t 
l - 1 l l t . l t u t < - •>* . ! I I I * 
( - t - - . ; t n i l ( - 1 0 ) 4 . 1 1 * 1 1 
l - U f 1 1 4 1 1 1 - 1 1 ) 4 . 1 t i t s 
( - 1 4 1 1 . 1 • t i l ( - 1 1 ) 4 . « 4 1 1 1 
( - 1 4 ) 4 . 1 i t t l ( - 1 1 ) 1 . B t i l t 
( - 1 4 1 1 . 1 1 * 1 1 ( - 1 1 ) 1 . t l i l t 
( - 1 1 ) 1 . 1 1 0 1 1 ( - 1 1 ) 4 . * S i l l 
( - 1 1 ) 1 . 4 1 * 4 1 ( - 1 S M . I 1 1 4 * 
( - 1 4 ) 1 . 4 t o n ( - 1 4 ) 1 . 1 t i l l 
l - l l l l . l I t 1 4 ( - 1 1 ) 1 . t 4 1 1 1 

PECE METHOD. H f . ( * » l . 1 / » : 
INTERVAL t « , l f | l 

ABI01UFE 
LOCITOL) ERROR ND 

1 ( • ) • I IS 
• ( OH 1 IS 

-1 ( -1)4 ) I I 
- I I - 1 ) 4 I I I 
- I ( - 1 1 1 ? 101 
• I ( - 4 ) 1 1 111 
- t t - 1 ) 1 1 114 
- t ( - • ) • . « I I I 
• 1 ( - 1 ) 1 0 1 1 0 
- I ( - I I I * 1 0 1 
- • I • • ) • 4 1 1 0 

- I B - ( - 1 0 ) 0 . t 1 1 0 
- I I t - l l l l 1 4 1 1 
- I t { - I t l O . t I B * 
- 1 1 ( - 1 J M . ) S I * 
- 1 * ( > 1 4 l t . l • • « 
- I S ( - I I I * I 1 1 4 
- I t * ( - 1 4 1 1 I l i t 
- I I * ( - 1 4 ) 1 . 1 l i t 
- I t * ( - 1 4 ) 1 . 1 O i l 
- • > • l - l l l l . l t t t 
- ! • • ( - 1 4 ) 1 . 0 t i t 

>. OPEOROMS-I . SAME INTEC ORDERS 
l o . i m 

ABSOLUTE 
ERROR HI 

( - 4 > l I 
I - 1 1 1 1 
( -411 I 
I - 1 ) 1 I 

11)1.1 I t t l 

ABSOLUTE 
ERROR 

< I I * 1 
I 1 1 1 1 
( 0 ) 1 . t 
( 0 ) 1 0 
( 0 ) 1 « 
[ - 1 ) 1 1 
( - 1 ) 1 • 
( - 1 ) 1 . > 
< - 4 ) 1 t 
( - S l l . l 

I 4 I | 
1 » l l 

I * » l 

• 1 1 1 1 t t l l 
I I * . t t i l * 
1 ) 1 . t t i l l 

- 1 4 ) 1 t 1 4 1 1 
- 1 4 ) 1 i i t a t 
• 1 4 ) 1 0 1 1 * 1 
- 1 4 ) 1 . 0 1 1 * 4 

( - l i l t I 
( - 1 1 ) * 4 
( - 1 1 ) 0 I 
( - 1 1 ) 0 . 1 
( - t i l l 1 
( - I t l S . t 
( - 1 1 ) 1 . 4 
( - 1 4 ) * . I 

tut out 
l i l t 
O l t B 
S i t * 

f l t t 

rw» *. WITH t 

rlClHITHDB. H r - ( t ^ . i M ) ; 
INTERVAL . . . IB.I M l 

AMOLVTE 
LOCITOU EWOR HP 

I ( 0 )1 .T >* 
. 1 < 0 ) 1 . 1 SI 
-» < - t i o . r I* 
- 1 I - 1 1 1 . 0 1 1 1 
. 4 ( - I I I I 1<> 
- 1 I - 1 ) 1 - 0 l i t 
- 0 I - 4 ) 1 I I t * 
- 1 ( - 1 ) 1 1 I S * 
- • ( - 1 ) 1 . • l « 
- t ( - 1 ) 1 * " • 

. 1 0 t - 1 ) 1 * > • • 

. I t ( - 1 0 ) 1 . 1 « « l 
- I f t - I O I l * I I I 
- 1 1 1 - 1 1 ) 1 . t 0D4 
- 1 4 ( - 1 1 1 * 1 • • * 
- 1 1 ( - 1 1 1 1 . * » • * 
- 1 0 * ( - 1 4 ) 1 . 1 I S O 
- I I . [ - 1 4 ) 1 . 1 1 4 * 
- 1 0 * ( - 1 4 ) 1 4 t t i 

ODE ORDERS-1 
( 0 . 1 I 

ABSOLUTE 
ERROR 

( 1)1 • 
( 0)1 I 
1 0 ) 1 . 1 

- i i t . 1 
i n 

1 I S 0 

- » • • ( - l t ) l . l 
1 1 1 

- 1 1 1 . 1 1 1 1 
- 1 ) * . * 1 1 1 
• 4 ) 1 S ( t i t 
- » ) 1 4 1 1 4 4 

- 1 0 ) 1 . 1 1 4 1 6 
- 1 1 ) 1 . 1 t o l a 
- 1 1 ) 1 . 1 i * s t 
- I D * 1 t i n 

- 1 1 ) 1 1 l i l t 
- 1 1 ) 1 - 1 t i a i 

( - 1 1 ) 1 . 1 I 1 S 0 

5 ) 1 1 3 0 1 ) 
« ) 1 s 1 4 1 1 
1 ) 1 n o t 
0 ) 1 * 1 1 1 * 
0 ) 1 1 1 M B 
1 ) 1 • 1 1 1 * 
I ) * t e s t 
1 ) 1 
I I I 

I 1 1 0 1 
1 1 * 1 

1 n o t 
1 ) 1 0 • o t s 
1 ) 1 1 I t l l 
1 ) 1 1 t S 4 * 

i » C METHOD. H r - ( l / » . t / l ) . O D E O R O I R I - t : SAME I H T t C . ORDERS 
INTERVAL *. ( B . J n i • 0 . 1 i l l ( 1 . 1 * F l l 

ABSOLUTE A R I O L U T t ABSOLUTE 
L O C I T O L ) ERROR 

1 ) 1 . 4 
I I I . I 

TO 

i t 

ERROR 
1 1 * 1 
l i t I i! ERROR 

( 1 ) 1 . 1 
( 1 ) 1 . 1 

HP 
I t 
1 * 

0 ) 1 . 1 0 ) 1 . 1 ( 0 ) | . S 4 1 * 1 
- 1 - 1 ) 1 . 1 4 1 0 ) 1 . 1 < • »!.* Ut 
- 1 - 1 ) 1 . 1 - ! ) * . • : ( 0 ) 1 . 1 4 S I 

- 1 ) 1 . 1 t o • i ) i . i ( - 1 1 1 . S 1 0 * 
- S - 4 ) 1 . 1 I t - i ) t i < - 1 ) 1 . * • I I 

-* - 1 ) 1 . 1 I I - 4 ) 1 . 1 I - 1 ) 1 . 1 1 1 1 
- 1 - 1 1 4 . 1 111 - 1 ) 1 . * ( - 4 1 1 . * • I I 

- 1 1 4 . 1 111 -•>!.* ( - D l . t i e o i 
- t - l l l t . l 

- 1 0 1 1 . 0 
I I I 
111 

- 1 ) 1 . 1 
- » H . * M I 

1 - 1 ) 4 . t 
( - I U . 0 

1 1 1 * 
m i 

- 1 1 ) 1 . 1 114 - l O M . t 1 - 1 ) 4 . 1 m i 
• I t - 1 1 > t 1 H I - l l l t . O ( - 1 1 1 1 . i i « t * 
- 1 1 • 1 1 ) 1 1 

- M l t . l 
1 1 1 
S i t 

- 1 1 1 4 . 1 
- 1 1 1 1 . 1 * * i 

1 - 1 1 1 * . « 
[ - i i n . i 

t o i l 
l l t l 

• I S 
- I t * 

- 1 4 ) 1 . t 
- l O S I 1 1 * 

- t i l l . 1 
- 1 * 1 4 . 1 loit 

( - i n t . ! S O I D 
l t d 

• 1 1 * - 1 4 ) 3 . 1 1 1 * - 1 1 1 1 . 1 i - i t i i ' t t o t s 
• I I * - > 4 ) | » 4 1 * - 1 4 ) 1 . 1 ( - 1 1 1 1 . 1 1 1 4 1 
- 1 1 * - 1 4 ) 1 . 1 I T * - 1 4 ) 1 . 1 ( - i l ) t . l t l l 4 
• 1 0 * - 1 4 ) ) . 1 1 * 1 - 1 1 1 1 . 1 t o o s ( - i t ) i I t i l * 

raoB. t rWO-BODF 1*0 LEM. E C C Z M T R I C I T T - 1 . 
W I T H AH ABSOLUTE ERROR T E S T 

PEC HETHO .: H F . l t / I . I / I I . 0 J£ ORDERS • 1 ; D I F F I K T t C . ORDERS 
INTERVAL 1 0 , 1 

I B I O L V T E 
F l ) ( 0 , * 

IBSOLUTE 
F l l ( 0 , 1 1 

ABSOLUTE »!> I O C ( T O D 
1 

ERROR 
1 ) 1 . 4 

HD 
1 

ERROR 
1 ) 4 . 1 

HD 
10 

ERROR 
( 1 ) 1 . 1 

HD 
I I 

0 l l l . l 1 ) 1 . « 14 1 l i t S 11 
0 ) 1 1 1 1 O i l * l i t ( l i t * « 0 1 

• i - I I I 0 4 1 l i t . ) l i t 1 1 ) 1 . 1 I I I 

-» - D t . l ss - 1 ) 1 . 1 I S * 1 - l l l . l 4 1 1 
- 4 - * ) » 1 10 - 1 ) 1 . 1 t o t 1 - l l t . t 1 4 1 
- t • 1 ) 1 . 1 t ) - 1 ) 1 . 4 I S * 1 - I | « . l * t l 

-• - * ) l 1 t l - 1 ) 1 . t 1 1 1 1 - 4 1 1 . 0 1 1 1 
• 1 - 1 J T . 1 1 1 1 • l l l . t 1 1 1 1 - l l t . l • 1 0 
- I - * ) i . t 1 1 1 -•)».! 1 * 1 I - S i t . I 1014 
- 1 • t i l l 1 1 0 - I I S . 1 4 * 1 1 - t i l l t i l l 

- 1 0 ) 1 . S 1 f t - l l l . l I S O 1 - 1 1 1 1 1 1 * 1 
- 1 1 ) 1 . 4 l i t - 1 D I I . S • I t I - l l l . l t i l l 

• 1 1 • I t l T . t 1 4 * - t l l l . O •*• 1 - 1 * 1 1 . 1 Ht> 
- 1 1 - 1 1 ) 1 . 1 1 * 0 - 1 1 1 1 1 1 1 1 1 - 1 1 1 1 t 1 0 1 1 
- 1 4 - 1 1 ) 1 . 0 1 1 * - 1 1 1 1 . 1 • t o 1 - 1 1 1 * 1 t i l l 
- I S - l * > l 1 1 1 1 - 1 * 1 * . 1 1 0 1 1 l - l l l l 1 . 1 * 0 1 
- 1 1 * - « * ) ! t 1 1 1 - 1 4 ) 1 . 1 t * s I - 1 S ) * 1 t t l l 
- 1 1 * - 1 4 ) 1 . 1 I t ) - 1 4 ) * 1 1 0 * 0 1 - 1 1 ) 1 . 1 t i l l 
- 1 1 * - 1 4 ) 1 * S t l • 1 4 1 * 1 1 0 * 1 1 - 1 * 1 * . 1 t i l l 
- ! * • - 1 1 ) 1 - 1 1 * 0 - I 4 ) t 1 l O t t l - l l l l . t t i l l 
- 1 0 * - I 4 ) | I 1 * 1 - 1 4 ) 1 . 1 1014 l - l l l l . l t i l l 

FEC NJETHOO; M . ( t 
IHTERVAL ( 0 . 

ABSOLUTE 
L O O ( T O L ) ERROR 

1 ( O i l . * 

• ( l i t * 
- I 1 - l l l . t 
- 1 < - 1 1 0 . I 
- 4 ( - 1 1 1 . I 
- 1 ( - 1 ) 1 . 0 
- I 1 - 4 1 1 . 0 
- I ( - i n s 
- 1 ( - i t * . i 
- 1 i - i i i . i 

- 1 1 ( - l i n t 
- 1 1 I - 1 B H . 1 

- 1 4 ( - 1 1 1 0 . 1 
- I S I - 1 S 1 1 . I 
- 1 1 ( - 1 4 I S . I 

- 1 1 * 1 - 1 4 1 1 1 
- 1 1 * ( - 1 4 ) 1 . 1 
- I I * 1 - 1 4 ) 1 S 

ODE ORDERS 
.0 

ABSOLUTE 
ERROR 

( 1)1 • ( 0)1 0 
( 0)1 1 
( -1 )1 1 
( - t i l 1 
( -1 )1 • < -4 )4 * ( -*>! 0 
( -1 )1 0 
( -1 )1 f 

I N T E C ORDER! 
( 0 . 1 0 F l ) 

ERROI HD 
( 1 1 * 1 I I 
( 1 1 * 1 4 0 
( O i l . • **• 
( O i l . • S O I 
( - 1 1 * 1 • * • 
1 - 1 1 1 4 I I I 
( - 1 1 * . • H i * 
( - 1 1 1 . S H O I 
( - 1 1 1 I 1 * 1 1 
( - 1 1 1 . • : J * I 
( - 1 1 * . • s o t i 

i * * i ( - 1 1 1 1 . 1 1 1 * 1 
1 4 1 1 C - I S 1 S 1 I 0 < | 
1 1 1 * C - l l l l 1 • • t l 
1 1 * 0 ( - 1 1 1 1 1 1 * 1 1 
S i l t ( - • 1 1 1 1 • S T I 
n o t ( - 1 1 1 1 D • SB1 

TWO-RODT FROBLEM. ECCENTR1CITT -
WITH AH ABSOLUTE ERROR T E S T 

PEC METHOD; H F - d f l . l » l ) . ODE ORDERS' 

I O i l 1 
( - 1 ) 1 1 
( 0 ) 1 1 
( • • ) * 1 
( - 1 ) 1 I 
( - 4 ) 1 I 
( • ! ) • 1 
< - H I • 
( - * > ! 1 

INTERVAL 

L O G I T O L I 
1 
I 

(•. 
ABSOLUTE 

ERROR 
( 0 ) 1 • 
( - 1 ) 1 t 

-< 
- 1 
- 1 
- 1 
- 1 

< - 1 ) 1 I 
( • 1 ) 1 . 1 
( - t i t 0 
( - 1 ) 4 . 1 
( - 4 ) 1 I ( -»)*.* 

0 ) 1 1 111 

( - 1 1 ) 1 . 1 414 ( - 1 0 ) 1 * 
1 - 1 1 ) 1 1 • 1 1 1 - 1 0 ) 1 4 
l - l l l l 1 1 4 1 1 - 1 ) 1 1 1 
1 - 1 1 1 1 1 1 4 0 I - U 1 4 t 
( - 1 4 ) 4 1 1 * 4 1 ( - 1 1 1 1 I 
l - 1 4 ) t 1 1 1 1 * 1 - 1 4 1 1 . 1 
( - 1 4 ) 1 1 1 1 * 1 1 - 1 4 1 1 . 1 
( - 1 4 ) 1 1 1 1 * 1 I - 1 4 U . I 
( - 1 4 ) 1 . 1 l l t l 1 - 1 4 1 1 1 
1 - 1 4 ) 1 I 1 1 1 1 [ - 1 4 1 * I 

I t t 
t * i i - i n s t o t 
i * i i - i n i t i n 
* • » ( - * ) i * m * 
• I t ( - 4 ) 1 1 1 « | 1 
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AN L APPROACH TO R-MATRIX PROPAGATION 

Robert B. Walker and Barry I. Schneider 
Theoretical Division 

Los Alamos Scientific Laboratory 
Los Alamos, New Mexico 87545 

ABSTRACT 

Standard R-matrlx methods are used to compute a series of Wigner 

R-matrices each covering a small region of the scattering coordinate for 

a model atom-diatom collinear vibrational excitation problem. The R-

matrices so obtained are then combined using the R-matrlx propagation 

algorithm. We present here additional data on the performance of this 

method. 
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I. INTRODUCTION 

1 2 
In an earlier publication, we described an L approach to the 

solution of a heavy particle scattering problem; normally, such problems 

are attacked through the solution of the so-called close coupled equations. 

These equations are obtained when a basis set expansion is introduced to 

described all degrees of freedom In the scattering wavefunction except 

one; motion in the final degree of freedom, represented by the scattering 

coordinate, is determined by the numerical solution of the close coupled 

equations. 

The method we presented differs from a standard close coupling approach 

in that the fii-il degree of freedom is also represented by a basis set 

rjcpar.gl T. in the total scattering wavefunction. This method is based on 
2 _.ie E-uatrlx formalism introduced over thirty years ago by Wlgner. In this 

approach, one Imagines enclosing configuration space in a "box". This box 

has to be big enough so that outside the box there is no residual interaction 

between the scattering particles. Inside the box, the wavefunction is 
2 determined by L methods, and outside the box, the wavefunction is forced 

to fit an appropriate asymptotic form. 

As described, the R-matrix approach has not been used extensively to 

treat the scattering of heavy particles in molecular force fields. The R-

matrix method suffers from a practical disadvantage — the range of the 

interaction potential is so large that the R-matrix box must be made big 

enough the encompass many be Broglie wavelengths associated with the scattering 

degree of freedom. Furthermore, in molecular scattering problems, 

there are typically many strongly coupled channels. Consequently, 
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the basis set expansion of the entire vavefunction is required to be 

Impractically large. A step In the right direction was taken by Zvijac 
3 and Light, when they presented equations which showed how two it-matrix boxes, 

convering adjoining regions of configuration space, could be "joined" 

by matching the scattering information Implicitly contained on the surface 

common to the two boxes. The ability to piece together the information from 

two separate (but adiacent) boxes effectively solves the basis set problem 

associated with the translational degree of freedom — because now the size 

of each R-matrix box is no longer constrained to encompass the full range 

of the interaction potential. This advantage has been exploited by Light 

and Walker, who incorporated thase R-matrix propagation equations into an 

algorithm for solving close-coupled equations. In their approach, which 

has subsequently undergone further refinement and development, the size 

of each R-matrlx box is dictated by the form of the Interaction potential 

within the box. The box is taken to be small enough so that higher order 

terms in the (power series) expansion of the Interaction potential are 

negligible. In fact, in their simplest approach, the box is taken to be small 

enough that the interaction potential may be regarded as a constant within 

the box. For this simple form of interaction, the R-matrix associated 

with each box can be determined analytically. Once the R-matrix for each 

box {commonly referred to as a sector) is known, the sector R-matrices are 

assembled and a global R-matrix obtained. The global R-matrix is then used 

In the enforcement of scattering boundary conditions just as if it had been 

obtained In a standard L approach. 
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7 In the L R-matrix propagation approach, we follow the Light-Walker 

strategy in that the vhole of configuration space is subdivided into smaller 

regions in each of which we determine an R-macrix. This step still solves 

the de Broglie wavelength protlem. However, in the L approach, the size 

of each It-matrix sector is aot constrained by any approximation to the inter­

action potential — the full interaction potential is determined and used 
2 in a standard I evaluation of the sector 5-matrix. This approach has an 

advantage over the Light-Walker propagation scheme. Because we treat the 

full interaction potential exactly, we may use larger E-matrix boxes in 

regions of configuration space where the Light-Walker method is forced (by 

the form of the potential) to take small R-matrix sectors. In particular, 

we are thinking of the steep repulsive wall associated with all inelastic 

scattering systems. In this region, the rapid variation of the potential 

implies that the constant coupling approximation used in the simplest form 

of the Light-Walker method will be justified only if a large number of very 

small R-matrix sectors are used. One of the objectives of this project is 
2 to determine the circumstances under which we may expect the I method to 

be competetive with the Light-Walker method. 

In this paper, we extend the results of the previous paper (paper I) 
2 to more fully characterize the properties of the L propagation approach. 

Ve review the results of paper I and present additional data on the dependence 
2 of the L method on the number of channel functions included in the total 

wavefunction expansion. This data is/presented in the next section, Section 

II. In Section II, we draw some tentative conclusions about the current 

approach. 
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II. PROPERTIES OF THE L2 METHOD 

A. Review of Paper I 

He investigated the model colllnear vibration excitation problem defined 

by Secrest and Johnson. The parameters used were given in paper I. The 

interaction region was divided into equal sized R-matrlx boxes (17 boxes 

from x-0 to x=51; each box has a width of 3). In each box a basis set 

consisting of products of channel functions and translational functions is 

constructed. The channel functions are the same as would be used in a 

standard close coupling expansion (harmonic oscillators). The translational 

functions are polynomials in x. In each box we construct and diagonalize the 

sum of the Hamiltonian and Bloch operators. For simplicity in the 

characterization of this method, each channel function has associated with it 

the same set of translational functions. In such a case, the matrix to be 

diegonalized is a real (N H )x(N N„ ) symmetric matrix, where N is the 

number of coupled channels, and N__ is the number of translational functions 

per channel , It is the diagonalization of this matrix which requires the 
2 bulk of the computational time for the L propagation method. 

Figures 1 and 2 of this paper (which were Figs. 1 and 3 of I) present 
2 the essential features of the L method, for a 5-channel example problem 

(N '5). Figure 1 shows the CPU time required to apply the method as a 

function of the number of translational functions W _ ) associated with 

each channel. The upper curve of Fig. 1 shows the "setup" time required; 

this is the time required to construct and diagonalize the Hamiltonian 

matrix. Once the eigenfunctions and eigenvalues associated with each box 

•re known, we compute and assemble the sector R-matrices to form the global 

R-matrlx. This procedure is repeated at each scattering energy; the time it 

requires is shown in Fig. 1 as the lower curve (which has been scaled by a 

factor of ten). 
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There are two significant features to notice about Fig. 1. First, 

compared to the R-matrix assembly time at each energy, the initial setup 

tine is very large. Second, both tines increase as the number of translatlonal 

functions increases. The setup time increases more severely — because of 

the matrix operations Involved In the initial dlagonalization stage of the 
3 calculation, we expect the setup time to eventually go as N_ . On the 

other hand, the propagation time per energy tends to Increase only linearly 

with N T F. 

It should be clear from Fig. 1 that our objective Is to minimize 

number of translational functions which must be carried with each chanrel 

function, if we a;-" to speed up the I. method. However, as shown by Fig. 2, 

the quality of the scattering information obtained depends severely on the 

number of translatlonal functions. The higher in scattering energy we want 

to go, the more translational functions per channel are required. For 

example, Fig. 2 shows that with H_ - 5, the scattering results are good 

only to about E •= 7. With N_ « 6, the results are satisfactory up to 

E « 8. To obtain results good to E « 16, we must have N__ * 9. The 

conclusion is obvious — as the scattering energy increases, the number of 

de Broglie wavelengths in each box also increases. In order to describe 

this behavior satisfactorily, we oust increase H__ accordingly. 

dp to this point, we have reviewed the results of paper I. The remainder 
2 of this paper will consider additional properties of the L method. In 

particular, we consider two additional effects — the effect upon computation 

times of increasing the number of channel functions, and the effect of varying 

the widths of the It-matrix boxes. 
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B. Channel Size Effects 

We have repeated calculations as in Fig. 1 but based upon 8, 10, and 

16-channel wavefunction expansions. The number of translational functions 

required per channel depends only on the scattering energy and the size of 

the It-matrix box, and not on the strength of the potential or the number of 

strongly coupled channels. Consequently, the number of translational functions 

required per box is typically the same as in the 5-channel study presented 

in I. The results of this study are presented in Table I. As we vould expect, 

the CPU effort increases as the number of channel functions increases. 

Because the majority of the computation effort is involved In the Hamiltonian 

diagonalization, we once ag.gln expect the setup time to go approximately as N 

(with N_ fixed). This point is emphasized in Fie. 3, where we plot (on a 

log-log scale) the product N N vs. setup CPU time per box. The figure 

supports the idea that all the data are effectively described by a single 

curve — and the slope of the curve suggests that the setup time goes 

approximately as the 2.3 power of N N . 

C. Effect of Box Size 

We repeated the calculations of the 5-channel prob'-em, except that we 

doubled the total number of R-matrix boxes by halving each box width. In 

Fig. k we show how the scattering data now converge with respect to the 

number of translational functions per channel (in the smaller boxes). The 

figure shows clearly that the data converges much more rapidly with N 

than before. Whereas it previously Required N « 9 to obtain good scattering 

data up to E K 16, we now obtain satisfactory results with K_p between 5 and 

6. Because the new calculation is required to diagonalize 34 (25x25) matrices 
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instead of 17 (45x45) matrices, the setup time associated with the current 

calculation is considerably snaller (2.2. CPU sec. instead of 3.9 CPU sec.). 

On the other hand, the time required for propagation at each scattering 

energy is larger (0.093 sec vs. 0. 080 sec) because there are now a larger 

number of R-matrix boxes to be assembled. He therefore have offsetting 

effects in evaluating the total tlae required to complete an entire calculation 

— the setup time is smaller but the scattering tines per energy are larger. 

However, because the setup time is so high in comparison to the scattering 

time, one can obtain scattering results at quite a large number of energies 

before the 34 box calculation costs as much as the 17 box calculation (130 

energies). 
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2 The I It-matrix propagation scheme is dearly capable of providing 

hl».h quality dynamical Information. The aethod has several strengths and 

weaknesses, which we will touch upon briefly. 

To date we have determined only two significant weaknesses with this 

aethod — (1) the aethod is typically sore expensive than others, and (2) It 

does not lend Itself to calculations requiring a very large number of coupled 
2 

channels. We dealt here primarily with characteristics of the L aethod 
affecting the first weakness. Looking at Fig. 2 of paper 1, we ascertain 

2 that the I method (at 5 channels) Bust be applied at approximately 12 energies 

before the time it requires equals the tlae required to solve the corresponding 

5 coupled channel equations 12 tines. We are reading off Fig. 2 of paper 1 

where N__ " 9 , because we have determined Is practic that N _ » 9, is required 

in order to obtain good scattering data at all the energies of Interest. 

Of course, if we had wanted transition probabilities at even '. igher energies, 
2 probably 8 _ will Increase and the 1 aethod vill compare even less favorably 

with the analytic method. Fixing K__ • 9, we aay also determine from 

Table 1 (and from Fig. 5 of Ref. S) that this breakeven number increases 

as N Increases (for the 17 box calculation). As H Increases (N -5,8,10,16) 
2 the breakeven number Increases also (N "12,14,16,18). This weakness of the L 

method is further emphasised by the point alluded to at the end of the 

preceding section, where we determined that the L method it actually 

faster if we do a 34 box calculation with H__ • 5 instead of a 17 box, N — - 9 

calculation. Pushing this strategy te» its limit reduces to the analytic 

K-aatrlx scheme, where there are aany boxes, and only one tranalational 

function per channel par box. 
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2 

The second weakness of the 1 aethod pertains to It* behavior as 

H increases. The value of H__ depends primarily on the box width, and c ** 
.so if we choose the box widths so that U__ ;t 5 for accurate results, 

then we are committed to a aethod which aust handle matrices 5 tlaes larger 

than conventional close coupling Bethods handle. This restriction coaplicates 

she coding problem if very large syatsas (with many channels) are to'be 

handled. For example, the L method Bight require as auch core for a 20 

channel problem as a close coupling aethod would require for a 100-channel 
2 problem. As it is, the L method is also expensive In 10 charges, since 

all the box eigenfunctions aust be read in from disk at each scattering 

energy. The 10 expense will Increase significantly as N increases. 

Without being too negative about it, we should also point out the strengths 

of this method. Primarily, It does the one thing we at first wanted it to 

do — it handles all regions of the potential with equal ease—including the 
2 steep repulsive wall. The L method is actually very powerful because it 

is flexible. There are few built-in assumptions. The potential is treated 

exactly. It is easy to study the effect produced by varying the number or 

type of channel expansion being used. One can easily vary the number of 

translational functions used, and the type of translational basis expansion 

used. Probably, it is not necessary to have as many translational functions 

associated with deeply closed channels as there are with open channels. 

The use of a mixed trigonometric/polynomial basis should be studied, etc. 

Finally, the method could be an Ideal tool for determining the relative 

Importance of various perturbative corrections to the analytic R-matrix aethod. 
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3 a. u 

Fig. 1. Fig. 1 of Ref. 1. Approximate CPU tine required for a five-channel 

target expansion, as a function of the number of translational basis 

functions N__ used per channel function. The heavy line t shows the 

setup tine required for the calculation, which consists of the time 

required to construct and diagonalize the Bamiltonlan matrix in all 

the R-matrix boxes. The thin line t, shows the additional CPU time 
A 

required to construct the sector R matrices and assemble then into the 

global R matrix. Note that the actual CPU times for assembly are a 

factor of 10 smaller than shown In the graph. 
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ENtflGY 

Fig. 2. Fig. 3 of Ref. 1. Effect of the number translatlonal functions used 

per channel function (N-_) on the accuracy of the current method as a 

function of scattering energy E. The 0-»l vibrational excitation 

probability is plotted on the ordinate. In each panel, the solid curve 

shows the exact calculation, obtained by the current method using 

N, TF 9. The three panels show calculations using N_ - 5,6, and 8 TF 
The current method gives better accuracy at higher energies as N, 

increases. 
TF 

a» 

m t^£> j^ 
w 

•L***1 

%** 

10 

CW. W (rV> 

Fig. 3. A log-log plot of the dependence of the CPU setup time per box upon 

the product of N and N _ . The four curves are labelled with the 5,8,10, 

and 16-channel calculations. The proximity of the curves suggest they 

are all affectively fit by the same function. 



-* - t - t t « — « — t — • » • t-"t •"" f ' I " -t 1 " i -*• < • i t •» i *- •-%—•* - ^ ^ i — *" r *-••«>••••> • • • « — i 

k-1 

g 

34k*es 

Fig. 4. Same aa Fig. 2 above, except that the lower panel compares the 
convergence with N T p of the 34 box (h-1.5) calculation with the 17 box 
(h-3.0) calculation. The 34 box H ^ - 5 calculation la only allghtly poorer 
In quality than the 17 box » n - 9 calculation. 
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it 2 
Table I. Timing* for the L R-Matrlx Propagation Method 

N 
c 

TF 
10 16 

4 0.047(0.0025) 0.131(0.0071) 0.206(0.0122) 0.759(0.0439) 

5 0.069(0.0029) 0.193(0.0081) 0.332(0.0140) 1.140(0.0509) 

6 0.096(0.0033) 0.286(0.0090) 0.502(0.0164) 2.039(0.0546) 

7 0.140(0.0038) 0.398(0.0100) 0.708(0.0178) 2.625(0.0616) 

8 0.176(0.0042) 0.630(0.0110) 0.996(0.0197) 4.449(0.0680) 

9 0.229(0.0047) 0.740(0.0123) 1.335(0.0214) 5.173(0.0752) 

All tines are 1ASL 7600 CPU sec per R-matrlx box. The primary entry is the 
aetup tine; the propagation tine per box per energy is In parentheses. 
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A VARIATION-ITERATION METHOD FOR A 
SINGLE COLUMN OF THE S-MATRIX 

Lowell D. Thomas 
KRCC 

Lawrence Berkeley Laboratory 
Berkeley, California 94720 

I. Introduction 
The details of this method and the results of a sample calculation with 

it have been recently published [1], and these will not be repeated here. 
I will instead discuss some of the motivation for this work, the original 
Implementation of the Kato variational method [2], and finally the future 
plans for the method. 

A comparison of the numerical effort involved 1n a quantum and a 
quasiclassical scattering calculation for atom-molecule scattering yields 
some interesting insights. Consider for the moment rotational excitation 
of a linear rigid rotor by collision with a structureless particle [3,4,5]. 
If the rotational levels of the rotor up to j=50 are retained In the expan­
sion of the wave function, then the number of coupled equations, N, 1s 

N » 1/2 j 2 = 1250 . 

If the potential energy function is expanded in x ^ Legendre polynomials, 
and we work in the body-fixed frame, then the interaction matrix coupling 
the radial Schroedinger equations will be a banded diagonal matrix which 
has at most a band width of 2 / U + 1 . If we choose ^ m a x

, : 2 (often not enough, 
but often used in the literature), then for each column of the matrix of 
wave functions we must solve 1250 second-order differential equations 
coupled 5 at a time. By this I mean that even though all 1250 wave functions 
are indirectly coupled to one another, the matrix multiplication of the 
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interactlon matrix times the solution matrix Involves only 5 multiplications 
and 5 additions per element. 

Let us now consider the analogous classical trajectory calculation. 
If solved 1n Cartesian coordinates, there are 6 Independent variables for 
each trajectory. For a fixed impact parameter one would typically run 
200 trajectories. Lagrange's equations for the 6 independent variables give 
6 coupled second-order differential equations. The 200 trajectories there­
fore require the solution of 1200 second-order differential equations 
coupled 6 at a time. A simple counting of the number and couplings of the 
differential equations yields roughly the same numbers for the classical and 
quantum calculations. Of course there are many other differences between the 
two methods. 

First of all It may be argued that the solutions in the two rases have 
very different characters. The classical trajectories are smooth while the 
wave functions are oscillatory. As one goes to higher energy this is of 
course true, but 1n fact at intermediate energies in the eV range, both 
the classical trajectories and the wave functions will require something 
like one- to a few-hundred integration steps. 

It may also be argued that classical trajectories can be done one at a 
time, making them simpler to calculate. This does make them simpler to 
program and the programs require less computer storage space, but this fact 
does not reduce the actual number of numerical operations. One could, 
1f one Hked, run all 200 trajectories simultaneously with little increase 
in total computer time. 

The real difference between the two methorir seems to me to be the fact 
that the classical calculation can be done for a single initial state. All 
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trajectories begin with the rotor in the same Initial state. The quantum 
analogue of this would be to solve the coupled equations for only a single 
column of the wave function matrix, and this is not possible ir a direct 
fashion due to the double-ended boundary conditions which must be imposed. 

This kind of reasoning implies that close coupling calculations could 
be done for most or at least many of the systems for which only classical 
calculations have been possible, if we could somehow solve for a single 
column of the wave function matrix. The equation to be solved Is, 

hju = Vu , (1) 

where & is a diagonal matrix of second-order differential operators, V 1s 
the interaction coupling matrix,and u is the vector of solutions. The 

2 
numerical work in general increases as N , where N is the number of coupled 
equations, due to the matrix multiplication. The standard procedure is to 
solve for N linearly independent solution vectors and then take linear 
combinations to get the proper boundary conditions. Hence, the overall 

3 work increases with It . 
An alternative approach would be to attempt to solve Eq. (1) iterative-

ly. That is, guess a solution vector, test to see if it satisfies Eq. (1), 
improve the guess if not, and so on. This way the numerical work would 

2 increase with MN .where M is the number of iterations. If a rapidly 
convergent procedure could be found such that M « N, this would result in 
a considerable savings. There are several good reasons to believe that 
such a procedure can be found. The coupling matrix, as argued above, is 
relatively sparse. Also, several approximate methods, most notably the 
IOS [6] and coupled states [7] methods, which ignore much of the coupling 
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matrix have been very successful. One intuitively feels that there is not 
much physics left to be accounted for, and that if properly done only a few 
iterations would be necessary. 

The next section is essentially a walk-through of the ideas originelly 
used to develop this approach. 

II. The Iterative Method 
An iterative approach to the problem is much more transparent when 

Eq. (1) is written in its equivalent itegral form, 
00 

where 

n 
0, (3a) 

lim x.(r) = 0 , (3b) 

Vi " xx h = ] • ( 3 c ) 

hjG^r.r') = fi(r-r') , (3d) 

x x(r)y x(r'), r < r' , 
GA(r,r') = { (3e) 

x x(r')y x(r), r > r' 

Or, in matrix form, 
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u = x£ + / GVu dr" (4) 

where x, y.and G are diagonal matrices and A X = &xx 

The idea now is to guess a trial function g"n, use it to evaluate the 
right hand side of Eq. (4), 

u" = xt + / G V g V ' » (5) 

and then to use u n in some way to obtain an improved guess g" . Four ways 
have been tried and these will now be discussed. The test problem used for 
thes 

[8 ] . 

these experiments was the Ar-N„ problem published by De Pristo and Alexander 

The oldest and most obvious i tera; ive method is the Born series [9 ] . 

That i s , le t 

9° = x? (6a) 

and 

3 " + : = U n . (6b) 

This series did not converge for the test problem. Since this was a small 
problem with relatively weak coupling it is to be expected that the Born 
series will in general not converge for atom-molecule collision problems. 

Another possibility suggests itself if we rewrite Eq. (2) as 

u x(r) = x x(r){« u + Ax(r)} + yx(r){BA(0) - Bx(r)} (7) 

where 
.Ax(r) = / yx(r')Wx(r')dr' , (8) 
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B x(r) = / x^r'jH^r'Wr' , (9) 
r 

HX - 5 w • ( 1 0 ) 

It was first pointed out by Sams and Kourl [10] that when a quadrature formula 
Is Introduced for the Integrals of Eqs. (8) and (9), the terms involving 
M r ) at the end points of the Integration exactly cancel. The unknown, 
u^Ms may be evaluated from the known values, u A(^)» r < I\J. Therefore, 
given B(0) we can find the exact wave function u. But unless f(0) Is just 
the one we are looking for, u 1s not regular at the origin and the numerical 
integration becomes unstable In the non-classical region. What we want to 
try now is to guess the correct 1$(0) rather than the correct wave function. 

One of the beauties of Eq. (5) is that the trial function, g", need 
not have any special boundary conditions nor, for that matter, need it be 
continuous. As long as it is properly normalized (and hence regular at the 
origin) the computed function, u", will be continuous and have the proper 
form (but net values) for the boundary conditions. 

The second experiment takes the following form. Let 

B" = / ° k 9 n d r , (11) 
o 

v n = x { t + / " yvlfdr } + y{B n " 1 - / " xVvV } , (12) 
~ r ~ r 

(13) 
t r > r x 

r < r* , (14) 

•*0 * 9 0 , 
/ n+1 

„n+l r h m „" s 
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where r* is the classical turning point for the channel A. What is being 
done is this. Guess S° = ft, then integrate inwards for the exact wave 
function v° (with the wrong boundary condition) until the classical turning 
point is reached, then set the wave function to zero. He now have a new 
value for B(0), 

BI • / t £ x * V v d r ' ( 1 5 ) 

and we start over again. For the second and higher iterations, however, 
instead of setting the wave function to zero at the classical turning point, 
we use u" from Eq. (5). Unfortunately, this rather elaborate scheme 
fares no better than the Born series and in retrospect probably a little 
worse. 

It does,however, suggest another experiment and this one is successful. 
We still feel at this point that integrating inward from a trial B(0) is a 
good idea if we only had a better way to handle the non-classical region. 
Expansion in a basis set has a well-proven track record in these circum­
stances, and R-matr1x theory [11] comes immediately to mind. It is, however, 
out of the question. The R-matrix is related to the S-matrix in a non­
linear way and, hence, a single column would do us no good. Besides that 
recall, we are thinking in terms of eventually solving a 1200 channel 
problem. Even with one basis function per channel, the eigenvalue problem 
associated with the R-matrix method becomes a formidable obstacle. 

Instead, we look for a variational integral to help us out. In the 
early literature on the Schwinger variational integral [2,12,13,14] is a 
variational method by Kato [2] which is well suited to the problem at hand. 
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Kato's method is to use the wave functions fro* the previous iterations 
as basis functions. Therefore, we use the previous scheme except that in 
the non-classical region we use 

•r 1 - g c A » r<ri • ™ 
The constraint 

£ ^ = 1 (17) 

is also necessary for g to be properly normalized. The Schwinger 
variational integral can only be applied in this case to the elastic, 
initial channel S- or T-matrix element [9]. Therefore, we relax the 
requirement that the variational integral be stationary to arbitrary 
variations in the wave function, and require instead only that it be 
stationary with respect to variations in the expansion coefficients, C^, 
subject to the normalization constraint, Eq. (17). A convenient integral 
to work with is 

Therefore, 

where 

IC33 - / |0l-Xtf|Zdr • (18) 
0 

i [ 3 " + 1 ] = £ c! J..C. , (i9) 
i j J J 

J i j = / (H-V)u1* • (h-V)u j dr , (20) 
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leading to 
C f = ic! , (21) 

where 
^ - S (i" 1),, (22) 

and 

I = [Lc'^j . (23) 

Note that because of Eq. (14) the integration really extends only over the 
non-classical region. 

This is in fact a convergent procedure for the Ar-No test problem. Note, 
however, that this variational method could just as well have been applied 
straight away to the Born series. That is, let 

n 
g* + 1 = £ CP , 0 < r < - . (24) 

i=0 ' 

This then is the fourth method and it does converge more rapidly than the 
previous scheme. It is also much easier to write down and explain, but the 
difference in the computer codes between these last two methods really only 
amounts to a change in about four statements. 

HI. Future Plans 
Kato's variational method is the essential ingredient to a convergent 

iterative method for a single column of the wave function matrix. It is by 
itself, however, not enough. The Ar-N 2 test case is a 16 channel problem. 
The number of iterations necessary for reasonable convergence of the 
variationally modified Born series is 22. In addition it is necessary to 
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do complex arithmetic when solving for a single column of the S-matrlx. 
Therefore, 22 Iterations Involves something more than twice the numerical 
work needed for a standard close coupling calculation. Unless it is pos­
sible to accelerate the convergence considerably, no gain has been made. 

One way to do this 1s za reduce the strength of the coupling matrix by 
Including its diagonal elements in the definition of £ and hence in the 
Green function. The details for implementing this are given in Ref. [1]. 
This has a dramatic effect on convergence, which is reduced from 22 to 4 
iterations for the Ar-N- test case. This then points the way to possible 
further improvements to the method. It is possible to further reduce the 
strength of the coupling matrix by using a matrix Green function. Of course 
this means more work in computing the Green function and at some point this 
extra work will stop paying for itself through fewer iterations. Exactly 
where that point is remains to be seen, but surely it has not yet been 
reached. 

The matrix Green function is given by 

(25) 

(26) 

(27) 

(28) 

fx(r) y V ) 
G(r.r') = \~ ~ 

ly_(r) x V ) 

r < r 

r > r' 

where 

h£(r,r') = 5(r-r')_I, 

hx = 0 , 

hy = 0 , 
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and 
x V - x^'y « I . (29) 

The superscript t indicates the matrix transpose. 
Therefore, to calculate the matrix Green function we need to solve 

for the matrix scattering wave function x in the standard way and In 
addition solve for an irregular matrix wave function, £. Calculating the 
matrix Green function requires roughly twice the numerical work as cal­
culating the scattering wave function. For small matrices of order less 
than, say 50, this will be a small part of the overall calculation. 

There are two matrix choices which seem worth trying first. The first 
is simply to include all of the coupling matrix elements which directly 
couple to the initial state. For the 210 channel problem of Ref. [1] 
there are only about 15 channels which couple directly to the ground state. 
Therefore, in addition to the diagonal Green function already computed, there 
would be one 15x15 matrix Green function to calculate. It is expected that 
m e reduction in the number of iterations will more than pay for the addi­
tional work involved with the Green function. 

A second choice, which may actually involve more work than necessary, 
is to transform to the body-fixed frame and include everything but the off-
diagonal centrifugal terms in the Green function. That is, simply compute 
a coupled states Green function. All that would remain in the matrix i of 
Eq. (4) would be a bidiagonal of centrifugal terms. This is appealing not 
only because convergence should be reached in a very small number of 
iterations, but also because It seems the logical way to use the coupled 
states method [7], which is already known to be in many cases a good 
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approximatlon, as a starting point for the full calculation. 
Another Idea for future work is the applicaton of the method to electron-

molecule scattering. A variational method similar to Kato's was developed 
by Saraph and Seaton [15] 1n the early days of electron-atom scattering to 
deal with the problem of electron exchange. Their work and that of others 
[16] was 1n many cases successful, but since they were interested in the full 
matrix of solutions it was abandoned for other non-iterative approaches. 
In light of the present developments, however, it may be worthwhile to 
revive the iterative approach. For one thing, there was apparently no 
attempt at that time to Include any part of the coupling matrix other than 
the centrifugal terms in the Green function. The present approach can 
very likely be used to kill two birds with one stone; that is, to reduce 
the problem to a single column of the solution matrix and to eliminate the 
exchange problem at the same time. 

Work on these ideas is currently underway. 
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