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2 Chapter II: Prior Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1 Image Noise Reduction Methods . . . . . . . . . . . . . . . . . . . . 4

2.1.1 Grayscale . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

2.1.2 Blur . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.1.3 Threshold . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

2.2 Basic Image Feature Detection . . . . . . . . . . . . . . . . . . . . . 6

2.2.1 Edge Detection: Canny Edge Detection . . . . . . . . . . . . 6

2.2.2 Corner Detection . . . . . . . . . . . . . . . . . . . . . . . . 7

2.2.3 Straight Line Detection: Hough Transform . . . . . . . . . . 8

2.3 More Image Processing with OpenCV . . . . . . . . . . . . . . . . . 9

2.3.1 Find Contours: findContours() . . . . . . . . . . . . . . . . . 9

2.3.2 Fit Ellipse: fitEllipse() . . . . . . . . . . . . . . . . . . . . . 9

2.4 Image Registration: Determining the Location of Objects in Space . 10

2.4.1 Pose From Ellipses: Registration with Perspective Projection 10

2.4.2 Vehicle Pose Identification: Registration with Orthogonal Pro-
jection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3 Chapter III: Algorithm Design . . . . . . . . . . . . . . . . . . . . . . . . 14

3.1 A Generalized Approach . . . . . . . . . . . . . . . . . . . . . . . . 14

3.2 A Case Study: the Cathedral of Notre Dame . . . . . . . . . . . . . 16

3.3 A Case Study: Implementation . . . . . . . . . . . . . . . . . . . . 17



v

Page

3.3.1 Define and describe a distinct combination of features of the
object . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

3.3.2 Recognize images that contain Notre-Dame by identifying these
distinct features. . . . . . . . . . . . . . . . . . . . . . . . . 18

3.3.3 Locating Camera Position . . . . . . . . . . . . . . . . . . . 23

4 Chapter IV: Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.1 Results from Early Stages of Research . . . . . . . . . . . . . . . . 25

4.1.1 Edge Detection Tools . . . . . . . . . . . . . . . . . . . . . . 25

4.1.2 A More Sophisticated Method . . . . . . . . . . . . . . . . . 25

4.2 Final Result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.2.1 Detailed Analysis of One Case . . . . . . . . . . . . . . . . . 29

4.2.2 Other Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

LIST OF REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36



vi

LIST OF FIGURES

Figure Page

1.1 The west facade of Notre Dame. . . . . . . . . . . . . . . . . . . . . . 3

2.1 The cone and two planes used by algorithm POSE FROM ELLIPSE. The
Iris/pupil plane in the figure refers to the plane on which the circle in
space rests [2]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

3.1 Detail of rose window on the west facade of Notre-Dame. . . . . . . . 17

3.2 Top row from left to right: original colored image, image after grayscale.
Bottom row from left to right: image after blur, image after threshold. 19

3.3 Image after findContours(). . . . . . . . . . . . . . . . . . . . . . . . . 20

3.4 Image after findEllipse() is applied on the result of findContours(). . . 20

3.5 Image after fitting ellipses to groups of radially contiguous ellipses. . . 22

4.1 A comparison of the original image and the result of our implementation
of the Canny Edge Detection. . . . . . . . . . . . . . . . . . . . . . . 26

4.2 Result of three di↵erent edge detection. Top row from left to right:
the original colored image, image after the Canny Edge Detection from
OpenCV. Bottom row from left to right: image with Scharr operator,
image with Sobel operator. . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.3 Calculated camera angles plotted on a bird’s-eye view snapshot of Notre-
Dame on google map. Each point corresponds to an image of Notre-Dame.
The blue line is an estimate of the line starting from the center of the rose
window, which is perpendicular to the west facade of Notre-Dame. . . 28

4.4 The original colored image. . . . . . . . . . . . . . . . . . . . . . . . . 29

4.5 Left: the original colored image. Right: the plotted results. Point num-
ber 11 represents the calculated camera position disregarding the distance
factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4.6 Left: the original colored image. Right: the plotted results. Point num-
ber 6 represents the calculated camera position disregarding the distance
factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31



vii

Figure Page

4.7 Left: the original colored image. Right: the plotted results. Point num-
ber 4 represents the calculated camera position disregarding the distance
factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

4.8 The result of ellipse detection for case 3. . . . . . . . . . . . . . . . . . 32

4.9 Left: the original colored image. Right: the plotted results. Point num-
ber 14 represents the calculated camera position disregarding the distance
factor. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33



1

1. CHAPTER I: INTRODUCTION

This research aimed to develop an algorithm that estimates the camera position in

space from which an image was created using computer vision techniques. There

are existing studies of camera recovery with 2-D images, one of which requires the

initial establishment of a 3-D framework by 3-D imagery reconstruction with images

taken by a single camera with known geolocation [1]. Our research suggests a more

automated and e�cient method using mainly 2-D computer vision techniques. In this

paper, we will discuss, in order, the prior studies upon which this algorithm is built,

the routes we took to the creation of our final algorithm, the algorithm design, and

the results of the algorithm.

1.1 Potential Applications

This algorithm has potential applications in many areas, including the military,

self-driving cars, and Art History. One thing that both a military vehicle and a

self-driving car are interested in is the ability to identify their surroundings and the

location of the cameras in space. This algorithm can be integrated as a means to

identify di↵erent types of objects. For example, the algorithm can be extended to

distinguish a pedestrian from a vehicle or a tra�c light. Moreover, this algorithm

could be used for the academic field of Art History. Because the algorithm works with

any 2-D images, it could work with drawings and paintings created by artists as well

as pictures taken by cameras. It would be interesting to apply this algorithm to some

artworks and be able to estimate the location from which the artworks were created.

Note that the actual location and the calculated location are not the same since artists

have their own way of rendering an object and there exist various perspective methods.

In cases where the actual location of creation for the art piece is already known,
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by comparing it to the calculated location, one can possibly deduce the method of

perspective used in creating the art piece.

1.2 Major Architecture Studied: Cathédrale Notre-Dame de Paris

Cathédrale Notre-Dame de Paris, also known as Notre-Dame, is chosen to be the

subject for the case study. In this section, we will discuss the reason for the choice,

and the notable features of Notre-Dame.

1. Reasons for Choosing Notre-Dame.

Notre-Dame is one of the most internationally well known pieces of architecture

with a classic French Gothic design. Gothic architecture is known for its em-

phasis on the ornate decorative style, which often leads to more noise in image

acquisition and the simplification of the features. The rationale is that if we

choose a challenging architecture for the case study, we are likely to encounter

more di�culties that are possibly representative of other cases. Also, Notre-

Dame has numerous features that form various geometric shapes, which also

makes it highly representative of other architecture.

2. Notable Features of Notre-Dame.

In the case study, we are interested in the features on the west facade of Notre-

Dame. Figure 1.1 is an image of the west facade. The west facade of Notre-Dame

has numerous features that are useful for this research. The ones we consid-

ered or studied include its concave outline, the two horizontal arrangements of

columns and figures, and the rose window in the center. In the end, we decided

to utilize the rose window as a unique feature of Notre-Dame for the case study.

However, this assumption is not true in reality because there exists other archi-

tecture with similar rose windows. A generalized algorithm is discussed in this

paper, which aims to be applicable to all objects.
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Fig. 1.1. The west facade of Notre Dame.
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2. CHAPTER II: PRIOR WORK

In this chapter, we will give a brief introduction of the significant prior work this

research is based on, and a more detailed explanation of the prior work implemented

in our final algorithm. In the following order, we will discuss image noise reduction

methods, image feature detection, and image registration. In short, noise reduction is

the process of reducing errors that occur throughout image acquisition and processing.

Image feature detection is the recognition and localization of certain features in the

image. Image registration refers to the mapping of coordinate systems from one or

multiple 2-D images either to other 2-D images of the same object or to the 3-D

object itself.

2.1 Image Noise Reduction Methods

In general, image noise refers to the random and unexpected image values intro-

duced throughout all stages of image acquisition and processing. However, image

noise could have slightly di↵erent meanings or additional information in di↵erent

cases. Regardless of the context it is under, such inconsistencies can lead to errors in

the results of any pixel manipulation and therefore is undesired. Thus, images should

be processed with the intention of reducing, if not eliminating, image noise before

any further processing or analysis is applied.

2.1.1 Grayscale

Color information rarely helps with identifying image features such as edges, cor-

ners, and lines, because changes in pixel values can be well represented within one

channel in most cases. There are exceptions, for example, when the goal is to iden-
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tify objects of a certain color, or the feature of interest is simply undetectable in

its grayscale image. Otherwise, if the color information is insignificant, turning the

original colored image into a grayscale image can reduce the image noise introduced

in relevant stages of image acquisition.

Moreover, dealing with a grayscale image instead of its colored version is more

desirable in terms of processing time, especially for large-scale projects where the

factor of speed is no longer negligible.

2.1.2 Blur

Blurring an image is commonly used to reduce noise by reducing detail. In the

context of image processing, blurring refers to the process of reducing the edge content

so that the transition from one pixel to its adjacent pixels becomes smoother. There

are various types of blurring, which can be achieved by applying variations of the

basic linear filtering algorithm [2]:

I

A

(i, j) = I ⇤ A =
m/2X

h=�m/2

m/2X

k=�m/2

A(h, k)I(i� h, j � k) (2.1)

Let I be a N ⇥ M image. A is a m ⇥ m convolution matrix of a linear filter. The

filtered version I

A

of I at each pixel (i, j) is defined by the equation above.

As mentioned previously, there are di↵erent types of filters that can be applied as

A in the algorithm, the most commonly used ones are mean filter, weighted average

filter, and Gaussian filter [3]. In the earlier stage of this research, a mean filter and

Gaussian filter were implemented. However, they were not used in the final algorithm.

2.1.3 Threshold

Thresholding is the process of creating a binary image from a grayscale image [4].

There are several di↵erent thresholding methods as well, the simplest being fixed-level

thresholding, which was implemented in this research. Fixed-level thresholding takes

a constant as input, and replaces each pixel in the image with a black pixel of value
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0 if the original pixel value is less than the inputted constant, or with a white pixel

of value 255 if the original pixel value is greater than the inputted constant. Once

the process is applied to all pixels, the result would be an image with pixel values of

either 255 or 0, that is a binary image. This step is usually conducted after converting

the original image to a grayscale image as it enhances the advantages of a grayscale

image in terms of noise reduction and speed.

2.2 Basic Image Feature Detection

In computer vision, the term image feature refers to two possible entities [2]:

1. a global property of an image, for instance the average grey level; or

2. a local property, that is a part of the image with some special properties. For

example, an ellipse, a straight line, a corner, etc.

So far we are only interested in the local image features as defined above for two

general reasons. First, the global features will change from image to image, and

are too environment-dependent. For instance, the average grey level would change

under di↵erent lighting. Second, it is unlikely to identify objects by the global image

features for the reason that many pictures of di↵erent architecture would yield similar

results. However, global image features could help with some potential future work

of this research. For example, if the architecture of interest is mostly composed of

only one color, which is the case for Notre-Dame, we could use the average color of

the area that has been identified as the architecture to further identify and analyze

2-D images of that architecture. With that said, the definition of image features will

be limited to local properties in this thesis.

2.2.1 Edge Detection: Canny Edge Detection

Edges are consistent sharp variations in terms of image value from pixels to adja-

cent pixels. The detection of edges is generally a three-step process [2]:
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1. Noise Reduction. Reducing noise using the Linear Filter equation (2.1) with

a Gaussian filter.

2. Edge Enhancement. Design a filter that locates edge pixels by returning a

large value at edge pixels and small values elsewhere.

3. Edge Localization. First, suppress non-maxima edge points by analyzing

edge strength and orientation at each pixel, which results in thinned and there-

fore more accurate edges represented by a collection of local maxima. Second,

di↵erentiate the local maxima that are real edges from those that are caused

by noise by establishing the minimum value to declare a local maxima an edge

(thresholding).

The Canny Edge Detection algorithm was fully implemented in the earlier stage

of research, but our implementation was not used in the final algorithm.

2.2.2 Corner Detection

The idea behind corner detection is that it searches for locations where a strong

edge turns rapidly [5]. The motivation for detecting corners is a rather intuitive one:

areas that contain corners are more likely to be distinctive than the ones without.

Di↵erentiating one corner from other corners is an easier task than distinguishing a

part of the cloudless sky from the rest of the sky. Therefore, if the significant corners

of an object in one image can be matched accordingly with those in other images

of the same object, we could proceed with registration and then locate the camera

position of specific images.

The corner detection algorithm [2] was implemented in the earlier stage of research,

but not used in the final algorithm. The idea of registration by matching corners failed

mainly because architectural images usually contain too much noise in the background

such as clouds, tourists, and trees that are unlikely to be filtered without human input

or additional information.
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2.2.3 Straight Line Detection: Hough Transform

The Hough Transform can be used to detect straight lines. First, we find the

edges on the image using Canny Edge Detection 2.2.1. Second, because any straight

line can be defined with the angle ✓ of its normal and its distance ⇢ from the origin,

the equation of the line is:

x cos ✓ + y sin ✓ = ⇢, ✓ 2 [0, ⇡] (2.2)

Thus, in order to locate image regions containing straight lines, a two-dimensional

array is constructed as an accumulator, with one dimension representing ⇢ and the

other representing ✓, so that each cell describes a straight line. For each edge point

(i, j) in the image, cells in the accumulator are incremented by 1 if the corresponding

straight line passes through the point (i, j). After all edge points are processed, the

accumulator is inspected to find cells with counts that are more than an assigned

threshold. The lines whose corresponding cells pass the threshold are the output [6].

Note that ⇢ and ✓ values are binned so that we are dealing with a finite amount of

lines. The number of cells in the accumulator and the accuracy of the result have a

positive correlation. On a side note, Hough Transform can also be utilized for ellipse

detection [7].

However, the idea of locating the top edge and side edges of the architecture did

not succeed for similar reasons as we discussed in Corner Detection 2.2.2 - too much

background noise led to many edges caused by noise to pass the threshold creating

muddled results that were not optimal. Note that the error in this case could possibly

be reduced by improving the accuracy of Canny Edge Detection, because the input

of the Hough Transform is the output of Canny Edge Detection. If more time were

allowed, we could attempt to determine a more suitable Gaussian filter as well.
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2.3 More Image Processing with OpenCV

We have discussed some basic image feature detection such as Edge Detection,

Corner Detection, and Straight Line Detection. Here we discuss two more complex

feature detections provided by the OpenCV library [8].

2.3.1 Find Contours: findContours()

The OpenCV method, findContours(), implements an algorithm that converts

a binary picture into its border representation, and then extracts the topological

structure from it [9].

The result of the OpenCV contour detection is a collection of groups of points,

where each point group represents an object contour. Di↵erent from edges, a contour

indicates that all points within the contour belongs to a single feature or shape. That

grouping of points is helpful for identifying distinctive features in this research, and

the OpenCV method findContours() is used for that purpose [8]. A more detailed

explanation of this method is included in section 3.3.1.

2.3.2 Fit Ellipse: fitEllipse()

The OpenCV function fitEllipse() takes in a collection of points as input and

finds the ellipse that fits the collection of points the best in a least-square sense [8].

Note that the method requires a minimum number of 5 points for the calculation.

Theoretically, 3 points are su�cient to describe an ellipse. However, if the input

collection contains fewer than 5 points, the method will consider the calculation as

unreliable and refuse to return an ellipse. However, note that the algorithm returns

an ellipse regardless of data quality or other factors as long as the data fulfills the

minimum number of points required [10].
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2.4 Image Registration: Determining the Location of Objects in Space

Image registration can be defined as a mapping between images with respect

to space and intensity [11]. There are many methods for image registration using

collections of points or lines, which we previously defined as the basic image features

[12]. In this research, however, we focus on the combination of features and their

pattern of relationships. More specifically, in the case of Notre-Dame, we are looking

for the circle-shaped rose window that is composed of two sets of radially contiguous

ellipses, as explained in section 1.2. Note that the two sets of radially contiguous

ellipses could be simplified as two circles that describe their pattern, which simplifies

the problem to image registration using ellipse(s). We mainly studied two approaches

from the past that dealt with registration using ellipses and the mathematics behind

these methods.

Both methods share the same fundamental concept in that they search for a circle

in 3-D space that is projected to a 2-D image plane and determine the mapping of the

projection. In detail, the orientation of the plane that the circle in space is on can be

found by rotating the camera so that the intersection of the cone with the 2-D image

plane becomes a circle [2]. The cone refers to the imaginary cone with the camera

location being its vertex and the circle in space being its base. Also, the output of

both algorithms is the unit normal of the circle plane. The di↵erence between the

two methods will be explained in detail in the two subsections below.

2.4.1 Pose From Ellipses: Registration with Perspective Projection

In this method, the rotation of the camera mentioned above is estimated as two

consecutive rotations. The first rotation puts the Z axis through the center of the

circle in space, and aligns the X and Y axes with the corresponding axes in the 2-D

image plane. The second rotation puts the plane of the circle in space parallel to the 2-

D image plane. Figure 2.1 demonstrates the basic idea behind the mapping from 3-D

space to a 2-D image plane. While this method would generalize to nearly any image
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taken of a 3-D circle, we found that a closed-form solution based on an assumption

of orthogonal projection was su�cient for this research, as discussed further below.

Fig. 2.1. The cone and two planes used by algorithm
POSE FROM ELLIPSE. The Iris/pupil plane in the figure refers to the
plane on which the circle in space rests [2].

2.4.2 Vehicle Pose Identification: Registration with Orthogonal Projec-

tion

The second method we studied is di↵erent in the sense that it assumes parallel

projection, more specifically orthogonal projection. In an orthogonal projection, all

the projection lines are orthogonal to the projection plane, leading to the fact that

it disregards the factor of focal length and does not preserve the angles or distance

between lines or points on di↵erent planes [13]. An algorithm that assumes orthogonal

projection is not ideal for image registration because cameras work in a more realistic

manner with their attempt to mimic a human eye. However, it works for this research

because, even though the features are 3-D objects, they are generally “flat”, meaning

that the depth variance of individual features within the 3-D circle is negligible. Also,

because the size of the rose window is relatively small comparing to the entire west

facade and because most pictures are taken at angles near the window’s normal, the
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angle of the rose window does not create much di↵erence in depth. Therefore, in the

case of Notre-Dame, we can disregard the depth of its rose window and simplify the

registration math.

The algorithm is composed of the following steps [14]:

1. Describe the Ellipse with Its Covariance Matrix. The ellipse refers to

the one in the 2-D image plane. The mapping of the standard implicit equation

of an ellipse, the general matrix and the covariance matrix is shown below [15].

The implicit equation of an ellipse:

AX

2 +BXY + CY

2 +DX + EY + F = 0

The general matrix of the same ellipse:
2

666664

A B/2 D/2

B/2 C E/2

D/2 E/2 F

3

777775

The covariance matrix of an ellipse is
2

64
A B/2

B/2 C

3

75

2. Calculate the Eigenvalues of the Matrix. The two eigenvalues of the

covariance matrix are �1,�2(�1 > �2)

3. Calculate the Major and Minor Axes Lengths of the Ellipse. The major

axis (a1) = 2
p
�1 and the minor axis (a2) = 2

p
�2.

4. Calculate the Unit Normal of the Circle. The unit normal of the circle

relative to the coordinate system of the image plane � is the following, with

M00 corresponding to A in the general matrix, and M11 corresponding to C.

� ⌘

2

666664

�

x

�

y

�

z

3

777775
=

1

a1

2

666664

±
q
a

2
1 � 4M00

±
q
a

2
1 � 4M11

±a2

3

777775
(2.3)
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The calculated unit normal of the circle is the normal of the plane that the circle

is on (iris plane). Again, it is calculated by rotating the plane of the 2-D ellipse until

the 2-D ellipse aligns with the circle in 3-D space.
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3. CHAPTER III: ALGORITHM DESIGN

In the previous chapter, we have listed the significant studies that either failed to

perform but contributed to the ideation of the working solution, or was implemented

in the final algorithm. Now, we will discuss the algorithm design from two di↵erent

approaches: a more general outline that is applicable to all architecture and possibly

objects, and a very specific procedure customized for Notre-Dame. Please note that

for the following sections, the term “a distinct combination of features” is sometimes

shortened as “distinct features”.

3.1 A Generalized Approach

Below is the basic outline for the generalized approach:

1. Define and describe a distinct combination of features of the architec-

ture. “A distinct combination of features” refers to the composition of certain

features of an architecture that is so unique that with them the architecture

can be distinguished from any other objects. Such a composition is most likely

constructed with basic features; it is often the relative arrangement of those

basic features that forms the distinctiveness. Note that the the pattern or ar-

rangement described by the combination of features should be detectable even

under variation introduced by di↵erent viewing angles, lighting conditions, etc.

2. Filter out images that do not contain the distinct features of the

architecture of interest. If the combination of features is unique, then it is

easy to perform a check on images to see whether the features are present. If

they are present on an image, we can say that image contains the architecture

of interest.
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3. Locate the combination of features on each image that contains the

architecture. Locate each feature in the coordinate system of the image plane,

and define each feature as a geometric shape that best describes itself.

4. Perform registration on each feature. There are various methods through

which image registration can be done. The geometric representation of the

feature decides the appropriate method(s) for the registration of that feature.

The result of registration of each feature is a mathematical representation of the

relationship between the object in the 2-D image plane and in the 3-D space, for

example, the unit normal of the image plane in the coordinate system of the 3-D

plane. Because 2-D images do not necessarily capture things in an ideal state

due to perspective projection, extraneous objects, etc., there will be errors in

the process of registration resulting in numerous mathematical representations.

A best fit approach should be used to resolve that problem.

Moreover, note that because of the nature and similarity of geometry, there are

cases where multiple methods seem reasonable. For example, a circle-shaped

object can be treated as an ellipse or a set of circularly aligned points. There-

fore theoretically, both ellipse registration and point set registration methods

between the image plane and the 3-D space could both be viable. In that case,

further assessment should be conducted regarding the accuracy of the geomet-

ric representation - if the image is obscured in a way that the circle cannot be

perfectly described with an ellipse, perhaps a point set registration will cause

less error.

5. Locate camera position. Once the one mathematical representation of the

spatial relationship is agreed upon, we can dissect that information in order to

obtain more information that describes the camera location, such as the angle

and distance from which the image was created.
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3.2 A Case Study: the Cathedral of Notre Dame

As discussed above, the generalized algorithm is designed to work with any type

of architecture. Such generalization can be achieved with a comprehensive set of tools

so that the algorithm is able to configure the most appropriate sequence of methods

tailored to di↵erent combinations of features. Due to many restrictions, we decided

to implement a more feasible solution for a specific architecture: Notre-Dame, with

the assumption that the rose window on its west facade is adequate to identify Notre-

Dame among all architecture. The steps below are similar to those discussed above

but modified in more specific terms, also, the steps below are arranged and grouped

di↵erently for clarity. Now, before we dive into the details, here is a brief summary

of the algorithm:

1. Define and describe a distinct combination of features of the object.

2. Recognize images that contain Notre-Dame by identifying these distinct fea-

tures.

(a) Basic processing: Grayscale, Blur, and Threshold

(b) Find object contours

(c) Fit an ellipse to each contour

(d) Find radially contiguous ellipses

(e) Fit an ellipse to the center points of contiguous ellipses of each group

(f) Filter by additional features to improve accuracy (optional)

(g) Estimate location of object outline to filter out background noises (op-

tional)

3. Locate Camera Position.

(a) Perform registration of distinct features.

(b) Calculate camera position.
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3.3 A Case Study: Implementation

3.3.1 Define and describe a distinct combination of features of the object

In this implementation, we assume the distinct combination of features to be the

rose window on the west facade of Notre-Dame. Its attributes can be described in

various ways; we will discuss two of them below.

Fig. 3.1. Detail of rose window on the west facade of Notre-Dame.

The outline of the rose window is similar to a circle. Therefore one way is to

describe the rose window by its outline as a circle. However, it is a basic feature,

therefore, as discussed in section 2.2, is very unlikely to be distinguishable among all

other potential ellipses detected by the ellipse finder. Thus, the simple outline of the

rose window is inadequate to be unique.

Then we realized that the individual glass panels that compose the rose window

construct an interesting pattern. Upon closer examination, the glass panels can be

grouped into two sets by the di↵erence in size. If we treat each glass panel as an

ellipse, the center points of the panels from each set form a double-nested circle,

resulting in a more complex feature that is more likely to be unique. After testing,

we concluded that this feature is often distinguishable from noise and other features.
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Note that the lower part of the circular pattern is obscured by three figures.

However, the identification of the pattern does not require the full circular pattern

to be detected, but only some partial indication of the pattern. This is one of the

notable advantages of this algorithm, which will be further explained in the following

section.

3.3.2 Recognize images that contain Notre-Dame by identifying these

distinct features.

Search for the double-nested circular pattern that describes the rose window in

each image from the input. Because the rose window is assumed to be a unique

component of Notre-Dame, its presence ensures the identity of Notre-Dame. Note

that often Notre-Dame-like architecture also contains similar windows which can lead

to false positives. The assumption that the rose window of Notre-Dame is a unique

composite feature is made to simplify the algorithm.

The following procedure is implemented for this step. A null return value on any

of the non-optional steps indicates the absence of the rose window. Therefore images

that fail to pass this filter are not considered as Notre-Dame images.

1. Basic processing: Grayscale, Blur, and Threshold.

The purpose of this step is to reduce image noise. The basic idea and importance

of noise reduction is discussed in section 2.1. We have written several noise

reduction tools including Gaussian blur with linear filter. However, we decided

to use the standard OpenCV functions for speed and less maintenance. Three

output images of these procedures are shown in figure 3.2

2. Find object contours.

This step implements the OpenCV function, findContours(). This function

requires the image to be binary, which is achieved by thresholding the original

image in grayscale. The output of the function is a collection of groups of points,
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Fig. 3.2. Top row from left to right: original colored image, image
after grayscale. Bottom row from left to right: image after blur,
image after threshold.

with each point group representing an object contour. An image demonstrating

a sample output of this step is shown in figure 3.3.

As you can see, the contours are not simply edges. They imply additional

information such as the grouping of edges that indicates a feature. For a more

detailed explanation of the algorithm it utilizes, please refer to section 2.3.1.

3. Fit an ellipse to each contour.

The OpenCV function, fitEllipse(), is implemented. At the beginning of this

section, we discussed treating the individual glass panels of the rose window as

ellipses. This function essentially takes in a set of points and performs a best fit

algorithm on the points in the sense of least square. An image demonstrating

a sample result is shown in figure 3.4. For a more detailed explanation of the

algorithm it utilizes, please refer to section 2.3.2.
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Fig. 3.3. Image after findContours().

Fig. 3.4. Image after findEllipse() is applied on the result of findContours().

4. Find radially contiguous ellipses.
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As we discussed at the beginning of this section, the glass panels are radially

contiguous. In the terms that we used previously, the two sets of glass panels

are aligned circularly such that the center points of ellipses fit to those panels

form a double-nested circle. Here is a detailed explanation of the method we

developed in order to search for groups of radially contiguous ellipses:

select an unvisited ellipse, e_0.

\\the ellipse has a center point p_0,

\\and a minor axis of length a_2.

calculate the coordinates of the point p_1

\\so that the distance between p_0 and p_1 is a_2,

\\which extends from p_0 in one of the two semi-minor axis direction;

if(there exists an unvisited ellipse e_1 containing p_1) THEN

store e_0

mark e_0 as visited

recurse the previous procedure on e_1

ELSE

if(collection.size() > 5) THEN

store collection

ELSE

mark the ellipses in the collection as unvisited

At the end of this algorithm, each collection of ellipses stored represents a group

of radially contiguous ellipses that has a minimum size of 5.

5. Fit an ellipse to the center points of contiguous ellipses of each group.

As we obtain the groups of radially contiguous ellipses, we can fit an ellipse to

the center points of the ellipses in each group. In the end, the pattern of each

group of ellipses is described by an ellipse. Figure 3.5 is an image demonstrating

a sample output of this step. Note that we expect the ellipse obtained by this
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step to be contained in the image plane, which removes ellipse groups that are

linearly contiguous.

Fig. 3.5. Image after fitting ellipses to groups of radially contiguous ellipses.

6. Filter by additional features to potentially improve accuracy (op-

tional).

Some potential features are the horizontal panel of figures right below the rose

window and the outline of the west facade. Adding those features to the existing

combination of features leads to a stricter filter. However, it does not imply

higher accuracy. The more features the composite integrates, the more error

will potentially occur in the process, and therefore the harder it is for an image

to pass the filter. It might cause some target images to be filtered out because

some features are not captured clearly enough in the image to be identified.

Thus, a more sophisticated algorithm that involves a more comprehensive yet

forgiving filtering system should be developed to enhance the accuracy.
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7. Estimate location of object outline to filter out background noises

(optional).

The outline of Notre-Dame can be estimated by the relationship between the

composite features and solution itself. As long as we have the knowledge of

the 3-D object and its representation on the 2-D image plane, we can express

the size di↵erence in terms of ratios to known features, and use these ratios to

estimate the outline of Notre-Dame.

3.3.3 Locating Camera Position

This step is similar to its generalized counterpart in step 4 and 5 of section 3.1.

Same idea and basic procedure discussed previously apply to this step.

1. Perform registration of rose window.

Because the rose window is an (approximately) perfect circle in 3-D space that

is projected onto an image plane as a 2-D ellipse, registration of an ellipse is

implemented in this algorithm. The result of registration is in the form of a

unit normal of the 3-D plane of the original circle. In this case, we implemented

the orthogonal projection approach. The reasoning behind the choice of this

method and the method itself are included in section 2.4.2. In this step, we

obtain the unit normal of the plane on which the rose window is, in terms of

the coordinate system of the 3-D iris plane.

2. Calculate camera position.

With the unit normal of the 3-D circle, the angle between the normal and the

projection direction of the 2-D image plane can be calculated. In addition, the

distance from the camera to the rose window (the west facade of Notre Dame)

can be estimated with the knowledge of the angle of the camera, and the size of

rose window both in reality and in the image. Unfortunately, we were not able

to integrate the distance calculation due to time constraints.
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This concludes the detailed explanation of algorithm. With the input of any

image, we were able to recognize whether it is an image of the west facade of Notre-

Dame by identifying the rose window. The position of the rose window can be used

to further filter image noises and to calculate the camera position, from which the

image was taken.
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4. CHAPTER IV: RESULTS

4.1 Results from Early Stages of Research

4.1.1 Edge Detection Tools

We started the research by studying edge detections. For a general introduction of

edge detections, please refer to section 2.2.1. We implemented Canny Edge Detection

[2] with two di↵erent kernels: the linear mean filter and the linear weighted average

filter. Also, the process of grayscale and blurring takes place prior to the calculation

of image gradients, which is the first step of the major procedure. One sample result

is demonstrated in figure 4.1. We also tried several edge detection tools such as the

Fig. 4.1. A comparison of the original image and the result of our
implementation of the Canny Edge Detection.

Scharr operator and the Sobel operator, provided by the OpenCV library. Some

sample results are shown in figure 4.2
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Fig. 4.2. Result of three di↵erent edge detection. Top row from left
to right: the original colored image, image after the Canny Edge
Detection from OpenCV. Bottom row from left to right: image with
Scharr operator, image with Sobel operator.

If we compare our implementation of the Canny Edge Detection to the one by

OpenCV, the library implementation is less strict so more edges pass the filter, re-

sulting in more continuous edges. The level of strictness can be adjusted with di↵erent

linear filters.
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4.1.2 A More Sophisticated Method

The other basic image processing algorithms we have written are corner detection

and straight line detection with Hough Transform. However, the basic tools and

even their combination were insu�cient to identify the outline of Notre-Dame. The

reasoning behind the inadequacy of the basic image processing tools is discussed in

detail in section 2.2. Therefore, a more sophisticated method needed to be develop to

filter out the unwanted background noise. The distinctiveness of composite features

is discussed in section 3.3.1. We eventually found a solution in more complex and

therefore more distinctive features, specifically ellipses and the their alignment. In

order to detect those distinctive composite features, we developed the algorithm using

the two OpenCV functions: findContours() and fitEllipse().

The figures exemplifying each step of the final algorithm can be found in section

3.3.

4.2 Final Result

To demonstrate the final result, several images were processed with the algorithm

that we developed, and the camera positions from which the images were created are

plotted on a map, for those images on which the rose window was detected. Note

that in this implementation, we assume a focal length of 1. However, to calculate the

distance between the camera and Notre-Dame, we would need to take focal length

into consideration. Figure 4.3 is an image of the calculated camera angles plotted on

a map.

In the next section, we will select one case for a detailed analysis, and then some

other cases will be briefly showcased in another section.
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Fig. 4.3. Calculated camera angles plotted on a bird’s-eye view snap-
shot of Notre-Dame on google map. Each point corresponds to an
image of Notre-Dame. The blue line is an estimate of the line start-
ing from the center of the rose window, which is perpendicular to the
west facade of Notre-Dame.

4.2.1 Detailed Analysis of One Case

For consistency, we will analyze the same image used in the step-by-step explana-

tion of our algorithm. The original image is shown in figure 4.4.

The camera angle corresponds to the point labeled with the number 8 on figure

4.3. Intuitively, one can judge that the image was taken from the left side, facing the

west facade, with an angle of no more than ⇡

2 from the perpendicular line. In fact,

point number 8 fits the estimation above. Unfortunately, the level of accuracy of the

algorithm cannot be evaluated without a precise geotag of the image. However, the

accuracy of the ellipse registration depends on the accuracy of the feature detections.
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Fig. 4.4. The original colored image.

The errors during the process of registration are negligible because it is a closed-form

mathematical procedure, which means the error or inaccuracy is inevitable as long

as assumptions are made that are unlikely in reality. At the same time, such error is

constant for every single procedure performed and therefore is insignificant.

4.2.2 Other Cases

In this section, several other cases will be demonstrated briefly. Specifically, 4

other images from di↵erent angles will be selected.

Case 1.

Figure 4.5 is another image that was taken from the left side, facing the west

facade of Notre Dame. Its result is plotted on the map as point number 11. As one

can estimate intuitively, the calculated angle shown on the map is reasonable.

Case 2.

Figure 4.6 is an image that was taken from the right side, facing the west facade of

Notre Dame. Its result is plotted on the map as point number 6, which is intuitively

correct as well.

Case 3.
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Fig. 4.5. Left: the original colored image. Right: the plotted results.
Point number 11 represents the calculated camera position disregard-
ing the distance factor.

Fig. 4.6. Left: the original colored image. Right: the plotted results.
Point number 6 represents the calculated camera position disregarding
the distance factor.

Figure 4.7 demonstrates an incorrect result. The original image shows that it was

taken from the right side with a very slight angle from the perpendicular line of the

west facade. However, the result shows that the inputted image was taken from the
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right side, but the angle between the camera and the perpendicular line is apparently

much larger than the original image suggests.

Fig. 4.7. Left: the original colored image. Right: the plotted results.
Point number 4 represents the calculated camera position disregarding
the distance factor.

To find out what went wrong in this case, we will take a look at the ellipse

detection. The result of the ellipse detection is shown in figure 4.8. As one can tell,

the ellipse drawn on the figure does not match with the circular pattern created by

the ellipse-shaped glass panels. Therefore we can conclude that the error of the final

result is caused by the inaccuracy of the ellipse detection in this case, which might

be caused by the shadow casted on the glass panels that obscures their shapes.

Case 4.

Figure 4.9 shows that it was created from the very center of the west facade, with

a trivial angle between the camera location and the perpendicular line. The result

matches with its indication that the point representing it, point number 14, seems to

be on the perpendicular line.

One might notice that this image is not a picture taken by a camera, but a drawing.

The fact that our algorithm can process this image shows that one can perform this
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Fig. 4.8. The result of ellipse detection for case 3.

Fig. 4.9. Left: the original colored image. Right: the plotted results.
Point number 14 represents the calculated camera position disregard-
ing the distance factor.

algorithm to 2-D images of any form including art forms, which leads to potential

applications in the field of Art and Art History.
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5. CONCLUSION

In previous chapters, we have discussed the prior work on which this research is based,

the algorithm design, and some results of algorithm. However, this research does not

end here - there are many potential future works to be done, and here are some

examples:

1. Integrate the distance factor in locating the camera position.

So far, the calculation of the camera position only takes into account the angle;

it assumes the camera focal length to be 1, resulting in the distance between the

cameras and the object to be the same for all images, which is not the case in

reality. Thus, the next step for this research is to integrate the distance factor

in the calculation.

The distance between the camera and the object when the image was taken can

be determined by knowing the focal length of the camera, the size of the object

in 2-D image plane, and its size in 3-D space (reality).

2. Include other features of Notre-Dame from all facades.

As mentioned in section 1.2, Notre-Dame has numerous features on all facades.

Even though the rose window on the west facade is not a unique feature of

Notre-Dame, it is very likely that the combination of the rose window and

another feature, either on the same facade or on a di↵erent facade, would be

unique. It goes back to our idea that a composite feature is more likely to be

distinctive than basic features. Thus, including more features from all facades

would not only make the image filter more accurate and realistic, but also deal

with images that include other facades so that our algorithm is not exclusively

applicable to the west facade of Notre-Dame.
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3. Generalize the algorithm to be applicable to other architecture.

The implemented algorithm is a specific case study of the west facade of Notre-

Dame. However, the potential applications mentioned in 1.1 require an algo-

rithm that is able to identify a broad range of objects. We have discussed a

possible design for a generalized algorithm in section 3.1. One of the great-

est challenges is defining the distinct features of di↵erent objects, which could

involve machine learning.

4. Integrate Machine Learning to automate the process of defining and

determining distinct combinations of features.

The process of defining and determining distinct combinations of features of

an object must be conducted on images of that object. However, part of our

implemented algorithm is to identify the object in the image. This introduces

a contradiction, so we need to have a set of images of an object before we

can study its features and formulate them into composite features. That set of

images can be collected using a combination of file name, tag names, and geotag

information. Then, a machine learning algorithm needs to be implemented so

that the object in the known image set can be studied. This is one of the ways

to implement an automated generalized algorithm.
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