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Strategies for Coping with Sodium Profile Variations
in Laser Guide Star AO Systems

Brent L. Ellerbroek

TMT Observatory Corporation, 1111 S. Arroyo Pkwy., Suite 200, Pasadena, CA 91105, USA

ABSTRACT

The vertical profile of the mesospheric sodium layer varies significantly on a time scale of one minute. These
variations can impact the random and systematic measurement errors of laser guide star Shack-Hartmann wave
front sensors, particularly on extremely large telescopes. Sensor performance can be improved by selecting pixel
processing weights matched to the sodium layer profile, assuming that the shape of the profile can be measured
or estimated in real time.

In this paper we describe the magnitude of these effects for the Thirty Meter Telescope AO system NFIRAOS.
We review several existing approaches for measuring or estimating the sodium layer profile in real time. We then
describe a new method for estimating the profile directly from the laser guide star wave front pixel intensities
themselves, jointly with the subaperture tip/tilt measurements. The algorithm used for this purpose is based
upon the multi-frame iterative blind deconvolution algorithm from image post processing: Subaperture tip/tilts
and the sodium profile are estimated successively, bootstrapping the estimate of each quantity from the previous
estimate of the other. We present promising initial simulation results on the potential performance of the
algorithm, and suggest areas for future work.

Keywords: Adaptive optics, laser guide stars, wave front sensing

1. INTRODUCTION

All of the extremely large telescopes (ELTs) currently under development expect to employ laser guide star
(LGS) adaptive optics (AO), and more specifically utilize Shack-Hartmann wave front sensors (WFSs) with
artificial guide stars generated in the mesospheric sodium layer.1–3 As illustrated in Fig. 1, the subaperture
images (or “spots”) of a sodium laser guide star will be elongated on account of the nonzero depth of this layer.∗

This effect is proportional to the telescope aperture diameter, and increases from an observable phenomena
on current 8-10m-class telescopes to a potentially serious wave front error source on ELTs. The structure of
the subaperture spots will vary in time as the vertical profile of the sodium layer changes. Wavefront sensing
measurement accuracy can be improved, both in terms of sensitivity to measurement noise and systematic biases,
if the sodium layer profile is known and properly accounted for in WFS pixel processing algorithms.5

Proposed approaches for coping with the impact of sodium layer profile variability have included (i) modulat-
ing the output of the guide star laser system to obtain LIDAR-like measurements of the sodium layer profile,,6 (ii)
using a natural guide star (NGS) “truth” WFS (TWFS) to detect biases in the LGS wave front reconstruction,7

(iii) dithering the LGS pointing on the sky to estimate the tip/tilt measurement gain of the LGS WFS,7 and (iv)
suppressing reconstruction of a number of wave front modes which are most sensitive to variations in the sodium
layer profile.8 In this paper, we propose to estimate the sodium layer profile directly from the LGS WFS pixel
intensities themselves, using an algorithm inspired by the “multi-frame iterative blind deconvolution” approach
for jointly estimating an unknown object and set of point spread functions from a time series of multiple focal
plane images.9 The role of the multiple focal plane images is played by the multiple Shack-Hartmann spots;
the subaperture tip/tilts (or gradients) correspond to the multiple point spread functions; and the sodium layer
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∗Although the elongation can in principle be eliminated using a guide star laser with the appropriate pulse format and
a WFS which “dynamically refocuses” to track the short laser pulse through the sodium layer,4 this concept does not
appear ready to be implemented in the first generation of ELT LGS AO systems.

Invited Paper

Adaptive Optics Systems IV, edited by Enrico Marchetti, Laird M. Close, 
Jean-Pierre Véran, Proc. of SPIE Vol. 9148, 91482A · © 2014 SPIE

CCC code: 0277-786X/14/$18 · doi: 10.1117/12.2054415

Proc. of SPIE Vol. 9148  91482A-1

Downloaded From: https://www.spiedigitallibrary.org/conference-proceedings-of-spie on 6/19/2018 Terms of Use: https://www.spiedigitallibrary.org/terms-of-use



D = 25-40m  

Elongation =  
         ~ 2.5-8” 

ELT 

sodium layer 
 ΔH =10-20km 

H=100km 

LLT 

Figure 1. LGS Elongation for Shack-Hartmann WFSs

profile, convolved with the subaperture PSF without elongation effects, is analogous to the unknown object.
The subaperture tip/tilts and the sodium layer profile “object” are estimated iteratively until convergence is
obtained. In sample test cases using LIDAR measurements of actual sodium layer profiles and simulated LGS
WFS pixel intensities for the Thirty Meter Telescope (TMT) AO system NFIRAOS,10 the systematic wave front
reconstruction error due to uncertainty in the estimate of the sodium layer profile is reduced to 20 nm RMS or
less after 10–20 iterations of the IBD algorithm.

The remainder of this paper is organized as follows. Sec. 2 briefly reviews the impact of sodium layer variability
on LGS AO systems, including variations in the integrated column density, mean altitude, and vertical profile.
Sec. 3 illustrates the benefits of accounting for the sodium layer profile in LGS wave front sensing, with a
performance comparison between the weighted center-of-gravity (WCoG) and matched filter pixel processing
algorithms. Sec. 4 outlines some of the prior methods proposed for adapting the matched filter algorithm in real
time as the sodium layer profile varies, and then introduces the overall architecture of the new iterative blind
deconvolution (IBD) approach. Sec. 5 describes the formal details of the IBD algorithm as currently implemented,
and Sec. 6 presents analytical results on its expected error due to WFS measurement noise and (sodium layer
profile) fitting error. Sec. 7 presents sample simulation results illustrating the performance and convergence rate
of the algorithm. Sec. 8 provides a brief summary, including some ideas for future work. Finally, the Appendix
outlines some background information on the WCoG and matched filter pixel processing algorithms studied in
this paper.

2. EFFECTS OF SODIUM LAYER VARIABILITY AND THEIR MITIGATIONS

The characteristics of the mesospheric sodium layer vary substantially in terms of the integrated density, mean
altitude, overall thickness, and vertical profile of the layer.11 Variations in the integrated density of the layer
directly impact the signal level of the LGS WFS, and can be mitigated (to some extent) by adjusting the gain
of the AO control loop to balance the wave front errors due to measurement noise and time delay. This effect is
largely independent of telescope aperture diameter D.

As is well known, variations in the mean range of the sodium layer introduce focus errors in the LGS WFS
measurements, which must sensed and corrected with a focus measurement from a separate NGS WFS. The
magnitude of this effect scales as D2, meaning that the sampling rate required from this NGS WFS increases
with telescope aperture diameter, reaching 10-100 Hz for an ELT.12

Variations in the overall thickness of the sodium layer (e.g., the FWHM of the layer or the interval encom-
passing 90% of the layer) directly influence the amount of LGS elongation, and consequently impact the centroid
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Figure 2. Sixteen sample sodium layer profiles. These are 10-second averages of measurements collected by the LZT Lidar
facilty of the University of British Columbia.15 They are intended to span the range from typical to somewhat unusual
profiles, but are not a statistically representative sample in any quantitative sense. They have been normalized to the
same integrated column density (in arbitrary units) and a mean altitude of 90 km.

gain of the LGS WFS and the tip-tilt measurement error due to photon and detector readout noise. These effects
are proportional to D, and become very significant for ELT aperture diameters. The variations in centroid gain
can be addressed by using more than 2 × 2 pixels per WFS subaperture, although this has the consequence of
increasing pixel read rates and detector read noise. The impact on the measurement error due to noise can be
reduced by adapting the pixel processing weights in real time as the thickness of the sodium layer varies, using
(for example) a weighted center of gravity (WCoG) or a matched filter processing algorithm.13, 14

Higher-order variations in the vertical profile of the layer can effect the biases of the LGS WFS measurements
(i.e., the instantaneous value of the WFS reference vector), as well as the measurement error due to noise. These
variations can be significant, as illustrated by the 16 sample profiles in Fig. 2. There is no simple scaling in D for
the effects of these profile variations, since they will depend upon the particular sampling (or under sampling)
of the profile variations on the LGS WFS detectors. However, it is fair to say that the effects will be greater for
ELTs than for current LGS AO systems, given that magnitude of the LGS elongation for an edge subaperture
will increase from about 1 to 4 arc sec.

As stated previously, variations in the measurement biases can in principle be corrected by an independent
NGS TWFS or direct, independent measurements of the sodium layer profile. WFS measurement error due to
noise can be minimized by adjusting the pixel processing weights to match the structure of the profile, using
either independent measurements of the profile or by dithering the LGS pointing on the sky.

The range of different profile shapes illustrated in Fig. 2 suggests that their impact on LGS AO performance
may be substantial. We will focus on this effect for the remainder of the paper, assuming that the integrated
density and mean altitude of the sodium layer are constant or at least known in advance. In the following section,
we first evaluate the potential benefits to WFS performance if the sodium profile is also a priori known, before
investigating several options for tracking the profile variations in real time.

3. MATCHED FILTER VS. WEIGHTED CENTER-OF-GRAVITY
PIXEL PROCESSING

The formal details of the WCoG and matched filter pixel processing algorithms are summarized in Appendix A
below. Very briefly, the “matched filter” method is synonymous with noise-weighted least squares, and the pixel
processing weights for this algorithm are chosen to minimize the mean-square estimation error due to noise for
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small tip-tilt perturbations around a known reference point. In contrast, the WCoG algorithm uses the standard
centroid weights scaled by a windowing function, for example f(x, y) = exp(−x2/2σ2

x) exp(−y2/2σ2
y). Narrowing

the width of the window by reducing the values of σx and σy will reduce the tip-tilt estimation error due to
measurement noise, but can also introduce gain variations and estimation biases, particularly for asymmetric or
irregular sources such as elongated laser guide stars. Performance is optimized by finding a compromise window
width which balances these two competing error sources.

To exercise the matched filter and WCoG pixel processing algorithms on a range of sample data, we have
computed LGS WFS subaperture images for the 16 sample sodium profiles in Fig. 2, the LGS WFS parameters
listed in Table 1, and a simplified LGS WFS model. This simplified model approximates the projected laser beam
on the sky and the point spread function (PSF) for each WFS subaperture as a two-dimensional Gaussian, with
a FWHM picked to approximate atmospheric seeing.† We applied the WCoG algorithm to the simulated images
with a range of different window widths to compute the tip/tilt estimation biases, reconstructed the biases into
a wave front estimation error,‡, and computed the RMS value of this error with best-fit focus removed. We
removed the focus term to model the correction applied by the tip-tilt-focus NGS WFS, which will sense and
correct focus errors an update rate substantially faster than the anticipated variations in the sodium layer profile.

Table 1. AO system parameters for LGS WFS analysis and simulation. The parameters are based upon the TMT first
light facility AO system NFIRAOS10 and its polar coordinate LGS WFS.16

Aperture diameter, m 30

Subaperture width, m 0.5

Seeing, arc sec 0.58 at λ = 0.5μm

Laser launch location Center launch

WFS pixel width, arc sec 0.5

Pixels per subaperture 16× 6 (Polar coordinate geometry)

WFS signal level 900 PDEs per subaperture per frame

WFS read noise 3 electrons per pixel per read

Fig. 3 plots the wave front reconstruction biases computed for the WCoG algorithm for a range of different
window widths in the radial dimension. The results are plotted as cumulative probability distributions, computed
over the 16 different sodium layer profiles illustrated in Fig. 2. According to these results, the FWHM of the
centroiding window must be on the order of 20 arc sec or larger to constrain the focus-removed wave front
reconstruction bias to about 50 nm RMS for a majority of the sodium layer profiles.

To compare the noise performance of the matched filter and WCoG algorithms, we used the formulas in
Appendix A to compute the increase in the nominal LGS WFS signal level that would be needed for the WCoG
approach to achieve the same radial tip/tilt measurement error due to noise as the matched filter algorithm
in an edge subaperture. The results are plotted in Fig. 4. For a radial WCoG window width of 20 arc sec or
greater, the WCoG method typically requires about 1.6–2.0 times the signal level as the matched filter approach,
implying significantly greater laser power to generate brighter guide stars.

The results in Fig.’s 3 and 4 present a dilemma for the WCoG pixel processing algorithm. For many sodium
layer profiles, it appears difficult to define a window width which simultaneously achieves satisfactory performance
in terms of wave front reconstruction bias and wave front error due to measurement noise. Although some further
performance optimization may be possible, the potential benefits of the matched filter are clear. In the remainder
of this paper, we will focus on the need to measure or estimate the sodium layer profile in real time to successfully
implement the matched filter.

†The formal details of the model are given in Sec. 5 below.
‡On account of the radially symmetrical guide star elongation pattern for TMT NFIRAOS, the wave front reconstruc-

tion was performed in one dimension.
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Figure 3. Wavefront reconstruction bias for the WCoG pixel processing algorithm. The probability distributions are
computed with respect to the 16 sodium layer profiles in Fig. 2. The listed FWHM values are for the radial direction.
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Figure 4. Relative signal level requirements for the WCoG and matched filter pixel processing algorithm to achieve the
same radial tip/tilt measurement error due to noise in an edge subaperture.
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Figure 5. Wavefront reconstruction biases resulting from the use of outdated matched filter coefficients. The probability
distributions have been computed for the 16 sodium layer profiles in Fig. 2

4. OPTIONS FOR UPDATING THE MATCHED FILTER IN REAL TIME

4.1 The Required Update Rate

The 16 sodium layer profiles illustrated in Fig. 2 are actually the first frames of 16 short “movies,” each consisting
of 30 10-second frames. Fig. 5 plots the focus-removed wave front reconstruction bias if the matched filter
computed from a given frame of a movie is applied to LGS WFS measurements computed from a later frame with
time delays of 10-30 seconds (i.e., 1-3 frames). A time delay of 10 seconds results in a wave front reconstruction
bias of no more than about 15 nm RMS for 85-90 per cent of the profiles illustrated in Fig. 2. This suggests that
a matched filter update rate in the range of 0.3-1.0 Hz may be sufficient, although a larger sample of sodium
profile measurements, possibly with shorter frame times of 2-5 seconds, should be studied to confirm this.

4.2 Updates Based on LGS Dithering and “Truth” WFS Measurements

The “Truth” WFS concept refers to a low-bandwidth, relatively high-order NGS WFS which is used to monitor
the time-averaged wave front correction from an LGS AO system. This approach can in principle measure a
wave front estimation bias due to the sodium layer profile, although the integration time must be long enough
to average out the effects of WFS measurement noise, imperfect wave front correction and (for an off-axis NGS)
anisoplanatism.

As described in the Appendix, computation of the matched filter pixel processing weights requires knowledge
of the quantity ∂�I/∂�θ, the derivatives of the WFS pixel intensities with respect to guide star tip/tilt. These
derivatives can be measured by “dithering” the pointing of the laser guide star on the sky a relatively small
fraction of a WFS pixel.

Both of these approaches have been demonstrated successfully in simulation and the lab. On account of page
constraints, the reader is referred to Ref. 6 for further details.

4.3 Updates Based on Direct Lidar Measurements

It may be possible for an LGS AO system to independently measure the sodium layer profile entirely on its own,
using the sodium guide star laser itself as a kind of Lidar. If the power of a CW guide star laser is modulated in
an irregular but repeated pattern l(t), the guide star return flux f(t) is proportional the convolution of l(t) with
the function g(t) = p(ct/2)/(ct/2)2, where p is the sodium layer profile and c is the speed of light. The function g,
and consequently the profile p, can therefore be determined by first computing the temporal correlation function
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Figure 6. Iterative blind deconvolution concept for jointly estimating the sodium layer profile and sub aperture tip/tilt
errors from LGS WFS pixel intensities

l∗f ∝ l∗l∗g of the laser power and the guide star return flux, and then filtering out the laser pulse autocorrelation
function l ∗ l.

This method has been successfully demonstrated in field tests using the ALFA laser at the Calar Alto
observatory,6 with an average projected laser power of about 1.1W modulated 100% in quasi-random 1μm
pulses. Additional tests are now planned using a 20W-class CW laser modulated only a few per cent, as this
would be the preferred mode of operation in future LGS AO systems.

4.4 Updates Based on LGS WFS Pixel Intensity Measurements

Finally, we consider the possibility of estimating the sodium layer profile directly from the LGS WFS pixel inten-
sites themselves. Estimating the sodium layer profile from a single sub aperture image is obviously impossible,
given the combined effects of under sampling, LGS WFS measurement noise, sub aperture tip/tilt errors, and
uncertainties in the shapes of the sub aperture point spread function and the laser guide star projected on the
sky. However, the same sodium layer profile is common to all LGS WFS sub apertures. This may help to average
out the effects of measurement noise and the uncertainties in point spread function shapes. Perhaps more im-
portantly, the spatial under sampling in a single WFS sub aperture is potentially reduced by the diversity of the
tip/tilt errors in different sub apertures, as well as the differing amounts of guide star elongation depending upon
the separation between each sub aperture and the laser launch telescope. We propose that it may be possible
to estimate the sodium layer profile and the sub aperture tip/tilt errors jointly to find a solution providing the
best fit to the ensemble of measured pixel intensities in all of the WFS sub apertures considered at once.

This concept is based to some extent on the well-known multi-frame iterative blind deconvolution (IBD)
algorithm,9 which jointly estimates an unknown object O and a number of unknown, aberrated point spread
functions PSFi from the corresponding aberrated, noisy images PSFi ∗ O + ni. The algorithm proceeds by
iteratively estimating the point spread functions and then the unknown object, bootstrapping the estimates of
each quantity from the previous estimate of the other. In this study, the role of the aberrated point spread
functions is taken by the unknown tip/tilts in each WFS sub aperture; the role of the object is taken by
the unknown sodium layer profile, convolved by a Gaussian blurring function intended to approximate the
convolution of an average sub aperture PSF with the laser beam profile projected on the sky. Fig. 6 is a block
diagram illustrating the basic features of the proposed approach.

There are many questions that can be asked about this concept, including:

• What are the formal mathematical details of the algorithm?

• How well can the structure of the sodium layer profile be estimated from the under sampled images?

• What is the sensitivity to WFS measurement noise?
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• What is the sensitivity to LGS WFS modeling errors?

• What are the convergence properties and computational requirements for the algorithm?

• Given that the computational requirements will be large, is there a practical concept for implementing the
algorithm in a real-time LGS AO system?

We begin to address some of these issues in the following pages.

5. FORMULATION OF THE ITERATIVE BLIND DECONVOLUTION METHOD

5.1 Subaperture Tip/Tilt Estimation

The sub aperture tip/tilt estimates are chosen to yield the noise-weighted least-squares fit to the measured
pixel intensities at each iteration of the IBD algorithm, based upon a simplified model for the LGS WFS pixel
intensities as described below. Briefly, the noise-free signal on pixel number i of WFS sub aperture number j is
modeled as

Iji = NPDE(PSFSA ∗ PSFLGS ∗DETj ∗ LGSj)(�θ
j
i − �ϑj), (1)

where NPDE is the WFS signal level in photo-detections per sub aperture per frame, PSFSA and PSFLGS are
the (simplified) model point spread functions for each LGS WFS sub aperture and the guide star laser projected
on the sky, DETj is the CCD pixel function in sub aperture j, LGSj is the elongated laser guide star object as

viewed from the perspective of sub aperture number j, and �θji is the location of pixel number i in the focal plane

of sub aperture number j.§ Finally, the sub aperture tip/tilt is denoted �ϑj , and has the effect of translating the
LGS image on the WFS pixels.

The sub aperture and LGS point spread functions are modeled as simple Gaussian blurs, namely

PSFSA(�θ) = PSFLGS(
�θ) = exp(−θ2/2σ2), (2)

where σ = (λ/r0)/(2
√
2 ln 2) has been selected to yield a full-width, half-maximum of (λ/r0) (i.e., atmospheric

seeing) for the PSF. The elongated LGS object is given in polar coordinates by

LGSj(θr, θa) ∝ δ(θa − φj)p[hj(θr)]/[hj(θr)]
2, (3)

hj(θr) = H2θr/(rj −Hθr), (4)

where (rj , φj) is the separation between the launch telescope and sub aperture number j in polar coordinates,
the sodium layer profile is denoted p(h), the LGS WFS is focused at altitude H , and the function hj(θ) relates
angular elongation in the sub aperture focal plane to altitude in the sodium layer.

Given this simplified forward model, the sub aperture tip/tilts are estimated to minimize the noise-weighted
mean-square difference between the measured pixel intensities mj

i and the noise-free model values Iji , according
to the expression

ϑ̂j = argmin
ϑ

∑

i

∣∣∣Iji −mj
i

∣∣∣
2

/
(
Iji + σ2

e

)
. (5)

Here σe is the RMS detector read noise per pixel per read. At present we are using the standard multi-dimensional,
nonlinear MATLAB optimization routine fminsearch to minimize Eq. (5), and have not yet investigated how
to improve computational efficiency.

§The locations and the orientation of the pixels are different in each sub aperture for the polar coordinate CCD
geometry.
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5.2 Sodium Layer Profile and Seeing Estimation

Eq. (1) above indicates the the model for the (noise-free or noisy) LGS WFS pixel intensities is linear in the
sodium layer profile p. Therefore we may write

m = G [PSF(σ), ϑ] p+ n, (6)

where the linear transformation G depends upon the seeing parameter σ and the values of the sub aperture
tip/tilts. Once the values of the tip/tilts have been estimated as describe above, the estimation of σ and p is
itself an iterative process. Inverting this equation robustly has not been straightforward (at least for us), since (i)
the matrix G is highly ill-conditioned, and (ii) it is also necessary to estimate the seeing parameter σ in addition
to p. The approach described below has proven reasonably successful, although more work is needed to improve
its computational efficiency.

For each candidate value of σ, an estimate p̂(σ) is selected to obtain the best noise-weighted fit to the
measured pixel intensities using a constrained, regularized estimator. Determining the value σ̂ which optimizes
this fit then reduces to a one-dimensional, nonlinear optimization problem. More formally,

p̂(σ) = argmin
p∈Ω

{∣∣∣
∣∣∣m−G

[
PSF(σ), ϑ̂

]
p
∣∣∣
∣∣∣
2

I
+ αpTWp

}
, (7)

σ̂ = argmin
σ

∣∣∣
∣∣∣m−G

[
PSF(σ), ϑ̂

]
p̂(σ)

∣∣∣
∣∣∣
2

I
. (8)

Here the set Ω defines the constraints imposed on the admissible values of p, and the quantities α and W describe
the regularization which is applied. The vector norm || • ||I is weighted according the noise in the prior estimate
of the LGS WFS pixel intensities, namely

||f ||2I =
∑

i,j

(
f j
i

)2

/
(
Iji + σ2

e

)

= fTΣ−1
n f, (9)

where the diagonal matrix Σn is the covariance matrix of the modeled measurement noise n.

Two different variants of this approach have been investigated, described by different choices of the quantities
Ω, α, and W . The first variant is the truncated singular value decomposition (SVD) noise-weighted pseudo-
inverse, which in this notation is defined by

Ω1 = span
{
�v1, . . . , �vM : V ΛV T = GTΣ−1

n G
}
. (10)

Here V and Λ are unitary and diagonal matrices, respectively, and the vectors �vk are the first M columns of V
corresponding to the largest M elements of Λ. No explicit regularization term has been used with this definition
of Ω (i.e., α = 0) since the truncation of the pseudo-inverse is itself a form of regularization.

The second variant is based upon the constraints

Ω2 =

{
p : 0 ≤ p ≤ 1,

∑

k

pk = 1

}
. (11)

These constraints insure that the profile estimate p̂ makes sense physically, but some sort of regularization is still
needed because G remains ill-conditioned on this set. To insure that p̂ is smoothly varying, we have selected W
so that pTWp = (Δp)T (Δp), where Δp is a vector of the point-to-point finite differences of the profile p (i.e.,
Δpi = pi+1 − pi).

¶ This approach obtains a good fit to the true value of the sodium layer profile in the sample
problems simulated in Sec. 7 below.

¶Also, the factor α has been selected so that the magnitude of the regularization term in Eq. (7) is on the order of
0.001–0.01 times the size of the fit-to-data term.
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6. ESTIMATES FOR NOISE AND FITTING ERRORS

An initial, best-case indication of how well the sodium layer profile might be estimated using the IBD algorithm
can be obtained by assuming that (i) the WFS sub aperture tip/tilts ϑj are known a priori, (ii) the seeing
parameter σ is also known, and (iii) the simplified model for the LGS WFS pixel intensities (Eq. (6)) is actually
correct. In this case, one application of Eq. (7) yields the constrained, noise-weighted least squares estimate of
the sodium layer profile. The estimate is not exact due to WFS measurement noise and the constraints imposed
on the permissible solution space for p̂.

The performance of the truncated SVD algorithm under these conditions is easier to evaluate. The estimate
of the sodium layer profile can be written in the form

p̂ =

M∑

i

(ci + ei)�vi, (12)

where the variables ci represent the noise-free estimates of the modal coefficients and the quantities ei are
the perturbations to these estimates due to WFS measurement noise. These two quantities are given by the
expressions

ci = Λ−1
ii �vTi G

TΣ−1
n I

= �vTi p, (13)

ei = Λ−1
ii �vTi G

Tσ−1
n n, (14)

where the second line of Eq. (13) follows because the SVD modes vi are orthonormal and V TΛV = GTΣ−1
n G.

Since the measurement noise is uncorrelated with p, the expected value of the mean-square estimation error can
be written as

〈
|p− p̂|2

〉
=

(
pT p−

M∑

i=1

c2i

)
+

M∑

i=1

Λ−1
ii . (15)

The term within parenthesis is the fitting error, which decreased asM increases. The second summation describes
the estimation error due to WFS measurement noise, which increases with increasing M .

Fig. 7 plots the RMS sodium layer profile estimation error, normalized by division by
√
pT p, as a function

of the number of SVD modes used in the estimate. Results are plotted as cumulative probabilities with respect
to the 16 sodium layer profiles illustrated in Fig. 2. The trade off between the estimation errors due to noise
and fitting error is readily apparent, with the best results obtained using 20–30 SVD modes. Using the optimal
number of modes, the sodium layer profile can be estimated with a residual error of about 10 per cent due to
the combined effect of these error sources.

However, it must be recalled that this is a best-case estimate for these error terms under ideal conditions.
A somewhat more comprehensive performance assessment of the IBD algorithm is described in the following
section.

7. INITIAL SIMULATION RESULTS

We have performed two small sets of simulations for several of the measured sodium layer profiles illustrated in
Fig. 2. For the first set of simulations, the LGS WFS pixel intensities have been computed using the simplified
PSF model given by Eq. (2) above. The second set used LGS WFS pixel intensities computed by the AO
simulation code MAOS17 for the TMT AO system NFIRAOS.10 The truncated SVD method worked extremely
well in the first set of simulations, but produced highly nonphysical estimates of the sodium layer profile in the
second set. We attribute this to the model mismatch between Eq. (2) and the higher fidelity PSFs computed
in MAOS, which include physical optics effects and time-varying wave front aberrations. In comparison, the
constrained, regularized estimator described by Eq. (11) continues to give good results with the simulated WFS
data from MAOS. We are hopeful that these results can be further improved by adjusting the regularization
term in Eq. (7), and defining an appropriate stopping criteria for the IBD iterations.
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Figure 7. Relative RMS sodium profile estimation error for the truncated SVD variant of the IBD algorithm, as a function
of the number of modes utilized. The indicated per centages are cumulative probabilities evaluated over the 16 sodium
layer profiles illustrated in Fig. 2.
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Figure 8. Sample simulation results for the truncated SVD method applied to LGS WFS pixel intensities computed using
the simplified PSF model described by Eq. (6) above. The left-hand and center panels of the figure illustrate two sample
sodium layer profiles (black), the initial profile estimate (red), and the profile estimate after 10 IBD iterations (blue). The
right-hand profile plots the RMS focus-removed wave front estimation bias due to the error in the sodium profile estimate
vs. the number of IBD iterations for profile 1 (black) and profile 7 (blue).

Fig. 8 illustrates the results from the first set of simulations on two sample sodium layer profiles. The
estimates of the two profiles are qualitatively very accurate after 10 IBD iterations, although they show some
modest negative oscillations near their boundaries. These negative values are nonphysical, but they occur because
there are no non-negativity constraints in the definition of the SVD modes. The right-hand panel of the figure
plots the convergence history of the IBD iterations. After 10 [20] iterations, the RMS focus removed wave front
reconstruction bias is in the range of 10–20 nm [2–4 nm] for the two sample profiles simulated. Evidently, the
oscillations in the profile estimate do not introduce appreciable wave front reconstruction errors.

This situation changes in the higher-fidelity simulations, using LGS WFS pixel intensities computed with the
AO simulation MAOS.‖ The truncated SVD method now generates sodium layer profile estimates with much

‖To improve the uniformity of the sub aperture point spread functions, only sub apertures at least 90 per cent
illuminated were used to estimate the sodium layer profile. This is a bit more than 2300 of the 2700 sub apertures in the
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Figure 9. Sample simulation results for the constrained, regularized estimator, applied to LGS WFS pixel intensities
computed using the AO simulation code MAOS. The left-hand and center panels of the figure illustrate two sample
sodium layer profiles (black), the initial profile estimate (red), and the profile estimate after 20 IBD iterations from a
single frame of LGS WFS pixel intensities (blue, dashed), and the estimate after 20 iteration using intensities averaged
over 80 frames of WFS measurements (blue, solid). The right-hand profile plots the RMS focus-removed wave front
estimation bias due to the error in the sodium profile estimate vs. the number of IBD iterations for profile 1 (black) and
profile 7 (blue).

larger oscillations, about 10-20 times greater than the peak-to-valley range of the sodium layer profile itself!
As illustrated in Fig. 9, however, the performance of the constrained, regularized estimator remains generally
satisfactory for this case, achieving RMS focus-removed wave front estimation biases of about 20 nm or smaller.
However, several aspects of the convergence time histories plotted in the right-hand panel of the figure remain
unexplained and/or surprising: (i) the initial rate of convergence is fairly slow, (ii) the performance achieved
using instantaneous LGS WFS pixel intensities is as least as good as for time-averaged intensities, and (iii) the
estimate eventually begins to diverge for profile number 1. Evidently, more work is needed to accelerate the rate
of convergence, define a stopping criteria for the IBD iterations, and perhaps improve the forward model for the
LGS WFS.

8. SUMMARY

The vertical profile of the mesospheric sodium layer changes significantly on the time scale of one minute.
Optimizing the LGS WFS pixel processing weights for the current value of the profile can significantly reduce
the power required for guide star laser systems on ELTs, and failing to properly account for the profile can
introduce significant wave front reconstruction biases. Several different promising approaches to measuring or
estimating the sodium layer profile in real time for LGS AO systems have been previously suggested. In this
work, we suggest and investigate the feasibility of estimating the sodium layer profile directly from the measured
LGS WFS pixel intensities themselves.

We propose to estimate the sodium layer profile (as well as the atmospheric seeing) jointly with the values
of the wave front tip/tilt on each WFS sub aperture. The quantities are estimated sequentially in an iterative
algorithm based upon the multi-frame iterative blind deconvolution (IBD) method from image post-processing.
An idealized performance analysis based upon a truncated SVD approach indicates that the profile estimation
errors due to WFS measurement noise and fitting error (from using a finite number of SVD modes) are acceptably
small.

Work is still ongoing to characterize and optimize sodium layer profile estimation accuracy when the IBD
algorithm is tested on simulated LGS WFS pixel intensities including diffraction and atmospheric turbulence
effects. Preliminary results on several sample sodium layer profiles indicate that relatively accurate estimates
can be obtained, corresponding to focus-removed wave front estimation biases of 20 nm or less due to the profile

NFIRAOS LGS WFS pupil.
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estimation errors. More work is needed to (i) evaluate performance over a wider range of sodium profiles, (ii)
accelerate the convergence rate and reduce the computation requirements of the iterative algorithm, (iii) define a
stopping criteria for the iterations, and (iv) investigate how the algorithm might be implemented as a background
task in the real-time controller for an ELT LGS AO system.
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APPENDIX A. WEIGHTED CENTER-OF-GRAVITY AND MATCHED FILTER
PIXEL PROCESSING FOR ELONGATED LGS

The WCoG method for computing the sub aperture tip/tilt estimate ϑ from the measured pixel intensities mi

is described by the expression

ϑk =
∑

i

(wimiθi,k) /
∑

i

wimi, (16)

where k = 1 or 2 is the component of the tip/tilt estimate, �θi denotes the coordinates of pixel number i in the
focal plane, and the windowing function wi is given by

wi = exp
(−θ2i,1/2σ

2
1

)
exp

(−θ2i,2/2σ
2
2

)
. (17)

The use of two separate window widths for the tip and tilt components is useful for elongated laser guide stars,
particularly for a WFS based upon the polar coordinate CCD array.16 The mean-square error in the WCoG
tip/tilt estimate due to measurement noise takes the form

〈
(ϑk − 〈ϑk〉)2

〉
≈

∑
iw

2
i θ

2
i,k

(
Ii + σ2

e

)

(
∑

i wiIi)
2 , (18)

where Ii is the noise-free intensity on pixel number i in units of photodetections per frame, and σe is the detector
read noise.

The formula for matched filter pixel processing is more easily described in matrix notation:

�ϑ =

[(
∂�I/∂�θ

)T

Σ−1
n

(
∂�I/∂�θ

)]−1 (
∂�I/∂�θ

)T

Σ−1
n (�m− �I), (19)

where Σ−1
n is the (diagonal) covariance matrix of the WFS measurement noise. Assuming that the noise-free

pixel intensities I are bilaterally symmetric, as they are for the polar coordinate CCD, the formulas for the tip
and tilt estimates decouple and simplify to the form

ϑk =

[
∑

i

(∂Ii/∂θk)
2

(Ii + σ2
e)

]−1 ∑

i

(∂Ii/∂θk)

(Ii + σ2
e)

(mi − Ii) . (20)

Finally, the mean-square tip/tilt estimation errors due to measurement noise are given by the formula

〈
(ϑk − 〈ϑk〉)2

〉
=

[
∑

i

(∂Ii/∂θk)
2

(Ii + σ2
e)

]−1

. (21)
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