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Correctness Guarantees for the Composition of
Lane Keeping and Adaptive Cruise Control

Xiangru Xu, Jessy W. Grizzle, Paulo Tabuada, Aaron D. Ames

Abstract—This paper develops a control approach with
correctness guarantees for the simultaneous operation of lane
keeping and adaptive cruise control. The safety specifications
for these driver assistance modules are expressed in terms of set
invariance. Control barrier functions are used to design a family
of control solutions that guarantee the forward invariance of a
set, which implies satisfaction of the safety specifications. The
control barrier functions are synthesized through a combination
of sum-of-squares program and physics-based modeling and
optimization. A real-time quadratic program is posed to
combine the control barrier functions with the performance-
based controllers, which can be either expressed as control
Lyapunov function conditions or as black-box legacy controllers.
In both cases, the resulting feedback control guarantees the
safety of the composed driver assistance modules in a formally
correct manner. Importantly, the quadratic program admits
a closed-form solution that can be easily implemented. The
effectiveness of the control approach is demonstrated by
simulations in the industry-standard vehicle simulator Carsim.

Index Terms—Correct-by-construction, Control barrier func-
tions, Safety, Quadratic program, Sum of squares optimization

I. INTRODUCTION

Recent years have witnessed a growing number of safety or
convenience modules for automobiles [1], [2]. Lane keeping,
also called active lane keeping or lane keeping assist, is
an evolution of lane departure warning [3], [4], [5], where
instead of simply warning of imminent lane departure through
vibration of the steering wheel or an audible alarm, the system
corrects the vehicle’s direction to keep it within its lane. Early
systems corrected vehicle direction by differential braking,
but current systems actively control steering to maintain lane
centering, which is what we will term Lane Keeping (LK) in
this paper. Another such system is Adaptive Cruise Control
(ACC), which is a driver assistance system that significantly
enhances conventional cruise control [6]. When there is no
preceding vehicle, an ACC-equipped vehicle maintains a con-
stant speed set by the driver, just as in conventional cruise
control; when a preceding vehicle is detected and is driving
at a speed slower than the preset speed, an ACC-equipped
vehicle changes its control objective to maintaining a safe
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following distance. ACC uses deceleration/acceleration bounds
that are much less than a vehicle’s maximal capabilities to
ensure driver comfort; when the ACC specification (such as the
minimum time-headway) cannot be maintained with comfort-
based deceleration bounds, almost all vehicles equipped with
ACC either have a warning system or an emergency braking
system. Though ACC is legally considered a convenience fea-
ture, its specification is still considered as a “safety constraint”
in this paper, consistent with how an OEM would treat it.

Worldwide, most of the major manufacturers are now offer-
ing passenger vehicles equipped with ACC and LK. Moreover,
these features can be activated simultaneously at highway
speeds and require limited driver supervision. In terms of
the levels of automation defined by the National Highway
Traffic Safety Administration (NHTSA) [7], such vehicles
are already at Level 2 (automation of at least two primary
control functions designed to work in unison without driver
intervention), and they are approaching Level 3 (limited self-
driving). The simultaneous control of the longitudinal and
lateral dynamics of a vehicle is an important milestone in
the bottom-up approach to full autonomy, and therefore, it
is crucial to prove that the controllers associated with ACC
and LK behave in a formally correct way when they are both
activated.

Applying formal methods to the field of (semi-)autonomous
driving has attracted much attention in recent years
[8],[9],[10]. Particularly, formal correctness guarantees on
individual ACC or LK system have been developed by var-
ious means. For example, the verification of cruise control
systems has been accomplished using formal methods such
as satisfiability modulo theory, theorem proving [11] and a
counter-example guided approach [12]; safety guarantees for
LK have been established using Lyapunov stability analysis
by assuming the longitudinal speed is constant [13], [14]
or varying [3], [15]. Furthermore, the so-called correct-by-
construction control design, which aims to synthesize con-
trollers to guarantee the closed-loop system satisfies the spec-
ification by construction and hence eliminating the need for
verification, has also emerged as a viable means of achieving
safety. For example, in [16], two provably correct control
design methods were proposed for ACC, which rely on fixed-
point computations of certain set-valued mappings on the
continuous state space or a finite-state abstraction, respectively.

For the simultaneous operation of two (or even more) safety
or convenience modules, which are typically coupled through
the vehicle’s dynamics, it is more challenging to establish
correctness guarantees. A contract-based design method em-
ploying assume-guarantee reasoning is a potential recipe for
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the compositional design of complex systems [17], [18]. Its
main idea is to formally define the assumptions and guarantees
of each subsystem, which are called contracts among the
subsystems, and based on the contracts, to design (or establish)
formal guarantees on the overall system. Different types of
assume-guarantee formalisms have been proposed, such as
temporal logic formulas [19] and supply/demand rates [20].
The composition of LK and ACC has been studied on the
basis of contracts. A passivity-based approach was proposed
in [21], where the ACC and LK dynamics are described as
multi-modal port Hamiltonian systems, based on which some
energy functions are constructed to prove trajectories of the
composed system do not enter a specified unsafe region. In
[22], the system dynamics are represented as discrete-time
linear parameter-varying systems, and contracts are established
for the variables that couple the two subsystems; controlled-
invariant sets are constructed for the ACC and LK subsystems
individually to meet the terms of the contracts using an iter-
ative algorithm, such that the overall controller is guaranteed
to ensure the safety of the composed system. Despite these
very interesting initial contributions, many safety guarantee
problems on the composition of LK and ACC are still largely
open and deserve further investigation.

Turning now to the more general literature on safety specifi-
cations, when safety is expressed as set invariance, controlled
invariant sets are used to encode both the correct behavior
of the closed-loop system and a set of feedback control laws
that will achieve it (see [23], [24], [25], [26] and references
therein). Under the name of invariance control, [23] and [24]
extended Nagumo’s Theorem to allow higher-order derivative
conditions on the boundary of the controlled invariant set. As
an add-on control scheme, reference and command governors
utilize the notion of controlled invariance to enforce constraint
satisfaction and ensure that the modified reference command
is as close as possible to the original reference command
[25]. In [26], characterization of the controlled invariant set
for LK was given, which was then used to derive a feedback
control strategy to maintain a vehicle in its lane. The common
intent of these methods is to construct a controlled invariant
set that encodes the safety specifications, and then construct
a feedback law that ensures that trajectories of the controlled
systems are confined within the set.

A barrier function (certificate) is another means to prove a
safety property of a system based on set invariance. It seeks a
function whose sub-level sets (or super-level sets, depending
on the context) are all invariant, without the difficult task
of computing the system’s reachable set [27], [28]. In [29],
the barrier condition in [27] was relaxed by only requiring
a single super-level set of the function, which represents
the safe region, to be invariant. A control barrier function
(CBF) extends barrier functions from dynamical systems to
control systems. When CBFs are unified with a performance
controller, which can be expressed as a control Lyapunov
function (CLF) condition or a legacy controller, through a
quadratic programming (QP) framework, safety can be always
guaranteed while the performance objective is overridden
when safety and performance are in conflict (see Figure 1).
The QP-based approach was introduced in [29] where it was

applied to ACC safety control design. Further work along this
line is available in [30], [31], [32], [33], [34].
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Fig. 1. The QP-based framework that unifies the safety constraint and the
control performance. The controller usafe is designed to satisfy the barrier
condition, which ensures the control system satisfy the safety constraint (i.e.,
the state x stays within the safety set), and is as close as possible to the given
nominal control, which makes the control system achieve the performance
objective when it is not conflicting with the safety constraint.

This paper develops a modular correct-by-construction con-
trol approach that allows for individual and simultaneous
activation of LK and ACC, whose dynamics are described by a
continuous-time linear system and a linear parameter-varying
system, respectively. The interactions of the two modules
through the dynamics of the vehicle and the environment
are captured in a “contract”, which consists of a set of
assumptions and guarantees. CBFs are constructed to respect
the contract where the CBF for LK is synthesized with the
help of sum-of-squares (SOS) optimization [35], [36], [37] and
the CBF for ACC is constructed by physics-based modeling
and optimization. Through a QP that unifies the CBF and
the performance controller, the designed controller mediates
the safety and performance and is correct by construction
under a clearly delineated set of assumptions. The practicality
of the approach will be illustrated through calculations and
simulation on a model of a mid-size passenger vehicle.

The rest of the paper is organized as follows. Section II
introduces the definition and some theoretic results about
control barrier functions. Section III gives the dynamical
models and the safety specifications for LK and ACC, based
on which the composition problem studied in the paper is
formulated and the assumptions and guarantees between LK
and ACC are given. Section IV constructs CBFs for LK and
ACC, respectively. Section V gives the QP-based framework,
based on which the input that solves the composition problem
is provided. Simulation results are presented in Section VI and
finally, some conclusions in Section VII.

Notation. The boundary and the interior of a set S are de-
noted as ∂S and Int(S) (or S̊), respectively. The commutative
ring of real valued polynomials in n variables x1, ..., xn is
denoted as R[x1, ..., xn], and as Rm[x1, ..., xn] if its degree
is m. The set of sum of squares polynomials in n variables
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x1, ..., xn is denoted as Σ[x1, ..., xn], and as Σm[x1, ..., xn] if
its degree is m.

II. PRELIMINARIES ON CONTROL BARRIER FUNCTIONS

This section introduces the background on control barrier
functions that will be used later.

Consider a nonlinear system on Rn,

ẋ = f(x), (1)

with f locally Lipschitz continuous. The solution of (1) with
initial condition x0 ∈ Rn is denoted by x(t, x0) (or simply
x(t)). A set S is called forward invariant if for every x0 ∈ S,
x(t, x0) ∈ S for all t ∈ I(x0), where I(x0) is the maximal
interval of existence of x(t, x0).

Given a continuously differentiable function h : Rn → R,
define a closed set C as follows

C = {x ∈ Rn : h(x) ≥ 0}. (2)

In what follows, it will also be assumed that C is nonempty and
has no isolated points, that is, Int(C) 6= ∅ and Int(C) = C. The
Lie derivative of h(x) along the vector field f(x) is denoted
as Lfh(x), that is, Lfh(x) = ∂h

∂xf(x).

Definition 1. [30] Consider a dynamical system (1) and
the set C defined by (2) for some continuously differentiable
function h : Rn → R. If there exist a constant γ > 0 and a
set D with C ⊆ D ⊂ Rn such that

Lfh(x) ≥ −γh(x),∀ x ∈ D, (3)

then the function h is called a (zeroing) barrier function.

Existence of a (zeroing) barrier function implies the forward
invariance of C, as shown by the following theorem.

Theorem 1. [30] Given a dynamical system (1) and a set
C defined by (2) for some continuously differentiable function
h : Rn → R, if h is a barrier function defined on the set D
with C ⊆ D ⊂ Rn, then C is forward invariant.

Consider an affine control system of the following form

ẋ = f(x) + g(x)u, (4)

with f and g locally Lipschitz continuous, x ∈ Rn and u ∈
U ⊂ Rm.

Definition 2. [30] Given a set C ⊂ Rn defined by (2) for a
continuously differentiable function h : Rn → R, the function
h is called a (zeroing) control barrier function defined on set
D with C ⊆ D ⊂ Rn, if there exists a constant γ > 0 such
that1

sup
u∈U

[Lfh(x) + Lgh(x)u+ γh(x)] ≥ 0, ∀x ∈ D. (5)

Given a CBF h, for all x ∈ D, define the set

Kzcbf(x) = {u ∈ U : Lfh(x) +Lgh(x)u+ γh(x) ≥ 0}. (6)

The following result guarantees the forward invariance of C
when inputs are selected from Kzcbf(x).

1A more general definition for the (zeroing) CBFs that involves extended
class K functions can be found in [30].

Theorem 2. [30] Assume given a set C ⊂ Rn defined by (2)
for a continuously differentiable function h. If h is a CBF on
D, then any locally Lipschitz continuous controller u : D →
U such that u(x) ∈ Kzcbf(x) will render the set C forward
invariant.

In some cases, seeking a CBF that is everywhere continu-
ously differentiable can be too restrictive. Below, it is briefly
pointed out how the assumption of continuous differentiability
can be relaxed to a continuous function constructed from a
finite set of continuously differentiable functions.

Consider p (p ≥ 2) continuously differentiable functions
h1, ..., hp where hi : Rn → R. Assume that the sets Ci :=
{x ∈ Rn : hi(x) ≥ 0} satisfy Int(Ci) 6= ∅ and Int(Ci) = Ci.
Suppose that Rn is partitioned into p closed sets S1, ...,Sp
such that ∪pi=1Si = Rn and Int(Si)∩Int(Sj) = ∅, ∀i, j, i 6= j.
For any i, j such that Si∩Sj 6= ∅, assume that hi(x) = hj(x)
for x ∈ Si ∩ Sj . Then the function h : Rn → R by

h|Si(x) = hi(x) (7)

is well defined and continuous, and the set C = {x ∈
Rn|h(x) ≥ 0} is closed, has non-empty interior, and does
not have isolated points.

-6 -4 -2 0 2 4 6
x

-1

0

1

2

3

4

5

6
h

S2S1

h2

h1

Fig. 2. The safe set C defined in Example 1 is the shaded region.

Example 1. Consider two functions h1(x) = −x2 + 5,
h2(x) = −0.2x2 + 3 and the partition S1 = (−∞,

√
10/2],

S2 = [
√

10/2,∞). Clearly, Int(S1)∩ Int(S2) = ∅, S1 ∪S2 =
R and h1(x) = h2(x) when x =

√
10/2. Then, the safe set

C := {x|h(x) ≥ 0} with h(x) defined in (7) is shown as the
shaded area in Figure 2.

For all x ∈ Si (1 ≤ i ≤ p), suppose that there exists a
constant γi > 0 such that

sup
u∈U

[Lfhi(x) + Lghi(x)u+ γihi(x)] ≥ 0,

and define the set Ki(x) as

Ki(x) = {u ∈ U |Lfhi(x) + Lghi(x)u+ γihi(x) ≥ 0}.

For any x ∈ Rn, define the set K(x) as

K(x) = ∩s∈{i|x∈Si}K
s(x). (8)
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ẏ
ν̇

∆̇ψ
ṙ

 =


0 1 vf 0

0 −Cf+Cr

mvf
0

bCr−aCf

mvf
− vf

0 0 0 1

0
bCr−aCf

Izvf
0 −a

2Cf+b2Cr

Izvf




y
ν

∆ψ
r

+


0
Cf

m
0
aCf

Iz

u1 +


0
0
−1

0

 d. (9)

 v̇f
v̇l
Ḋ

 =

 − c0+c1vf
m
aL

vl − vf

+

 1
m
0
0

u2 +

 −νr0
0

 . (10)

The following proposition extends Theorem 2 to the case of
a safe set defined by a continuous function. Its proof is similar
to that of Theorem 2 and is omitted here.

Proposition 1. Given p (p ≥ 2) continuously differentiable
functions h1, ..., hp where hi : Rn → R and a partition of
Rn by p closed sets S1, ...,Sp such that if Si ∩ Sj 6= ∅, then
hi(x) = hj(x) for x ∈ Si ∩ Sj , define a function h as in
(7) and the set C = {x ∈ Rn|h(x) ≥ 0}. If K(x) 6= ∅ for
each x ∈ Rn, then any locally Lipschitz continuous controller
u : Rn → K(x) will render the set C forward invariant under
the closed-loop system associated with (4).

III. PROBLEM FORMULATION

In this section, we first introduce the individual models
and specifications for LK and ACC, respectively. Then, we
formulate a composition problem that is studied in the paper,
and propose an assume-guarantee contract between LK and
ACC.

A. Dynamic Models

The LK model used in this paper is the lateral-yaw model
as described in [3], [4], [38], and the ACC model is the point-
mass model in [16], [29]. Their dynamics are given in (9) and
(10), respectively.

Equation (9) describes the lateral-yaw dynamics of the
controlled vehicle. In (9), x1 := (y, ν,∆ψ, r)′ is the state,
where y, ν,∆ψ and r represent the lateral displacement from
the center of the lane, the lateral velocity, the yaw angle
deviation in road-fixed coordinates, and the yaw rate, respec-
tively; the input u1 = δf is the steering angle of the front
wheels; and d is the desired yaw rate, which is viewed as
a time-varying external disturbance and computed from road
curvature by d = vf/R0 where R0 is the (signed) radius of
the road curvature and vf is the vehicle’s longitudinal velocity.
Moreover, m is the total mass of the vehicle, and Cf , Cr, a
and b are parameters of the tires and vehicle geometry that are
all positive numbers.

Equation (10) describes the longitudinal dynamics of the
preceding vehicle and controlled vehicle. In (10), x2 :=
(vf , vl, D)′ is the state, which represent the following car’s
speed, the lead car’s speed and the distance between them, re-
spectively; u2 = Fw is the input that represents the longitudi-
nal force developed by the wheels; Fr = c0+c1vf+c1v

2
f is the

aerodynamic drag, with constants c0, c1, c2 that can be deter-
mined empirically; aL is the overall acceleration/deceleration
of the lead car.

Equations (9) and (10) are rewritten compactly as follows:

ẋ1 = f1(x1, vf ) + g1(x1)u1 + ∆f1(d), (11)
ẋ2 = f2(x2) + g2(x2)u2 + ∆f2(νr, aL), (12)

where

f1(x1, vf ) = A1(vf )x1, g1(x1) = B1, ∆f1(d) = E1d,

f2(x2) = A2x2, g2(x2) = B2, ∆f2(νr, aL) = E2,

with

A1(vf ) =


0 1 vf 0

0 −Cf+Cr

mvf
0

bCr−aCf

mvf
− vf

0 0 0 1

0
bCr−aCf

Izvf
0 −a

2Cf+b2Cr

Izvf

 ,

B1 =


0
Cf

m
0
aCf

Iz

 , E1 =


0
0
−1
0

 ,

A2 =

 0 0 0
0 0 0
−1 1 0

 , B2 =

 1
m
0
0

 ,

E2 =

 −νr − Fr

m
aL
0

 .

It is supposed that a bound is imposed on the steering angle
δf of the controlled vehicle, that is, the set of admissible inputs
for LK is

Ulk := [−δ̂f , δ̂f ], (13)

where δ̂f > 0 is the maximum steering angle. At highway
speeds, this number will be much smaller than the maximum
turning angle of the vehicle, say two or three degrees, versus
35 degrees.

It is also supposed that the acceleration/deceleration of the
controlled car is bounded, that is, the set of admissible inputs
for ACC is

Uacc := [−afmg, a′fmg], (14)

where af , a′f > 0. Typical bounds for driver comfort would
be two or three tenths of gravitational acceleration. Note that
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−afg is normally much less than the maximal deceleration
capability of the car. Additionally, it is supposed that the
deceleration/acceleration of the lead car is bounded. That is,
aL ∈ [−alg, a′lg] for some al, a

′
l > 0, which can be also

expressed as aL ∈ DaL where

DaL := {a ∈ R|(a+ alg)(a′lg − a) ≥ 0}. (15)

The lead and controlled vehicles may have different allowable
deceleration capabilities, i.e., al and af need not be equal.

B. Specifications

Specifications for LK and ACC are given in this subsection.
Among these specifications, the safety specifications are “hard
constraints” that must be satisfied for all time, while the
performance objectives are “soft constraints” that can be
overridden when they are in conflict with safety.

LK Specifications. The primary safety constraint of LK is
to keep the car within its lane. That is, the absolute value of
the lateral displacement y is less than some given constant
ym, which is related to the width of the lane and the car.
Specifically, this specification is expressed as

|y| ≤ ym, (16)

where ym is a given positive real number.
In addition to the lateral displacement, the other state

variables should also be bounded. These bounds are stated
as the following specifications:

|ν| ≤ νm, |∆ψ| ≤ ∆ψm, |r| ≤ rm, (17)

where νm, ∆ψm, rm are given positive real numbers.
A soft constraint for LK is for the vehicle’s yaw rate r(t)

to track d(t), the yaw or turning rate of the road, which is
expressed as

lim
t→∞

r(t)− d(t) = 0. (18)

Another optional soft constraint is for the lateral acceleration
to be upper bounded by a number that respects driver comfort,
e.g., |ν̇| ≤ 0.25g.

We define the set XLK as

XLK := {x1 ∈ R4||y| ≤ ym, |ν| ≤ νm,
|∆ψ| ≤ ∆ψm, |r| ≤ rm}. (19)

In what follows, we assume that |d| ≤ dmax for some given
dmax > 0, that is, d ∈ Dd where

Dd = {d ∈ R|d2
max − d2 ≥ 0}. (20)

ACC Specifications. The primary constraint for ACC is that
the controlled vehicle maintain a safe distance from the lead
car. There are numerous formulations of this safety concept
such as Time Headway and Time to Collision. In this paper,
we use the following hard constraint [39]:

D ≥ τdvf +D0, (21)

where τd is the desired time headway and D0 is the minimal
distance between cars when they are fully stopped.

The soft constraint for ACC, which is the performance
objective of the controlled car, is to achieve a desired speed
vd set by the driver. This specification can be expressed as

lim
t→∞

vf (t)− vd = 0, (22)

for a given positive constant vd. Clearly, if the lead car’s speed
is less than vd, then (22) cannot be achieved. In our control
formulation, this is automatically taken into account without
the need for if-then-else statements defining various modes of
operation.

C. Formulating the Composition Problem

The correctness guarantee for the composition of LK and
ACC is formulated as the following problem.

Given LK model (11) and ACC model (12), find feedback
controllers u1 ∈ Ulk and u2 ∈ Uacc such that for any
d ∈ Dd and aL ∈ DaL , the hard constraints (16), (17) and
(21) are always satisfied, and the soft constraints (18) and
(22) are achieved when they are not in conflict with the hard
constraints.

Although the safety specifications for LK and ACC are
given separately, the dynamics of LK and ACC interact with
each other because A1(vf ) depends on vf and ∆f2(νr, aL)
depends on the product of lateral velocity and yaw rate through
the term νr. Furthermore, the external inputs d, aL and the
assumption that u1, u2 are bounded make the compositional
problem harder to slove (see Figure 3).

lateral

dynamics

longitudinal

dynamics
vf

ν, r

d ∈ Dd aL ∈ DaL

u1 ∈ Ulk u2 ∈ Uacc

1

Fig. 3. Interconnection of the lateral and longitudinal dynamics.

D. A Contract Between LK and ACC

One approach for the compositional design of complex
systems is the contract-based method, which formally defines
a set of assume-guarantee protocols among subsystems in
a “circular” manner [17], [18]. The basic idea is that each
subsystem ensures that its behavior (i.e., set of trajectories)
satisfies its own guarantees, under the assumption that all the
other subsystems do the same, so that a formal guarantee on
the behavior of the overall system can be established. For
the composition of LK and ACC, we provide assumptions
and guarantees between them in terms of the bounds of their
respective coupling variables.

Let v̄, v > 0 be the upper and lower bound of vf ,
respectively, where v̄ ≥ vd. Define a set Dvf as

Dvf = {vf ∈ R|(v̄ − vf )(vf − v) ≥ 0}. (23)

The contract between the LK and the ACC subsystems is given
as follows: The LK subsystem assumes that vf ∈ Dvf and
guarantees that x1 ∈ XLK for any d ∈ Dd, while the ACC
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subsystem assumes that |νr| ≤ νmrm and guarantees that
vf ∈ Dvf for any aL ∈ DaL .

The given contract allows us to design the controller for LK
and ACC separately. As long as the individual specifications
are respected in a formally correct way, the overall closed-
loop system will also satisfy all the safety constraints in the
compositional problem. In Section IV, we will construct CBFs
for LK and ACC individually, such that the contract will be
respected provided that the two subsystems constrain their
behaviors in a controlled invariant set corresponding to their
individual CBF. In Section V, we will synthesize a provably
correct solution to the composition problem via a QP that
unifies CBFs and the performance controllers.

IV. CONTROL BARRIER FUNCTIONS FOR LK AND ACC

In this section, we provide CBFs for the LK model (9) and
the ACC model (10), respectively. To this end, we translate the
hard constraints of Section III-B into conditions that a CBF
must satisfy so that, by the results of Section II, the trajectories
of the closed-loop system will satisfy the safety portion of the
specification.

A. The CBF For LK

For the LK subsystem, we construct a polynomial function
hlk(x1) ∈ Rα[x1] that has the following form:

hlk(x1) = κ− ĥlk(x1) (24)

where α is some given positive integer indicating the poly-
nomial degree, κ ∈ R is some positive number, ĥlk(x1) ∈
Rα[x1] is a polynomial that is nonnegative. Then the safe set
for LK is defined as

Clk := {x1 ∈ R4|hlk(x1) ≥ 0}.
Here, κ is a variable used to enlarge the volume of Clk, which
will be discussed in detail later.

According to the contract in Subsection III-D, the CBF
hlk(x1) will be designed to satisfy the following properties:

(LK-P1) Clk := {x1 ∈ R4|hlk(x1) ≥ 0} 6= ∅, (25)

(LK-P2) Clk ⊂ X̊LK , (26)
(LK-P3) ∀x1 ∈ Clk,∀vf ∈ Dvf ,∀d ∈ Dd,

sup
u1∈Ulk

[Lf1+∆f1hlk(x1) + Lg1hlk(x1)u1 + γhlk(x1)] ≥ 0,

(27)

where γ > 0 is a given number representing the gain in (5).
The property (LK-P1) ensures that the safe set Clk is non-

empty, property (LK-P2) ensures that x1 ∈ XLK as long as
x1 ∈ Clk, and property (LK-P3) ensures that hlk is a control
barrier function for any longitudinal velocities in Dvf and any
desired yaw rates in Dd. Note that properties (LK-P1)-(LK-P3)
imply the satisfaction of the hard constraints (16) and (17).

In summary, hlk with properties (LK-P1)-(LK-P3) guaran-
tees that, for any speed vf ∈ Dvf and desired yaw rate d ∈ Dd,
there exists steering angle δf ∈ Ulk such that the trajectory
of the LK system stays in the set Clk (and thus set XLK) if
starting from Clk.

Recalling that the set D is the region for which the CBF
condition holds (cf. Definition 1), Theorem 3 provides a
sufficient condition for the existence of hlk with D = XLK ,
which is the key step in translating the properties (LK-P1)-
(LK-P3) into a set of sufficient conditions that can then be
synthesized by sum-of-squares programs [35], [40]. In fact, we
assume that D = XLK for now, which simplifies the procedure
to construct hlk, and we will discuss the case D = Clk later.

Theorem 3. Given the LK model (11), the variable bounds
ym, νm,∆ψm, rm, the admissible set Ulk defined in (13), a
positive definite polynomial p(x1) and the setsDvf ,Dd defined
in (23) and (20), if there exist γ > 0, ρ > 0, some positive
integer α, polynomial hlk(x1) ∈ Rα[x1], non-negative poly-
nomials s0, s1, ..., s4 ∈ Σ[x1] and s5, ..., s10 ∈ Σ[x1, d, vf ]
such that

hlk(x1)− (ρ− p(x1))s0(x1) ≥ 0, (28)

(y2 − y2
m)s1 + hlk(x1) < 0, (29)

(ν2 − ν2
m)s2 + hlk(x1) < 0, (30)

(∆ψ2 −∆ψ2
m)s3 + hlk(x1) < 0, (31)

(r2 − r2
m)s4 + hlk(x1) < 0, (32)

sup
u1∈Ulk

[Lf1+∆f1hlk(x1) + Lg1hlk(x1)u1 + γhlk(x1)]

− (y2
m − y2)s5 − (ν2

m − ν2)s6 − (∆ψ2
m −∆ψ2)s7

− (rm2 − r2)s8 − (d2
max − d2)s9 − (v̄ − vf )(vf − v)s10 ≥ 0,

(33)

then hlk(x1) satisfies properties (LK-P1)-(LK-P3) defined in
(25)-(27).

Proof. Condition (28) implies (LK-P1) because hlk(x1) ≥ 0
whenever p(x1) ≤ ρ, which means that {x1|p(x1) ≤ ρ} ⊆ Clk
and therefore Clk 6= ∅. Based on the S-procedure, conditions
(29)-(32) imply (LK-P2) because |y| < ym, |ν| < νm, |∆ψ| <
∆ψm and |r| < rm whenever hlk(x1) ≥ 0. Condition (33)
implies condition (LK-P3), since (27) holds whenever x1 ∈
XLK , vf ∈ Dvf , d ∈ Dd.

In addition to the properties (LK-P1)-(LK-P3), it is desirable
for hlk to maximize the volume of Clk, the portion of the
safe set that the CBF renders controlled invariant. To this end,
we normalize the coefficients of ĥlk by adding the constraint
ĥlk((1, ..., 1)>) = 1 (i.e., the sum of the coefficients is equal to
1) and maximizing κ. Note that the normalization is necessary
to make the maximization of κ valid, since otherwise the
coefficients of ĥlk can be scaled accordingly with κ that
results in the same Clk, which makes maximizing κ have no
meaning. The normalization method has also been used in
finding the maximal region of attraction of a control system
using Lyapunov function and SOS [37], [41].

The terms ρs0 in (28) and γhlk in (33) involve products
of the unknowns, but it can be turned into linear constraints
on the unknowns through bisecting ρ and γ. Moreover, the
maximization over the allowed steering angles in (33) also
involves a product of the unknowns, which can be overcome
by finding an explicit formula for the controller and iterating
between improving the current control solution and the CBF.
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In what follows, we explain in detail the iterative procedure
to construct hlk, which satisfies (28)-(33) and maximizes the
volume of Clk, using SOS programs.

1.Initialization. The iteration process is initialized by first
computing an LQR controller for a nominal value of vf ∈ Dvf
and d = 0. More specifically, we first choose weight matrices
Q ∈ R4×4 penalizing the state and R ∈ R penalizing the
input, where look-ahead of the road curvature can be taken into
account in Q [3]. Then we solve for the LQR gain K ∈ R1×4

for the system (A(vf ), B) with a given and fixed vf ∈ Dvf .
Based on the gain K, we fix the control u1 = −Kx1

1+η(Kx1)2 and
solve for hlk using a feasibility SOS program, with η selected
as η = 1/(2δ̂f )2. This value implies that | −Kx1

1+η(Kx1)2 | ≤ δ̂f
and therefore u1 ∈ Ulk.

Remark 1. The motivation for scaling the LQR control −Kx1

by 1 + η(Kx1)2 includes: (i) an LQR controller gain K is
easily computed; (ii) the value function of the LQR controller
corresponds to a quadratic form, and there always exists a
sufficiently small sublevel set of the quadratic form contained
in XLK , for which the values of the controller over that
sublevel set lie in Ulk; and (iii), while there is no guarantee
that the controller u1 computed in this manner will result
in a feasible SOS program (i.e., the following (P0)) for all
vf ∈ Dvf and d ∈ Dd, this has not been a problem in the
examples we have worked when ρ is sufficiently small. Of
course, the user is free to use other control synthesis methods
to initiate the iteration process. It is also a choice whether or
not to feed forward the desired yaw rate.

Given an LQR gain K, we choose values for γ > 0
and sufficiently small ρ0 > 0, ε > 0 and use the following
feasibility SOS program for initialization.

(P0) :

find hlk ∈ Rα[x1], s0, s1, ..., s4 ∈ Σ[x1], s5, ..., s10 ∈ Σ[x1, d, vf ]

such that
hlk − (ρ0 − p)s0 ∈ Σ[x1], (34)

− hlk − (y2 − y2
m)s1 − ε ∈ Σ[x1], (35)

− hlk − (ν2 − ν2
m)s2 − ε ∈ Σ[x1], (36)

− hlk − (∆ψ2 −∆ψ2
m)s3 − ε ∈ Σ[x1], (37)

− hlk − (r2 − r2
m)s4 − ε ∈ Σ[x1], (38)

∂hlk
∂x1

[A(vf )x1 + Ed][1 + η(Kx1)2]vf +
∂hlk
∂x1

B(−Kx1)vf

+ γhlk[1 + η(Kx1)2]vf − (y2
m − y2)s5 − (ν2

m − ν2)s6

− (∆ψ2
m −∆ψ2)s7 − (r2

m − r2)s8 − (d2
max − d2)s9

− (v̄ − vf )(vf − v)s10 ∈ Σ[x1, d, vf ], (39)

where η = 1/(2δ̂f )2.
Note that (34) implies (LK-P1), (35)-(38) imply (LK-P2)

based on the S-procedure, and (39) implies that for any x1 ∈
XLK , vf ∈ Dvf , d ∈ Dd,

∂hlk
∂x1

[A(vf )x1 +B
−Kx1

1 + η(Kx1)2
+ Ed] + γhlk ≥ 0. (40)

Thus, (40) means that the control u1 = −Kx1

1+η(Kx1)2 ∈ Ulk
results in the CBF condition ḣlk(x1, vf , d, u1)+γhlk(x1) ≥ 0
holding. Because A(vf ) is a rational matrix with the denomi-
nator vf in some of its entries, it needs to be multiplied with
vf so that it becomes a polynomial [40]. Note that in (P0)
and in what follows, the degrees of the multipliers si are not
specified explicitly and assumed to be chosen appropriately.

If (P0) is infeasible, we repeat it by modifying parameters
Q,R, γ, ρ0, ε and increasing α; otherwise, hlk is obtained as
a polynomial that satisfies properties (LK-P1)-(LK-P3). Then,
the following two steps will be used to find a polynomial hlk
that increases the volume of Clk.

2.Synthesize Controller. Given the polynomial hlk from the
initialization step, which is denoted as holdlk in the subsequent
(P1), we use the following maximization SOS program to find
a new controller u ∈ Rβ [x1, d, vf ] with some positive integer
β, κ ∈ R and multipliers si(0 ≤ i ≤ 22), such that u ∈ Ulk,
κ is maximized and for any x1 ∈ XLK , vf ∈ Dvf , d ∈ Dd,
the CBF condition (27) holds.

(P1) :

max κ

over κ ∈ R, u ∈ Rβ [x1, d, vf ], s0, s1, ..., s4 ∈ Σ[x1],

s5, ..., s22 ∈ Σ[x1, d, vf ], such that

hlk − holdlk s0 ∈ Σ[x1], (41)
(35)− (38) hold,
∂hlk
∂x1

[A(vf )x1 +Bu(x1, d, vf ) + Ed]vf + γhlkvf

− (y2
m − y2)s5 − (ν2

m − ν2)s6 − (∆ψ2
m −∆ψ2)s7

− (r2
m − r2)s8 − (v̄ − vf )(vf − v)s9

− (d2
max − d2)s10 ∈ Σ[x1, d, vf ], (42)

u(x1, d, vf ) + δ̂f − (y2
m − y2)s11 − (ν2

m − ν2)s12

− (∆ψ2
m −∆ψ2)s13 − (r2

m − r2)s14 − (d2
max − d2)s15

− (v̄ − vf )(vf − v)s16 ∈ Σ[x1, d, vf ], (43)

− u(x1, d, vf ) + δ̂f − (y2
m − y2)s17 − (ν2

m − ν2)s18

− (∆ψ2
m −∆ψ2)s19 − (r2

m − r2)s20 − (d2
max − d2)s21

− (v̄ − vf )(vf − v)s22 ∈ Σ[x1, d, vf ]. (44)

Condition (42) means that with such u, the CBF condition
ḣlk(x1, vf , d, u) + γhlk(x1) ≥ 0 holds, for any x1 ∈ Xlk, d ∈
Dd, vf ∈ Dvf . Conditions (43)-(44) mean that the synthesized
u ∈ Rβ [x1, d, vf ] satisfies |u| ≤ δ̂f , which implies that u ∈
Ulk, for any x1 ∈ Clk, d ∈ Dd, vf ∈ Dvf .

When the procedure goes from (P0) to (P1), which will
happen only once, it is not guaranteed that (P1) will be
feasible. In case of infeasibility, we can increase the degree
of u and repeat (P1). However, in all examples we have
worked, (P1) has been feasible, even when u is chosen to
be of degree two. On the other hand, (P1) will always be
feasible when executed after (P2), another SOS program that
will be discussed shortly. Therefore, we assume that (P1) is
feasible at initialization and proceed.
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Remark 2. If we choose the controller in (P1) to be a
rational function in the form of K̃1x1/(1 + x>1 K̃2x1) where
K̃1 ∈ R1×4, K̃2 ∈ R4×4 positive definite, then (P1) is
guaranteed to be feasible because (40) holds and u1 in (P0) is
a rational polynomial function of the same form. Higher order
terms can also be included in the numerator/denominator
of the rational function. The following algorithms remain
true after appropriate modifications, if the rational functions
template are used for the controller. This also validates the
above assumption that (P1) is always feasible.

3.Synthesize Barrier. Given the controller u(x1, d, vf ) and
the CBF hlk from (P1), which will be denoted as holdlk in the
subsequent (P2), the following SOS program finds a new CBF
hlk and multipliers s0, s1, ..., s10 to maximize κ.

(P2) :

max κ

over κ ∈ R, ĥlk ∈ Rα[x1], s0, s1, ..., s4 ∈ Σ[x1],

s5, ..., s10 ∈ Σ[x1, d, vf ], such that
(35)− (38), (41) and (42) hold.

Note that (P2) is always feasible since u and κ in (P1)
constitute a feasible solution, and the resulting hlk is a
polynomial satisfying (28)-(33) and therefore properties (LK-
P1)-(LK-P3).

With the new CBF hlk constructed, we return to Step 2
to continue the iterative procedure until convergence. Because
XLK is a compact set and the constructed set Clk in each step
of (P1)-(P2) is no smaller than in the previous step, asymp-
totic convergence is guaranteed. In practice, we can either
terminate the algorithm when the change of κ is below some
threshold, or simply set in advance the number of iterations.
Furthermore, when we return to (P1), it is guaranteed to be
feasible since u in the last step, i.e., (P2), is a feasible solution.

Algorithm 1 and Proposition 2 summarize the above results.

Algorithm 1 Synthesis of Control Barrier Functions for LK

Input: ym, νm,∆ψm, rm, δ̂f , dmax, v̄, v,Q,R, γ, ε, ρ0, p, α, β
Output: κ, ĥlk(x1), u(x1, d, vf )

1: Solve for the LQR gain K and solve (P0)
2: while (P0) is not feasible do
3: Modify Q,R, γ, ρ0 and solve (P0)
4: end while
5: converged = false
6: while ¬ converged do
7: Fix ĥlk, find u, si, κ and maximize κ by solving (P1)
8: Fix u, find ĥlk, si, κ and maximize κ by solving (P2)
9: if |κnew − κold| ≤ some threshold then

10: converged = true
11: end if
12: end while

Proposition 2. If (P0) is feasible, then Algorithm 1 terminates
and the polynomial hlk(x1) returned by it satisfies properties
(LK-P1)-(LK-P3).

Remark 3. There are no efficient and reliable solvers for
semi-definite programs with bilinear constraints in the decision
variables, which are non-convex and known to be NP-hard in
general. Iterative procedures have therefore been commonly
used to bypass the bilinear constraints for SOS programs;
for instance, they were used to search for control Lyapunov
functions in [42] and to construct an invariant funnel along
trajectories in [37]. However, in contrast to the cited results,
the particular controller constructed in Algorithm 1 is not
important to us since it will not be implemented directly on
the system; indeed, the actual control input will be generated
by solving a quadratic program that will be explained in
Section V. In fact, it is the CBF hlk that is crucial to us,
because it characterizes the safe set Clk that can be rendered
controlled invariant using input values selected from Ulk.
These observations allow us to focus on the construction of
the CBFs instead of the control law (recall the discussion in
Remark 2 about the flexible form of the controller).

By fixing hlk and u obtained from Algorithm 1, we can
further maximize γ by solving the following SOS program:

max γ

over γ ∈ R, s0, ..., s4 ∈ Σ[x1], s5, ..., s10 ∈ Σ[x1, d, vf ]

such that (42) holds.

With the maximal γ, we obtain the maximal allowable input
set Kzcbf(x) (cf. Definition 6) w.r.t. the CBF hlk, from which
the input can render the set Clk controlled invariant under the
dynamics of the LK system.

Remark 4. Since the CBF hlk satisfies ḣlk+γhlk ≥ 0 in XLK ,
the set Clk is asymptotically stable in XLK under a control
law taking values from Kzcbf(x). Therefore, we can take into
account affine disturbances in (9) similar to the argument in
[30], by which it can be shown that the LK system is input-
to-state stable with respect to the disturbances and a larger
controlled invariant set containing Clk can be quantitatively
given.

The argument above shows that, if we choose D = XLK ,
then Clk is controlled invariant and is attractive within XLK
under control from Kzcbf(x). On the other hand, if we choose
D = Clk, we will get a larger set Clk in principle (since it
is not attractive outside Clk), but constructing hlk that defines
such Clk would then become more involved. Note that for this
case, Theorem 3 is still true if condition (42) is changed into:

∂hlk
∂x1

[A(vf )x1 +Bu(x1, d, vf ) + Ed]vf + γhlkvf − hlks5

− (v̄ − vf )(vf − v)s6 − (d2
max − d2)s7 ∈ Σ[x1, d, vf ].

(45)

where s5, s6, s7 ∈ Σ[x1, d, vf ] are multipliers to be found.
As shown in (45), hlks5 is an additional bilinear term of the

unknowns if SOS programs are applied to construct hlk for
D = Clk. To bypass this difficulty, we can divide (P1) into two
steps as follows: (i) fix hlk, search for u ∈ Rβ [x1, d, vf ], si ∈
Σ[x1, d, vf ] by solving a feasibility SOS program, (ii) fix ĥlk,
the control u and the multipliers si obtained in (i), search for
κ and maximize it by solving a maximization SOS program.
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Then, if Line 7 of Algorithm 1 is replaced with these two
steps, the resulting CBF hlk will satisfy properties (LK-P1)-
(LK-P3).

Remark 5. A bound on lateral acceleration ν̇, which was
introduced as a soft constraints for LK in Subsection III-B,
can be added as a (hard) constraint to the SOS programs.
However, by doing this, the feasibility of (P1) and (P2) will no
longer be guaranteed. Thus, this constraint is not considered,
and will be discussed later in Section V.

Remark 6. Using the SOS optimization is not the only way to
design CBFs. Gerdes et al. developed a Lagrangian model of
the lateral dynamics and then augmented the corresponding
Hamiltonian with an additional potential term to enforce the
invariance of a set delineated by the lane boundaries, in
the face of road curvature variations [3]. However, with this
method, it is unclear how to address bounds on steering
angle, yaw rate and lateral velocity, as we have done in
(29)-(32); moreover, there is no distinction between safety–
staying within the lane markers—and performance—how much
to override the driver or how close to remain centered in
the lane. When applying LQR to the LK problem, the cost-to-
go function resulting from solving the Riccati equation for a
constant longitudinal speed vf does yield a quadratic barrier
function for the closed-loop lateral-yaw model, with vf in a
small neighborhood of the nominal speed, and hence is also a
CBF for the open-loop lateral-law model for the same range of
longitudinal speed. However, the LQR approach to developing
a CBF cannot handle the bounded input/state or the varying
road curvature constraints; moreover, our experience is that
the associated safe set computed from a sub-level set of the
cost-to-go function is unacceptably small.

B. The CBF For ACC

Suppose that the CBF for the ACC subsystem has the
following form:

hacc(x2) : = D − τdvf −D0 − ĥacc(vf , vl) (46)

where ĥacc(vf , vl) is a polynomial to be determined. Accord-
ing to the contract in Section III-D, the CBF hacc will be
designed to satisfy the following properties:

(ACC-P1) Cacc := {x2 ∈ R3|hacc(x2) ≥ 0} 6= ∅, (47)

(ACC-P2) ∀vf ∈ Dvf ,∀vl ≥ v, ĥacc(vf , vl) ≥ 0, (48)
(ACC-P3) ∀x2 ∈ XACC ,∀aL ∈ DaL ,∀|νr| ≤ νmrm,

sup
u2∈Uacc

[Lf2+∆f2hacc(x2) + Lg2hacc(x2)u2] ≥ 0. (49)

When hacc(x2) = 0, the minimal safe distance for the
controlled car is given by Dmin = τdvf +D0 + ĥacc(vf , vl),
which is no less than τdvf + D0 since ĥacc(vf , vl) ≥ 0.
Therefore, the hard constraint (21) will be satisfied when
x2 ∈ Cacc. Note that condition (49) implies the controlled
invariance of Cacc. We also point out that the CBF cannot be
simply chosen as hacc(x2) := D − τdvf −D0, since the set
Cacc thus defined is not controlled invariant using an input
u2 ∈ Uacc.

It is clear that an overly conservative safe distance Dmin is
undesirable, as it will encourage other cars to cut into the lane.
When the SOS program is used to construct hacc(x2), how-
ever, the resulting Dmin was unnecessarily large. A physics-
based optimization can be used to construct hacc by noting that
the ACC subsystem has the following monotone property: if
(D1, vf , vl) ∈ Cacc when aL = −alg and u2 = −afg, then
(D2, vf , vl) ∈ Cacc for any D2 ≥ D1. This property was
exploited in our previous work to compute in closed form two
sets of CBFs for ACC (see [43] and its supplemental material
[44]). A set of three or four continuously differentiable func-
tions are provided, with which the CBF hacc is constructed
from these functions by (7). In the derivation in [44], we
assumed that the first equality in (10) is simplified to v̇f = û2

m ,
where û2 ≥ −âfmg for some âf > 0. For the ACC subsystem
considered here, we have û2 = u2 +Fr−mνr, which implies
that âf ≥ af + (c0 + c1v + c2v

2)/mg − νmrm/g.
In summary, by using a deceleration bound that takes into

account the aerodynamic drag and the bound of |νr| in the
contract, the closed-form CBFs proposed in [43] and [44] are
used to construct hacc(x2) satisfying properties (ACC-P1)-
(ACC-P3).

V. COMPOSITIONAL CONTROL SYNTHESIS VIA
QUADRATIC PROGRAM

In this section, a solution will be provided to the composi-
tion problem of LK and ACC formulated in Section III-C.

Once the CBFs are obtained (off line), the controls are gen-
erated by quadratic programs that combine the hard constraints
(i.e., safety), which are expressed as CBF conditions, and the
soft constraints (i.e., performance objectives), which indicate
closeness to a nominal controller but are overridden when they
conflict with the hard constraints.

The hard constraints are expressed as the controlled invari-
ance of the sets Clk for LK and Cacc for ACC, using the
CBF condition. Because of the assumptions and guarantees
between the two subsystems, the controlled invariant set for
the compositional system is a Cartesian product of Clk and
Cacc, and the behaviors of the LK and ACC subsystems can
be decoupled as long as their states are confined within these
two sets, respectively. Therefore, local controllers for LK and
ACC can be synthesized by solving two separate QPs.

Based on the CBFs hlk(x1), hacc(x2) constructed in Section
IV, the hard constraints for LK and ACC can be expressed with
some positive gains γ1, γ2 as follows

Lf1+∆f1hlk(x1) + Lg1hlk(x1)u1 + γ1hlk(x1) ≥ 0, (50)
Lf2+∆f2hacc(x2) + Lg2hacc(x2)u2 + γ2hacc(x2) ≥ 0. (51)

The soft constraint (18) for LK can be expressed as follows:

u1 = K̄(x1 − xf1 ) + δ1, (52)

where δ1 > 0 is a relaxation variable, xf1 = [0, 0, 0, d]> is a
feedforward term, and K̄ is a feedback gain determined by
solving a LQR problem such that x1 → xf1 .

For ACC, we use a candidate CLF V (x2) := (vf − vd)2

to express the soft constraint (22) with the following CLF
condition:

Lf2+∆f2V (x2) + Lg1V (x2)u2 + cV (x2) ≤ δ2, (53)
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where δ2 > 0 is the second relaxation variable, and c > 0 is
a given constant related to the convergence rate.

Then, among the set of controls that satisfy constraints (50)-
(51), the min-norm controllers [45] are obtained by solving the
following two QPs:

u∗1(x) = argmin
u1=[u1,δ1]>∈R2

1

2
u>1 Hlku1 + F>lku1 (QP-LK)

s.t. Alku1 ≤ blk,
u1 = −K(x1 − xf1 ) + δ1,

u∗2(x) = argmin
u2=[u2,δ2]>∈R2

1

2
u>2 Haccu2 + F>accu2 (QP-ACC)

s.t. Aaccu2 ≤ bacc,
Aclf
accu2 ≤ bclf

acc + δ2,

where

Hlk =

[
1 0
0 p2

]
, Flk =

[
0
0

]
,

Hacc =

[
1
m2 0
0 p1

]
, Facc = −

[
Fr

m2

0

]
,

Alk = [−Lg1hlk(x1), 0],

blk = Lf1+∆f1hlk(x1) + γ1hlk(x1),

Aacc = [−Lg2hacc(x2), 0],

bacc = Lf2+∆f2hacc(x2) + γ2hacc(x2),

Aclfacc = [Lg2V (x),−1],

bclfacc = −(Lf2+∆f2V (x) + cV (x)),

and p1, p2 � 0 are the penalizing weights for relaxation
variables δ1, δ2, respectively. Here, Hacc, Facc are chosen as
such due to partial input/output linearization of (10) [43].

As (QP-LK) and (QP-ACC) are convex QPs, they can be
solved efficiently by current optimization solvers. Alterna-
tively, it was shown in [43] that u1, u2 obtained by (QP-LK)
and (QP-ACC) can be obtained in closed-form and are locally
Lipshcitz continuous, which makes them particularly easy to
use in embedded implementations.

Theorem 4. The solutions u∗1(x) and u∗2(x) generated by
(QP-LK) and (QP-ACC) constitute a locally Lipshcitz contin-
uous control law that ensures the hard constraints (16), (17)
and (21) are satisfied for all time.

Remark 7. It is possible to add more performance objectives
as soft constraints to the QPs (QP-LK) and (QP-ACC). For
instance, the soft constraint about the lateral acceleration can
be expressed as |ν̇| ≤ ν̇max+δ3 where δ3 is another relaxation
variable and ν̇max is the given lateral acceleration bound.
Adding this constraint and modifying the matrices Hlk, Flk to
(QP-LK) in an obvious way, we can still obtain a solution that
ensures the satisfaction of the hard constraints.

The objective functions of (QP-LK) and (QP-ACC) can be
expressed alternatively as minimizing the difference of the real
control and some nominal control. The corresponding QPs are
expressed as follows:

u∗1(x) = argmin
u1∈R

‖u1 − ulkno‖2 (QP-LK2)

s.t. Alku1 ≤ blk,
u∗2(x) = argmin

u2∈R
‖u2 − uaccno ‖2 (QP-ACC2)

s.t. Aaccu2 ≤ bacc.
The nominal control ulkno (resp. uaccno ) can be either determined
by the CLF condition (resp. the LQR solution) shown above
or any other legacy control laws such as those have been
developed by OEMs. This shows a particular advantage of
the proposed control approach in that it can endow a legacy
controller as a correct-by-construction solution, where the
safety of the closed-loop system is guaranteed by the CBF
conditions. Particularly, as QPs (QP-LK2) and (QP-ACC2)
essentially involve computing a minimum distance to a convex
set, their closed-form solutions can be easily obtained [46].
Hence, the onboard implementation of our controller is no
more burdensome than a classic PID controller.

VI. SIMULATION

In this section, we apply the control laws u1, u2, which
are obtained by solving QPs (QP-LK) and (QP-ACC), to the
simultaneous operation of LK and ACC in a 16 degree of
freedom model in Carsim, which is a widely used vehicle
simulation package in industry. Although the controllers are
designed by the widely used simplified models (9) and (10),
the overall system is shown to satisfy all of the safety
specifications.

The parameter values related to the vehicle dynamics are
extracted from the D-Class Sedan model in CarSim, and are
shown in Table I. The controlled car is allowed to employ
a maximal deceleration of 0.25 g, maximal steering angle of
0.06 rad (i.e., approximately 3.5 degrees), and have a desired
pre-set speed vd = 22 m/s and time-headway setting τd = 1.8
seconds. The bound dmax related to the road curvature is
given as 0.1 rad/s, and the bounds related to the lateral
dynamics are given as ymax = 0.9 m, νmax = 1 m/s,
∆ψmax = 0.05 rad and rmax = 0.3 rad/s, respectively.

TABLE I
PARAMETER VALUES AND CONSTRAINTS

m 1650 kg ym 0.9 m p1 1000
c0 51 N νm 1.0 m/s p2 1000
c1 1.26 Ns/m ∆ψm 0.05 rad p3 100
c2 0.4342 Ns2/m2 rm 0.3 rad/s af 0.25
a 1.11 m v 15 m/s a′f 0.25
b 1.59 m v̄ 30 m/s al 0.25
Cf 133000 N/rad vmin 15 m/s τd 1.8
Cr 98800 N/rad vmax 30 m/s γ2 2
Iz 2315.3 kg m2 rad/s vd 22 m/s γ1 2
dmax 0.1 D0 0.1 m c 10
ν̇max 0.25 m/s2 g 9.81 m/s2 δ̂f 0.06

With the given parameters, the CBF hlk(x1) is obtained
by solving the SOS programs using the MATLAB toolbox
yalmip along with the SDP solver Mosek. For ACC, the set
of optimal barriers hacc(x2) developed in [44] are used. The
QPs are solved using the MATLAB command quadprog, but
they could be just as easily solved in closed-form as mentioned
in Section V. The gain matrix K̄ in (52) is obtained by
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solving an LQR problem. Assume that the controlled car
uses a lateral preview of approximately 0.4 seconds, which
corresponds to an “output” Cx with C = [1, 0, 10, 0]. Given
the control weight R = 600 and the state weight matrix
Q = KpC

>C + KdC
>A>1 A1C, where A1 is given in (11)

and Kp = 5,Kd = 0.4, the feedback gain K̄ is determined
by solving an LQR problem with such Q and R.

We simulated the controller in Carsim on a curved road,
with initial condition (vf (0), vl(0), D(0)) = (18, 17, 65) and
(y(0), ν(0),∆ψ(0), r(0)) = (0, 0, 0, 0). Each subfigure of
Figure 4 is interpreted as follows:
• Subfigure (a) shows the speed profile of the lead car
vf (in blue) and the controlled car vl (in black), where
the desired speed vd is depicted in dotted green line.
During t = 0s and t = 7s, the controlled car accelerates
and achieves the desired speed vd; during t = 7s and
t = 12s, the controlled car slows down to maintain a safe
distance with the lead car; during t = 12s and t = 24s,
the controlled car achieves the desired speed again; after
t = 24s, the controlled car slows down to keep a safe
distance with the lead car and eventually maintains the
same speed as the lead car. The “apparent changes in
modes” are all achieved by the QP guaranteeing the hard
(safety) constraint and meeting the soft (performance)
constraint on speed tracking as closely as possible. There
are no if-then-else or case statements involved.

• Subfigure (b) shows the state evolution of the lateral
dynamics x2; it can be seen that y, ν,∆ψ, r are within
their respective bounds during the simulation. The abrupt
changes happening at t = 20s, 25s, 45s are due to step
changes in the road curvature.

• Subfigure (c) shows the wheel force u1 divided by mg
(in blue) and the bounds −af , a′f (in dotted red line); it
can be seen that the wheel force constraint is satisfied as
u1 ∈ Uacc.

• Subfigure (d) shows the steering angle u2 (in blue) and
the bound δ̂f ,−δ̂f (in dotted red line); it can be seen that
the steering angle constraint is satisfied as u2 ∈ Ulk.

• Subfigure (e) shows the values of r (in black) and d (in
blue); it can be seen that r tracks d pretty well, indicating
satisfaction of the soft constraint (17).

• Subfigure (f) shows the values of the actual time headway
τ (in blue) and the desired time headway τd (in dotted
red line); it can be seen that τ ≥ τd as desired.

• Subfigure (g) shows the values of hacc (in blue) and the
zero-value line (in dotted red); it can be seen that hacc
is always positive as desired, which implies satisfaction
of the ACC constraint (21). Note that hacc > 0 dur-
ing t ∈ [12s, 24s] because the ACC-controlled car has
achieved its desired speed and has no intension to reduce
the relative distance.

• Subfigure (h) shows the values of hlk (in blue) and the
zero-value line (in dotted red); it can be seen that hlk is
always positive as desired, which implies satisfaction of
the LK constraints (16) and (17).

VII. CONCLUSIONS

In this paper, we developed a control design approach with
correctness guarantees for the simultaneous operation of lane
keeping and adaptive cruise control, where the longitudinal
force and steering angle are generated by solving quadratic
programs. The safety constraints are hard constraints that
are enforced by confining the states of the vehicle within
determined controlled-invariant sets, which are expressed as
CBF conditions. The performance objectives are soft con-
straints that can be overridden when they are in conflict with
safety. The proposed QP-based framework can integrate legacy
controllers as the performance controller and endow them with
correct-by-construction solutions that guarantee safety. Addi-
tionally, the QP solution is known in closed form, and thus
the proposed algorithm can be implemented without online
optimization, if desired. The effectiveness of the proposed
controller is shown by simulations in Carsim.

The SOS algorithm used to construct CBFs for the lane
keeping is quite general and can be applied to other safety
control problems as well. The assume-guarantee formalism is
well adapted to modularity of the driver assistance modules
studied in this paper because any control laws respecting the
contracts given for lane keeping and adaptive cruise control,
respectively, will guarantee safety of the closed-loop system
when the two modules are activated simultaneously. This
means in particular that the individual modules do not have to
be provided by the same supplier as long as an OEM provides
the correct contracts.

A preliminary test of the LK and ACC algorithms has been
conducted on the Khepera robot and the Robotarium testbed
[47]. Our future plans include testing these algorithms on a
full-sized vehicle. Additional challenges include validating the
models used for control design and considering sensor errors
when constructing CBFs.
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Fig. 4. (a) Speed of the controlled car vf (in black), speed of the lead car vl (in blue), and the desired speed vd (in dotted green). (b) State evolution of
the lateral dynamics y, ν,∆ψ, r. (c) The wheel force u1 divided by mg (in blue) and its bound ±0.25 (in dotted red). (d) The steering angle u2 and its
bound ±3.4 deg (in dotted red). (e) Values of r (in black) and d (in blue). (f) Values of the actual time headway (in blue) and the desired time headway
(in dotted red) (g) Values of the CBF hacc (in blue), where non-negativeness implies satisfaction of the ACC constraint (21). (h) Values of the CBF hlk (in
blue), where non-negativeness implies satisfaction of the LK constraints (16) and (17).
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