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#### Abstract

This paper examines problems with the admissibility of contingent use methodology surveys in natural resource damage assessment cases under the Comprehensive Environmental Response, Compensation and Liability Act of 1980 (CERCLA), as well as the propriety of their use in formulating public policy. Using a contingent use survey conducted in conjunction with the New Bedford Harbor Superfund case and two follow-up surveys, a number of errors and biases associated with contingent use methodology surveys are isolated and analyzed.


# THE USE AND MISUSE OF SURVEYS IN ECONOMIC ANALYSIS: <br> NATURAL RESOURCE DAMAGE ASSESSMENT UNDER CERCLA 

Charles J. Cicchetti, Jeffrey A. Dubin and Louis L. Wilde ${ }^{1}$

## 1 Introduction

There are two basic questions concerning the use of surveys in litigation: are the surveys admissible as evidence; and if they are not, under Rule 703 of the Federal Rules of Evidence (Green and Nesson 1988), may surveys be relied upon by an expert in his or her trial testimony. These questions are important given the inherent hearsay character of survey evidence; survey respondents normally are unavailable for crossexamination. The courts have addressed these questions by establishing various "foundational criteria" which must be satisfied in order for survey evidence to be admissible:

- the persons conducting the survey must be recognized experts;
- the data gathered must be accurately reported;
- the sample design, the questionnaire and the interviewing must be in accordance with generally-accepted standards of objective procedure and statistics in the field of such surveys, which include proper definition of the "universe," selection of a representative sample of that universe and framing of questions in a clear, precise and nonleading manner;
- the sample design and interviews must be conducted independently of the attorneys; and
- the interviewees and the interviewers (trained in this field) must have no knowledge of the litigation or the purpose for which the survey is to be used. ${ }^{2}$

[^0]While surveys satisfying these foundational criteria have been admitted as evidence in some cases (e.g., to establish consumer confusion in trademark infringement cases and to establish markets in antitrust cases), ${ }^{3}$ they have only begun to be admitted to establish damages. In a 1989 Circuit Court decision, a particular survey technique known as the contingent valuation method (CVM) was upheld under the Comprehensive Environmental, Response Compensation Liability Act (CERCLA) as "the methodology qualified as best available procedure for determining damages flowing from destruction of or injury to natural resources. ${ }^{44}$ The CVM surveys individuals to determine their willingness to pay for environmental goods or services under various hypothetical circumstances. This data is then used to calculate damage estimates.

The contingent use method (CUM) is another damage assessment technique that relies on survey data. The CUM uses survey trip data, typically combined with travel cost data, to estimate demand curves for environmental goods or services before and after a specified improvement or injury. These demand curves are then used to calculate nonmarket values. Contingent use analyses are similar to travel cost analyses in overall methodological structure, but different with regard to data source. The CUM relies on hypothetical survey data, whereas the travel cost method relies on nonhypothetical survey data or actual observed data. Although slightly different from

[^1]contingent valuation in that it does not elicit a value, contingent usage has been relied upon to estimate the lost use value of non-market resources and services.

General discussion of the CVM and its potential problems are commonplace, ${ }^{5}$ but few problems have been documented in case studies. One example is provided by Randall and Stoll (1983). They describe a study by Schulze, Brookshire and Thayer (1981) which estimated "the annual value to Chicago residents of one particular increment in visibility at the Grand Canyon at $\$ 86$ for a typical household." They then describe a subsequent study by Randall, Hoehn and Tolley (1981), also based on Chicago residents, in which
[s]tarting with the immediate Chicago region, the visibility increment was valued at about $\$ 325$ per household annually. When the region was expanded to include all of the U.S. east of the Mississippi, the program was valued at about $\$ 355$. When a visibility improvement program for the Grand Canyon was added, the whole package was valued at about $\$ 373$. The incremental value of the Grand Canyon program was $\$ 18$, compared to $\$ 86$ when that program was considered alone. ${ }^{6}$

As the CVM becomes the subject of significant study and controversy, there will likely be increased reliance on the CUM, since the CUM only requires individuals to predict usage levels, not actual values. However, although individuals may find it easier to estimate usage rather than value, the CUM has problems of its own. Cicchetti and Peck (1989), for example, discuss several practical issues associated with the use of the CVM and the CUM in litigation, as well as the propriety of using these techniques for public policy.

This paper will document some of the problems with the CUM in the context of an actual case study. In particular, using an initial survey and two follow-up surveys developed for the New Bedford Harbor Superfund case between March 1986 and

[^2]September 1987 we isolate and analyze several specific errors and biases associated with the CUM.

A number of interesting conclusions regarding the reliability of CUM surveys and their role in CERCLA litigation can be drawn from our analysis. For example, we find that awareness of a particular pollutant does not explain whether an individual predicts that he or she would use a beach more absent that pollutant. Furthermore, most individuals who claim that they would use a beach more if the pollutant were cleaned up, change their responses when reminded that other pollutants will remain. In this case, those individuals who are more aware of the pollutant are more likely to change their responses.

Aside from the general issue of survey reliability, one important question is whether, given the current state of development of contingent techniques does an adequate consensus exist among economists about the proper application of contingent techniques to permit them to be admitted in court? As the following analysis suggests, in the New Bedford Harbor case at least, it is questionable whether the initial survey would have met the fundamental criteria which must be satisfied in order for survey evidence to be admissible. ${ }^{7}$

The paper is organized as follows. Section 2 provides an overview of the study of response error in surveys, including a brief discussion of the CVM. Section 3 describes the New Bedford Harbor surveys that are the subject of this paper. Section 4 analyzes specific errors and biases associated with the surveys, and Section 5 contains concluding comments on the policy implications of the analysis.

## 2 Historical Use of Surveys

Surveys have long been used in a variety of disciplines, including psychology, political science and economics. But many economists are skeptical about the usefulness of survey data because of its susceptibility to a variety of errors and biases.

[^3]Not surprisingly, survey errors and biases have been of concern to others besides economists. In fact, systematic studies of response error in surveys began in the early 1950s, at roughly the same time that modern survey techniques were being developed.

In an early contribution to the survey literature, Parry and Crossley (1954) analyzed responses to a variety of factual questions which could be verified by public records. Invalid answers ranged from nearly zero for questions regarding telephone ownership to one-third and more for voting and contributions to Community Chest. ${ }^{8}$ Kish and Lansing (1954) compared homeowners' estimates of the market value of their houses in the 1950 Survey of Consumer Finances to estimates for the same houses made by professional appraisers. While the mean of homeowners' estimates was not statistically significantly different than the mean of appraisers' estimates, only 37 percent of the homeowners' estimates were within plus or minus 10 percent of the appraisers' estimates. ${ }^{9}$ More recently, Chase and Godbey (1983) analyzed the accuracy of selfreported participation rates for members of a tennis club and a swimming club. Both groups significantly overestimated their participation rates; 56 percent of the tennis club members by more than 100 percent, and 43 percent of the swimming club members by more than 100 percent. ${ }^{10}$

The crime literature and the marketing literature also have been concerned with the quality of survey recall data, as well as the quality of hypothetical survey data in the case of the marketing literature. For example, Wyner (1980) examined the accuracy of self-reported lifetime arrests for ex-heroin addicts in New York City. While the mean of the actual number of arrests was virtually identical to the mean of the self-reported number of arrests ( 9.25 versus 9.6 ), only 10 of 79 respondents were completely accurate and more than 20 percent made errors of plus or minus five or more

[^4]arrests. ${ }^{11}$ Juster (1966), in a study of purchase intentions and actual purchase behavior, found that only 53 percent of those who said they were certain to buy a new automobile, and only 21.5 percent of those who said they were certain to buy a new major appliance, actually did so. ${ }^{12}$ Newman and Lockeman (1975) compared surveybased and observation-based measures of pre-purchase information seeking. Their study "found considerable search activity in the retail store and showed it to be understated by the usual survey-based counts."

Within the economics literature, there has been a very recent effort to analyze the limits of the CVM. A relatively large literature compares the CVM to travel cost or hedonic methods. ${ }^{13}$ Kealy, Dovidio and Rockel (1988) and Kealy, Montgomery and Dovidio (1990) use "simulated markets" to test various aspects of the CVM related to reliability and predictive validity. ${ }^{14}$ Loomis (1989) analyzes the test-retest reliability of the CVM. Reiling, Boyle, Phillips and Anderson (1990) examine one aspect of the temporal reliability of the CVM by asking whether estimated contingent values "vary according to the time period when a study is conducted." Finally, Huppert (1989) points to the similarities in the results from the travel cost method and the CVM when comparing willingness-to-pay estimates. Overall, these studies are inconclusive; depending on one's point of view, they support either the claim that, where comparable, the CVM is as accurate as any other method for estimating damages or the claim that the CVM is too unreliable to be of practical use.

[^5]
## 3 The New Bedford Harbor Survey Instruments

The surveys analyzed in this article grew out of a CERCLA case in New Bedford, Massachusetts. ${ }^{15}$ Plaintiffs (the federal government) alleged that they had suffered injury and damages to recreational resources in the New Bedford Harbor area as a result of alleged polychlorinated biphenyl (PCB) contamination. A survey was undertaken by the federal government to determine whether, and to what extent (if at all), beach use in the New Bedford Harbor area had been affected. This survey was designed for the government by Industrial Economics, Inc. (IEC) under the direction of Dr. Kenneth E. McConnell and conducted in March, 1986, by Decision Resource Corporation (DRC), and is referred to herein as "Survey 1." The other two surveys were designed, administered and conducted under the joint direction of Drs. Charles J. Cicchetti and Bernie Reddy in May and September of 1987 by Mathematica Policy Research, Inc. (MPR). They are referred to herein as "Survey 2" and "Survey 3," respectively.

### 3.1 Survey 1

Telephone calls were made to 545 residents of the towns of New Bedford, Fairhaven and Dartmouth, drawn from a sample of 2,000 households. The respondents were screened to establish eligibility using questions regarding age, residency and status as a decision-maker regarding household beach attendance.

All eligible respondents were asked whether they or anyone in their household had visited any beaches in the Fairhaven-New Bedford-Dartmouth area in 1985 and, if so, which ones (there are 14 public and private beaches in the area). For six of the beaches which could have been mentioned, follow-on questions were asked regarding actual number of visits during 1985 (typical length of stay, usual mode of transportation, approximate travel time and the number of planned visits for 1986).

[^6]All respondents, both the beach-goers and the non-beach-goers, were asked to rate on a scale the environmental quality of the New Bedford Harbor. They were then asked to name specific substances or chemicals (if any) that they thought were damaging the Harbor. Those respondents who were not aware of any substances, or who identified substances other than PCBs, were then asked if they believed that the Harbor is contaminated with PCBs.

Respondents who were "aware" of PCBs (defined as both those who volunteered PCBs and those who responded affirmatively to the direct question about the presence of PCBs) were asked when (in what year) and how they first learned of PCB contamination and then, "if all PCBs had been cleaned up from New Bedford Harbor as of January first of this year," how often they would visit three particular beaches (Fort Phoenix Beach, East Beach and West Beach) in 1986. The final segments of the survey solicited standard demographic data.

### 3.2 Survey 2

Survey 2 was developed in May 1987 as a means of testing the reliability and validity of Survey 1. From the sample of 545 original respondents, 403 were successfully recontacted by MPR. Respondents were asked a question regarding recall of the previous survey. They were then asked if they spent any time at Fort Phoenix Beach, East Beach or West Beach in 1986. If they answered affirmatively, they were asked how often they had visited each of the three beaches between April and December, 1986.

Based on their phone number (ending in an odd or even digit), the respondents were split into two groups. Individuals in the first group were asked if they planned to visit the three named beaches in 1987 and, if yes, how many times they planned to visit each. Members of the second group were asked how often they had visited each of the three beaches since January first of the current year, how often they planned to visit each of the three beaches between the time of the interview (May) and Labor Day, and how often they planned to visit each of the three beaches between Labor Day and the end of the calendar year 1987.

All participating respondents were asked whether they felt that the water at the three beaches was safe for swimming. Those who responded affirmatively were only
asked a series of concluding demographic questions. Those who felt that the water was unsafe for swimming were asked to elaborate an open-ended question: "What do you feel makes the water unsafe?" If PCBs were not listed among the reasons for the water being considered unsafe, respondents were queried as to whether the unsafe water was perhaps caused by PCBs or by something else. Respondents who still did not mention PCBs were again only asked the concluding demographic questions.

All respondents who by this point in the survey had mentioned PCBs (either voluntarily or in response to the direct question)-were -asked, "Suppose all the PCBs had been removed at the beginning of last year. Would you have gone to these beaches more often in 1986?" If the answer was positive, individuals were asked how many more times they would have visited each of the three beaches in question. Another hypothetical question was then presented regarding increased beach attendance in the event of PCB removal, but with other contaminants remaining in the water. The survey concluded with the standard demographic questions.

### 3.3 Survey 3

A second survey was conducted by MPR in September of 1987 to test the accuracy of respondents' predictions regarding beach use in the summer of 1987. In Survey 3, 342 interviews were completed and two more were partially completed.

Survey 3 began with a number of questions on actual beach attendance at East, West and Fort Phoenix Beaches during the summer of 1987 (between Memorial Day and Labor Day) and feelings regarding safety of the water for swimming. The survey again concluded with the standard demographic questions.

## 4 Errors and Biases

The CUM is subject to many of the same errors and biases to which the CVM can fall prey. These include errors and biases associated both with surveys generally and with hypothetical questions specifically. Indeed, many of the leading guidebooks and lists of "how-to" rules for designing questionnaires admonish against hypothetical questions altogether (Dillman 1978, 96). Hypothetical questions (such as those regarding future beach attendance in the event of cleanup) may produce careless responses,
called "nonattitudes" by Converse (1974), involve little mental effort on the part of respondents (Feenberg and Mills 1980; Freeman 1979), or may result in responses designed solely to please the interviewer (DeLamater 1982; Mitchell and Carson, 1989). Where there is no cost for being wrong, there may be no incentive to be accurate. ${ }^{16}$

Accuracy can be a problem with respect to recalling events or activities as well as predicting events or activities, even under non-hypothetical conditions. The survey literature suggests that in both cases there is an upward bias for desirable activities and a downward bias for undesirable activities (Mitchell and Carson 1988). Chase and Harada (1983), in particular, find that individuals generally overestimate their participation in recreational activities. We consider first divergences between predicted and recalled beach usage in the New Bedford surveys.

### 4.1 Predicted Versus Recalled Usage

The 495 respondents to Survey 1 used in the government's analysis were asked how many times they had visited various New Bedford area beaches in 1985 and how many times they planned to visit those beaches in 1986. ${ }^{17}$ All 363 respondents to Survey 2 who were also used in the government's analysis were asked whether they had spent any time in 1986 at East Beach, West Beach or Fort Phoenix State Beach. ${ }^{18}$ If they answered yes, they were then asked for the number of times that they had visited each beach in 1986. ${ }^{19}$ Since the government aggregated predictions for East and West beaches Table 1 shows predicted and recalled demand for East and

[^7]West beaches combined, for Fort Phoenix State Beach and for all three beaches combined.

|  | TABLE 1 \% in Predicted, and Recalled Usage, 1986 |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | predicted 1986 usage (Survey 1, 1986, $n=495$ ) |  |  |  | recalled | 1987 usage (S | Survey 2, 198 | $n=363)$ |
|  | respondents predicting zero usage | respondents predicting positive usage | mean unconditional prediction | mean positive prediction | respondents recalling zero usage | respondents recalling positive usage | mean unconditional recal! | mean positive recal! |
| East/West | 360 (73\%) | 135 (27\%) | 5.76 | 21.11 | 295 (81\%) | 68 (19\%) | 2.79 | 14.90 |
| Ft. Phoenix | 376 (76\%) | 119 (24\%) | 1.71 | 7.14 | 310 (86\%) | 51 (14\%) | 1.57 | 11.14 |
| All Beaches | 312 (63\%) | 183 (37\%) | 7.47 | 20.22 | 277 (76\%) | 86 (24\%) | 4.38 | 18.39 |

The appropriate statistical test for comparing the predicted mean to the recalled mean for individual beaches or for all beaches combined takes into account that the samples were not independent; that is, everyone who was in Survey 2 was also in Survey 1. Using the appropriate paired $t$-test on the 363 individuals who were in both surveys, we reject equality of the overall predicted and recalled means at the 99 percent significance level. However, of the 495 individuals who were in Survey 1, 312 (63 percent), predicted no beach usage in 1986 and of the 363 individuals who were in Survey 2, 277 ( 76 percent), recalled no beach usage in 1986. Conditional on positive usage, mean predicted usage for 1986 was 20.22 and mean recalled usage was 18.39. Using the appropriate paired $t$-test, we cannot reject equality of these means at any conventional significance level. We therefore isolate respondents who either predicted or recalled nonzero beach usage in 1986, denoting them as "users in 1986." As shown in Table 2, of the 363 individuals who were in both surveys, 204 were non-users in 1986.

| Predicted Versus Recalled Usage: 1986 . Users and$(1-363)$ |  |  |
| :---: | :---: | :---: |
|  | respondents predicting positive usage | respondents predicting zero usage |
| respondents recalling positive usage | 59 (16.3\%) | 27 (7.4\%) |
| respondents recalling zero usage | 73 (20.1\%) | 204 (56.2\%) |

As Table 2 also shows, of the 159 users in 1986, 73 predicted positive usage in 1986 but recalled zero usage in 1986, 59 predicted and recalled positive usage in 1986, and 27 predicted zero usage in 1986 but recalled positive usage in 1986. Thus, 72.5 percent of the respondents correctly predicted whether they would be users in 1986.

As Table 3 shows, the remaining respondents, roughly three-quarters overpredicted usage in 1986 and one-quarter underpredicted usage in 1986. Indeed, of all users, 109 overpredicted usage, two predicted and recalled the same positive usage, and 48 underpredicted usage.

|  | borrect prediction: zero usage | correct prediction: positive usage | underpredicted | overpredicted |
| :---: | :---: | :---: | :---: | :---: |
| East/West | 240 (66\%) | 5 (1\%) | 40 (11\%) | 78 (21\%) |
| Ft. Phoenix | 259 (72\%) | 4 (1\%) | 32 (9\%) | 66 (18\%) |
| All Beaches | 204 (56.2\%) | 2 (.6\%) | 48 (13.2\%) | 109 (30\%) |

As mentioned above, Survey 2 respondents were divided into two groups (according to whether their phone number ended in an odd or an even digit). There were 179 and 177 individuals in each group, respectively. Respondents with even phone numbers were asked to recall beach usage for January through May of 1987 and to predict beach usage for June through September of 1987 and October through December of 1987 separately. Respondents with odd phone numbers were asked simply to estimate beach usage for all of 1987. In Survey 3, respondents with even phone numbers who were recontacted were asked to recall beach usage from June through September of 1987. This design allowed for a test of predicted versus recalled usage where the data on recalled usage were collected immediately after the period of usage, not many months later, as in Survey 2.

Tables 4, 5 and 6 replicate Tables 1, 2 and 3 for those individuals who had even phone numbers on Surveys 2 and 3. Any respondent who either predicted or recalled nonzero beach usage in June through September of 1987 is denoted as a user in 1987. In the 1987 data (Surveys 2 and 3) we again reject equality of the overall
predicted and recalled means, but conditional on positive usage cannot do so. This pattern of results is identical to that found using the 1986 data. ${ }^{20}$

|  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | predicted 1987 usage (Survey 2, 1986, $n=179$ ) |  |  |  | recalled 198 | 87 usage (S | Urvey 2, 19 | $n=146)$ |
|  | respondents predicting zero usage | respondents predicting positive usage | mean unconditional prediction | mean positive prediction | respondents recalling zero usage | respondents recalling positive usage | mean unconditional recall | mean positive recall |
| East Beach | 135 (77\% | 40 (23\%) | 1.53 | 6.71 | 137 (94\%) | 9 (6\%) | 0.67 | 8.22 |
| West Beach | 142 (52\%) | 32 (18\%) | 1.15 | 6.23 | 139 (95\%) | 7 (5\%) | 0.67 | 12.18 |
| Ft. Phoenix | 130 (75\%) | 44 (25\%) | 1.78 | 7.05 | 133 (91\%) | 13 (9\%) | 0.66 | 7.81 |
| All Beaches | 117 (66\%) | 60 (34\%) | 4.40 | 12.97 | 124 (85\%) | 22 (15\%) | 1.75 | 11.64 |

Of the 146 individuals who were in Survey 2 and had even phone numbers in Survey 3, 89 were non-users in 1987. Of the 57 users in 1987, 35 predicted positive usage in 1987 buit recalled zero usage in 1987, 17 predicted and recalled positive usage in 1987 and 5 predicted usage in 1987 but recalled positive usage in 1987. Again, this pattern of results is almost identical (in percentage terms) to 1986.

[^8]| TABLE 5ः \& Piedicted Versus heca Non | hecalled Usage, May September 1987 / I Isers and Non-Users $(n-146)$ |  |
| :---: | :---: | :---: |
|  | respondents predicting positive usage | respondents predicting zero usage |
| respondents recalling positive usage | 17 (11.7\%) | 5 (3.4\%) |
| \|respondents recalling zero usage | 35 (24\%) | 89 (61\%) |

Of all users in 1987, 44 overpredicted usage, 3 predicted and recalled the same positive usage and 10 underpredicted usage, a pattern once again almost identical (in percentage terms) to 1986.

|  | correct prediction: zero usage | correct prediction: positive usage | underpredicted | overpredicted |
| :---: | :---: | :---: | :---: | :---: |
| East Beach | 105 (72\%) | 0 | 8 (6\%) | 32 (22\%) |
| West Beach | 111 (77\%) | 0 | 5 (3\%) | 28 (19\%) |
| Ft. Phoenix | 103 (72\%) | 2 (1\%) | 5 (3\%) | 34 (24\%) |
| All Beaches | -89 (61\%) | 3 (2\%) | 10 (7\%) | 44 (30\%) |

The data for 1987 confirms the result obtained from the 1986 data that individuals are relatively accurate in predicting whether they will use any beach at all. We next ask whether individuals who either predicted or recalled positive beach usage in 1986 .- i.e., were users in 1986 -- also predicted or recalled positive beach usage in the summer of 1987 -- i.e., were users in 1987. Table 7 answers this question.


It is clear from Table 7 that respondents were relatively consistent in their use/non-use decisions .- only 28 of 146 respondents for whom we are able to compare 1986 and 1987 switched between use and non-use. However, among respondents who were users in both years, the pattern of underpredictions and overpredictions shows no temporal consistency. Table 8 shows the relationship between underpredicting, predicting
correctly, and overpredicting for respondents who predicted or recalled positive beach usage in both 1986 and 1987.


Together Tables 7 and 8 reveal a striking pattern: respondents are very good at predicting any usage (measured relative to recalling any usage), but for those who do predict or recall positive usage, the pattern of overpredicting versus underpredicting is basically random. This means that while one might expect to be able to correlate the decision to use beaches at all with other survey responses (such as PCB awareness or responses to hypothetical changes in PCB levels), it is unlikely that the pattern of underprediction versus overprediction for users will be systematically related to anything else.

The implications of these results for the CUM are significant and disturbing. While individuals in the New Bedford survey were relatively accurate with respect to predicting any actual beach usage, they tended to overpredict actual beach usage conditional on predicted or recalling some beach usage. However, the pattern of overprediction versus underprediction was not stable over time. Thus, it is difficult to envision accurate responses with respect to hypothetical beach usage.

### 4.2 PCB Awareness Measures

As a prelude to estimating the effects of removing PCB's from the New Bedford Harbor on beach usage, Survey 1 attempted to identify those individuals who were "aware" of PCBs. One of the major purposes of Survey 2 was to show that the procedure used to elicit PCB awareness in.Survey 1 was biased in two fundamental ways. First, the question preceding the questions used to elicit PCB awareness may have inappropriately influenced respondents; and, second, the questions used to elicit PCB awareness were themselves lacking in objectivity.

The first question in Survey 1 related to environmental quality of the New Bedford Harbor solicited a subjective rating:

On a scale from 1 to 10 where ' 10 ' is 'excellent,' and ' 1 ' is 'very poor,' how would you rate the environmental quality of New Bedford Harbor?
While self-rating scales are simple to operate and may be more informative in some contexts than straight yes/no answers, they are entirely subjective and may be of little use for complex and emotion-laden subjects (Moser 1958, 236). Indeed, leading survey methodologists such as Dillman (1978) have questioned the acceptability of scaling techniques for obtaining graduated responses, particularly in surveys of the general public. More significantly, the scaling question in Survey 1 regarding environmental quality was worded so as to present the numerical equivalent of the very poor rank just before the query on environmental quality ("...'very poor,' how would you rate the environmental quality...?"). It has been demonstrated that, due to the recency effect, in verbal (as opposed to written) presentation of a scale, the last mentioned alternative tends to be favored (Kalton, Collins and Brook 1978, 155). ${ }^{22}$

The sequencing of questions and lead-in to the substance of Survey 1 may have biased responses on overall environmental quality toward the poor end of the scale and may have "primed" the responses to the follow-on questions on harmful substances and PCBs. Indeed, the next question on Survey 1 asked the respondent "what specific substances or chemicals, if any, do you think are damaging the environmental quality of the harbor?" Responses included PCBs, other chemicals. or substances besides PCBs, none, or "don't know." Respondents who mentioned other chemicals or substances besides PCBs or answered "don't know" were then asked "do you believe the harbor is contaminated with PCBs?"

Following the pattern of the questions, we define four "PCB awareness" categories for respondents to Survey 1: (1) "no PCB awareness" -- no stated awareness of PCBs; (2) "strong PCB awareness" -- referred to PCB damage without prompting; (3) "moderate PCB awareness" .- referred to damage from substances or chemicals besides PCBs and then answered yes to the prompt regarding PCB contamination; and (4) "weak PCB awareness" .- answered "don't know" to the open question on substances or chemicals

[^9]damaging the harbor and then answered yes to the prompt regarding PCB contamination. Table 9 shows the distribution of respondents to Survey 1 according to these categories of PCB awareness.

| not PCB aware | strong PCB awareness (no prompt) | moderate PCB awareness ("other* prompt) | weak PCB awareness ("don't know" prompt) |
| :---: | :---: | :---: | :---: |
| 109 (22\%) | 206 (41.7\%) | 100 (20.2\%) | 80 (16.2\%) |

In Survey 1, only 22 percent of the respondents failed to agree in one way or another that PCBs were damaging New Bedford Harbor. But those respondents who agreed that PCBs were damaging New Bedford Harbor may have been biased by the form of the questions on harmful substances and PCBs. For example, those respondents who agreed that PCBs were present when prompted may have been susceptible to acquiescence (DeLamater 1982, 27) or "yea-saying;" the propensity to agree with an interviewer's request regardless of one's true views (Mitchell, Carson 1988, 240). ${ }^{23}$

A "don't know" response may also be a way of refusing to give a definite answer, indicate genuine lack of knowledge, a fear of giving the "wrong" answer, an inability to decide, a failure to understand the question, or a lack of interest (Moser 1958, 189). Or, it may suggest an unwillingness to do the mental work required to give an answer (Fowler 1984, 81). The follow-up questions to the open-ended question regarding chemicals or other substances that may be damaging the environmental quality of New Bedford Harbor may have challenged some respondents to expend the mental effort to give a response, but at the same time they may have inherently biased the response toward a specific answer. ${ }^{24}$

[^10]Survey 2 was designed in part to demonstrate the problematic nature of the PCB awareness categories defined in Survey 1. The first question in Survey 2 concerned with environmental quality of the New Bedford Harbor asked respondents "Do you feel the water at East, West and Fort Phoenix Beaches is safe to swim in?" If a respondent answered "yes," the respondent subsequently was asked only the standard set of demographic questions. If the respondent answered "don't know," the respondent was next asked an open-ended question: "What makes you unsure of whether the water is safe to swim in?" If PCBs were not mentioned, the respondent subsequently was asked only the standard set of demographic questions. If the respondent answered "no" regarding water safety for swimming, the respondent also was asked an openended question: "What do you feel makes the water unsafe?" In this case, if the respondent failed to mention PCBs, a prompt was employed asking the respondent whether the reason they felt the water at New Bedford beaches is unsafe for swimming was caused by PCBs as opposed to something else. If a respondent answered "something else" they subsequently were asked only the standard set of demographic questions.

Again following the pattern of the questions, we define four "PCB awareness" categories for respondents to Survey 2: (1) "no PCB awareness" .- no stated awareness of PCBs; (2) "strong PCB awareness" -- felt the water was unsafe for swimming and mentioned PCBs as a cause without a prompt; (3) "moderate PCB awareness" -- felt the water was unsafe for swimming and did not mention PCBs directly as a cause, but responded affirmatively to the prompt regarding PCB contamination; and (4) "weak PCB awareness -- answered "don't know" to the question regarding the safety of water at New Bedford Beaches for swimming and then mentioned PCBs in response to the question "why." Table 10 shows the distribution of respondents to Survey 2 according to these categories of PCB awareness.

| not PCB aware | strong PCB awareness ('unsafe" no prompt) | moderate PCB awareness ("unsafe" prompt) | weak PCB awareness ("don't know") |
| :---: | :---: | :---: | :---: |
| 201 (55\%) | 92 (25\%) | 55 (15\%) | 15 (4\%) |

Survey 2 generated a much lower yield of PCB-aware respondents than Survey 1 -- 55 percent failed to agree in one way or another that PCBs were making water at the New Bedford Beaches unsafe for swimming. In Survey 1, only 22 percent of all respondents failed to agree in one way or another that PCBs were damaging New Bedford Harbor.

Table 11 provides a comparison of PCB awareness measures across the two surveys for those respondents who answered both surveys. Of the 363 respondents who were in both surveys, the majority who did not state any PCB awareness in Survey 1 ( 74 of 85 ) also revealed no PCB awareness in Survey 2. However, an additional 127 respondents who had suggested some form of PCB awareness in Survey 1 did not state any PCB awareness in Survey 2. In fact, 51 of the 201 respondents who indicated no PCB awareness in Survey 2 indicated an awareness of PCB damage without a prompt in Survey 1. Only 67 of the 152 respondents who had an awareness of PCB damage without a prompt in Survey 1 again mentioned PCBs as a reason why the New Bedford Beaches were unsafe for swimming without a prompt in Survey 2.

|  | not PCB aware | strong PCB awareness ("unsafe" no prompt) | moderate PCB awareness ("unsafe" prompt) | weak PCB awareness ("don't know") | $\begin{aligned} & \text { row } \\ & \text { total } \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| not PCB aware | 74 (87\%) | 5 (6\%) | 6 (7\%) | 0 | 85 |
| strong PCB awareness (no prompt) | 51 (34\%) | 67 (44\%) | 24 (16\%) | 10 (7\%) | 152 |
| moderate PCB awareness ("other" prompt) | 41 (55\%) | 14 (19\%) | 16 (22\%) | 3 (4\%) | 74 |
| weak PCB awareness ("don't know" prompt) | 35 (67\%) | 6 (12\%) | 9 (17\%) | 2 (4\%) | 52 |
| column total | 201 | 92 | 55 | 15 | 363 |

While Table 11 makes it apparent that Survey 1 and Survey 2 elicited very different types of PCB awareness, the question remains uncertain whether there was any systematic relationship between beach use and PCB awareness levels. Tables 12 and 13 show the relationships between users in 1986 and the four PCB awareness categories for Survey 1 and users in 1987 and the four PCB awareness categories for Survey 2, respectively.

** $\quad$ Significant at the five-percent level Significant at the ten-percent level

|  | not PCB aware | strong PCB <br> awareness <br> ('unsafe" no prompt) | moderate PCB awareness ("unsafe" prompt) | weak PCB awareness ("don't know") | row total |
| :---: | :---: | :---: | :---: | :---: | :---: |
| non-user in 1987 | 56 (63\%) | 17 (19\%) | 11 (12\%) | 5 (6\%) | 89 |
| user in 1987 | 29 (51\%) | 18 (32\%) | 9 (16\%) | 1 (2\%) | 57 |
| $\mathrm{x}^{2}$ (1 degree of freedom) | 2.07 | $2.97{ }^{*}$ | . 35 | 1.32 | 146 |

Significant at the one-percent level

While users in 1986 were significantly more likely than non-users to show some PCB awareness, users in 1986 were not significantly more likely than non-users to show the strong form of PCB awareness in Survey 1. The opposite pattern of effects holds in 1987 -- while overall users in 1987 were not significantly more likely than non-users to show some form of PCB awareness, users in 1987 were significantly more likely to show the strong form of PCB awareness. Also, with respect to the moderate form and the weak form of PCB awareness in Survey 1 and Survey 2, there is a statistically significant tendency for users in 1986 to favor the moderate form of PCB awareness in Survey 1.

Thus, the order of questions and the procedure used to elicit PCB awareness in Survey 1 lead respondents who predicted or recalled positive usage in 1986 to be more likely to state some form of PCB awareness than those who both predicted and recalled zero usage in 1986. Yet the only form of PCB awareness in Survey 1 sensitive to the distinction between users and non-users was one in which the respondent initially referred to damage from substances or chemicals besides PCBs and only mentioned PCBs in response to a prompt. The order of questions and procedure
used to elicit PCB awareness in Survey 2 lead respondents who predicted or recalled positive usage in 1987 to be no more likely than those who both predicted and recalled zero usage in 1987 to indicate some form of PCB awareness. However, in this latter case, the only form of PCB awareness that was sensitive to the distinction between users and non-users was one in which the respondent felt the water was unsafe for swimming and mentioned PCBs as a cause without a prompt.

These results strongly suggest that procedures which elicit statistically significant unbiased responses to questions regarding awareness of environmental damages are, under the best circumstances, difficult to devise. However, the analysis also suggests that the format of the question is extremely important.

### 4.3 Hypothetical Demand

One of the major purposes of the government survey was to estimate the lost use value to beach users of New Bedford beaches stemming from PCB contamination. To accomplish this the following question was asked of all respondents to Survey 1 who indicated some form of PCB awareness: "If all PCBs had been cleaned up from New Bedford Harbor as of January 1st of this year, how often would you visit the following beaches [East Beach, West Beach and Fort Phoenix State Beach] during 1986?" By comparing the answer to this question to predicted demand, those respondents who would increase their usage of each of the beaches under the hypothetical "cleanup" scenario are identified. We also aggregate across the three beaches to identify those respondents who would have increased their overall beach usage had all three beaches been cleaned up. With respect to the latter, of the 386 respondents to Survey 1 who indicated some form of PCB awareness, 200 indicated that they would increase their usage of New Bedford Beaches if PCBs were removed.

There are a number of problems with the manner in which Survey 1 attempted to elicit information regarding respondents' hypothetical beach usage in the event of no PCB contamination. The question regarding hypothetical beach usage was asked only of respondents who indicated PCB awareness. However, as we have already discussed, the manner in which Survey 1 categorized respondents as PCB aware had a number
of problems. ${ }^{25}$ Perhaps even more significantly, the question about hypothetical beach usage is itself ill-posed (Cross 1989, 319). In particular, no detailed scenario is developed as a context in which the respondent can place the proposed hypothetical commodity, in this case a PCB-free beach. The term "cleanup" is not defined, leaving each respondent to make the term meaningful for himself or herself given the respondent's own frame of reference. The lack of visual cues forces respondents to determine their own geographic boundaries for the hypothetical commodity. No baseline level of existing PCB contamination is established, nor are meaningful increments of change used to define the hypothetical commodity. ${ }^{26}$

Survey 2 approached the issue of hypothetical demand at the New Bedford beaches in the absence of PCB contamination in a manner only slightly different from Survey 1. Respondents who indicated some PCB awareness in Survey 2 were asked the following question: "Suppose all the PCBs had been removed at the beginning of last year. Would you have gone to these beaches [East Beach, West Beach and Fort Phoenix] more often in 1986?" Respondents who answered yes were then asked specifically how many more times they would have visited East Beach, West Beach and Fort Phoenix Beach. Of the 162 respondents who indicated some PCB awareness in Survey 2, 82 indicated that they would not have gone to these beaches more often had PCBs been removed, 72 indicated that they would have gone more often, and six answered, "don't know."

In particular, we estimated four conditional logit models in which the independent variable is either the increase in use of PCB-free beaches in Survey 1 or the increase in use of PCB-free beaches in Survey 2, and the dependent variables are the various PCB awareness categories. ${ }^{27}$ The results of these logit models are shown in Tables 14 and 15. The within-survey results are extremely weak. There is no statistical

[^11]relationship between a respondent's category of PCB awareness in Survey 1 and the respondent's answer to the hypothetical question in Survey 1 about increased use of PCB-free beaches. The only statistically significant relationship between a respondent's category of PCB awareness in Survey 2 and the respondent's answer to the hypothetical question in Survey 2 about increased use of PCB-free beaches is a negative relationship between the weak form of PCB awareness and increased demand for PCB-free beaches.

|  Scenario: Effect of Survey I PCB Awaremess Categories |  |  |
| :---: | :---: | :---: |
| independent variables | dependent variables |  |
|  | increase use (Survey 1) | increase use (Survey 2) |
|  | $n=386$ | $n=164$ |
| not PCB aware in Survey 1 | N.A. | $\begin{gathered} -.405 \\ (-.768) \\ \hline \end{gathered}$ |
| strong PCB awareness (no prompt) in Survey 1 | $\begin{gathered} .030 \\ \hline .280) \\ \hline \end{gathered}$ | $\begin{aligned} & -1.372 \\ & (-1.81) \end{aligned}$ |
| moderate PCB awareness ("other" prompt) in Survey 1 | $\begin{array}{r} .241 \\ (1.20) \\ \hline \end{array}$ | $\begin{gathered} .238 \\ (.690) \\ \hline \end{gathered}$ |
| weak PCB awareness ("don't know" prompt) in Survey 1 | $\begin{gathered} .050 \\ (-.225) \end{gathered}$ | $\begin{gathered} .357 \\ (.725) \\ \hline \end{gathered}$ |

 Scenario: Effect of Sumey 2 PCB Awareness, Categories.

| independent variables | dependent variables |  |
| :---: | :---: | :---: |
|  | increase use (Survey 1) | increase use (Survey 2) |
|  | $n=278$ | $n=156$ |
| not PCB aware in Survey 2 | $\begin{aligned} & .016 \\ & (.089) \end{aligned}$ | N.A. |
| strong PCB awareness ("unsafe" no prompt) in Survey 2 | $\begin{gathered} .641 \\ (2.84) \end{gathered}$ | $\begin{gathered} -.158 \\ (-.741) \end{gathered}$ |
| moderate PCB awareness ("unsafe" prompt) in Survey 2 | $\begin{aligned} & .122 \\ & (.428) \end{aligned}$ | $\begin{aligned} & .077 \\ & (.277) \end{aligned}$ |
| weak PCB awareness ("don't know") in Survey 2 | $\begin{gathered} -1.39 \\ (-2.15) \\ \hline \end{gathered}$ | $\begin{gathered} -1.01 \\ (-1.73) \end{gathered}$ |

Only slightly stronger results are obtained in cross-survey comparisons. With respect to the relationship between a respondent's category of PCB awareness in Survey 1, if any, and increased use of PCB-free beaches in Survey 2, we find a negative relationship between the strong form of PCB awareness in Survey 1 and increased use of PCB-free beaches in Survey 2. With respect to the relationship
between a respondent's category of PCB awareness in Survey 2 and the increased demand for PCB-free beaches in Survey 1, we find a positive relationship between the strong form of PCB awareness in Survey 2 and a negative relationship between the weak form of PCB awareness in Survey 2 and increased demand for PCB-free beaches in Survey 1. Overall then, Table 14 and 15 suggest that PCB-awareness categories are not closely linked to hypothetical changes in demand. Specifically, they provide additional evidence that the weak form of PCB awareness, related to "don't know" responses, is a particularly poor measure of PCB awareness.

### 4.4 Amenity Misspecification

As noted in Section 4.3, the elicitation procedure used in Survey 1 can lead to a form of bias called amenity misspecification. In this type of bias, the respondent values a perceived good which is different than the researcher's intended good. According to Mitchell and Carson (1990), "the description of the good in CVM surveys typically contains several elements such as the time period within which the good is to be provided; the location, cause and size of the change; and the nature of the amenity itself" (p. 249). That is, a contingent commodity is most appropriately defined in the context of an entire "scenario." A lack of familiarity with or a lack of understanding of the scenario in which a hypothetical commodity is characterized, particularly one that is ill-defined, may lead respondents to rely on judgmental heuristics, distorting the survey results. In other words, since people may not have previous welldefined values for a particular good, it is likely that they may ignore or distort some or all of the details of a scenario. ${ }^{28}$

Survey 2 attempted to address the possibility of amenity misspecification in Survey 1 by asking about planned beach attendance in the event of two scenarios: First, PCB removal from the Harbor and then PCB cleanup, but with all other contaminants remaining in the water. In fact, the first question in Survey 2 regarding hypothetical demand for PCB-free beaches deliberately was worded in a fashion similar

[^12]to the analogous question in Survey 1. However, in Survey 2 respondents who said that they would use PCB-free beaches more often were then asked:

Now suppose all of the PCBs had been removed at the beginning of last year, but other contaminants in the water were not removed. Would you have gone to these beaches more often in 1986?
The results of this "test" for amenity misspecification are shown in Table 16. The ratio of respondents who "changed their mind" to those who continued to say that they would use PCB-free beaches more even if all other contaminants remained was approximately 4 to 1 ( 58 versus 15). Furthermore, of the 20 respondents who stated that they would not increase their use of PCB-free beaches in Survey 1 but that they would in Survey 2, 18 changed their minds when reminded that other contaminants would remain. The "test" is thus rather conclusive -- Survey 1 suffers badly from amenity misspecification.

| TABLE 16\% Relationship Between increased Demand ior Beachis Under Mypothetical No-PCBs, Scenario and "Amenity, Misspecification", (n (46) |  |  |
| :---: | :---: | :---: |
|  | increase in use given PCBs only (Survey 2) | no increase in use given PCBs only (Survey 2) |
| increase in use given no-PCBs (Survey 1) | 13 | 34 |
| no increase in use given no-PCBs (Survey 1) | 2 | 18 |
| increase in use given no-PCBs (Survey 2) | 15 | 58 |

Tables 17 and 18 report the results of two logit models which relate PCB awareness categories to the amenity misspecification question. Respondents who were PCB-aware according to Survey 1 were less likely to say they would use PCB-free beaches more, even if all other contaminants remained, with the order of significance of the effect strongest for the strong form of PCB awareness and weakest for the weak form of PCB awareness. A similar pattern of effects holds for the PCB awareness categories as defined in Survey 2, except that the weak form of PCB awareness is insignificant. In other words, respondents who were most "aware" of PCBs (by either Survey 1 or Survey 2 definition) were most likely to be "aware" of other contaminants as well and thus most likely to change their minds regarding increased use of PCB-free beaches when reminded that other contaminants would remain.

| TABLE. 17 \% = Conditional Logit Models": Amenity Misspecification as a function of Survey \# PCB Awareness Caregories! Dependent Variable = Increased Demand ior Beactes Given PCBs Only Removed |  |
| :---: | :---: |
| independent variables | coefficients (t-statistics) |
| $(\mathrm{n}=73$ ) |  |
| not PCB aware in Survey 1 | $\begin{aligned} & -10.18 \\ & (-.153) \\ & \hline \end{aligned}$ |
| strong PCB awareness (no prompt) in Survey 1 | $\begin{gathered} -1.17 \\ (-3.06) \\ \hline \end{gathered}$ |
| moderate PCB awareness ("other" prompt) in Survey 1 | $\begin{gathered} -1.32 \\ (-2.35) \\ \hline \end{gathered}$ |
| weak PCB awareness ("don't know" prompt) in Survey 1 | $\begin{gathered} -1.38 \\ (-1.75) \\ \hline \end{gathered}$ |


| TABEE 18: Conditonal Logit Models"/\#Amenity Misspecification"as a function of Survey 2 PEB Avareness Categories:/ Dependent Variable. = Increased Demand" or Beaches Given PGBS Only Removed |  |
| :---: | :---: |
| independent variables | coefficients (t-statistics) |
| ( $\mathrm{n}=73$ ) |  |
| strong PCB awareness ("unsafe" no prompt) in Survey 2 | $\begin{gathered} -1.10 \\ (-3.02) \\ \hline \end{gathered}$ |
| moderate PCB awareness ("unsafe" prompt) in Survey 2 | $\begin{gathered} -1.48 \\ (-2.99) \end{gathered}$ |
| weak PCB awareness ("don't know") in Survey 2 | $\begin{aligned} & \hline-8.64 \\ & (-.20) \end{aligned}$ |

## 5 Summary of the Results and Policy Recommendations

With respect to the New Bedford Harbor CUM study, the following conclusions can be drawn from our analysis.
a. Bias Toward Overprediction. Respondents are relatively accurate in predicting whether or not they will use the New Bedford Harbor beaches. These predictions are also stable over time. However, among those who predict or recall nonzero beach usage, there is a bias in favor of overprediction. No relationship exists between individuals who overpredict in one season and those who overpredict in other seasons.
b. Time-Span Effect. No observable effects result from asking respondents to estimate beach usage for an entire year versus estimating beach usage for three subperiods of the year.
c. Leading Questions. By using leading questions and strong prompting, it is possible to elicit substantial "PCB awareness" among respondents. However, PCB awareness elicited by these techniques does not correlate appropriately with beach use or non-use, nor does it explain subsequent responses to hypothetical questions regarding increased use of "PCB-free" beaches. More neutral elicitation techniques yield PCB awareness measures which are correlated more appropriately with beach use or non-use. Such measures, however, still do not explain responses to hypothetical questions regarding increased use of PCB-free beaches.

Both PCB awareness measures elicited using leading questions and strong prompting and PCB measures elicited using more neutral elicitation techniques are negatively related to the likelihood that a respondent who stated that he or she would use PCB-free beaches more subsequently indicates that he or she would still use the beaches more under a PCB-only scenario. In other words, those who are most aware of PCBs by either measure appear to be most aware of other chemicals and substances that might be damaging to the quality of the New Bedford area beaches. Thus questions related to hypothetical PCB removal are likely to elicit the most biased results form this group of respondents.
d. PCB Removal Only. When respondents who indicate that they would use PCB-free beaches more are subsequently reminded that only PCBs hypothetically are being removed from the harbors, the vast majority stated that they would not, in fact, use the beaches more under the "PCBs-only" scenario.

These results strongly suggest that in the New Bedford case using demand curves based on hypothetical usage to estimate the value of cleanup is highly sensitive to the nature of the survey instrument. In the original government survey, there was a positive relationship between beach users and PCB awareness as defined in that survey. However, users tend to overpredict beach usage under the status quo. Furthermore, the stronger the form of PCB awareness, the more likely the respondent will state that he or she would not use a beach more often if only PCBs are removed.

In the absence of a standard set of guidelines for administering CVM and CUM surveys, a potential for serious problems exists. Several attempts at establishing such guidelines have been made. Based on a comparison of studies using the CVM and drawing on analysis of market-like behavior in experimental economics and the
psychology literature, ${ }^{29}$ Cummings, Brookshire and Schulze (1986) proposed what they call Reference Operating Conditions (ROC) which should be satisfied by studies using the CVM techniques:

1. Subjects-participants in the CVM must understand (be familiar with) the commodity to be valued.
2. Subjects must have had (or be allowed to obtain) prior valuation and choice experience with respect to consumption levels of the commodity.
3. There must be little uncertainty.
4. Willingness-to-pay, not willingness-to-accept, measures are elicited. ${ }^{30}$ Three additional conditions were proposed by Daniel Kahneman (Cummings, Brookshire and Schulze, 1986, 186-194):
5. The CVM should only be used for problems that have a "purchase structure."
6. The use of the CVM should be restricted to user values, rather than to ideological values.
7. Accurate description of payment mode is essential to the CVM.

Kahneman's ROC's were themselves subsequently qualified by Cumming, Brookshire and Schulze in the conclusion to their book (1986, 230-231), as were the third and fourth of the original ROC. In fact, Mitchell and Carson (1989, 93-94) ultimately argued that to the extent that the first and second of the original four ROCs are based on the "consumer goods market model," they are also "inappropriate," proposing that "political markets are a more appropriate analogue for CVM surveys that value public goods than are private markets."

Based on the problems identified in this study, as well as the inability of the CVM practitioners to agree on even a basic set of criteria which would be met by studies using the CVM, it is arguable that the contingent techniques fall far short of satisfying the foundational criteria needed for survey evidence to be admissible. Problems with the CVM are now well-known. Despite their seeming objectivity, studies

[^13]using the CUM are similarly unlikely to be admissible as evidence. Given the inherent problems with both, as documented by case studies like this and that done by Randall, Hoehn and Tolley (1981), CVM and CUM studies may encounter admissibility problems in the courtroom and may also be judged unpersuasive by either a jury of objective economists or laymen.

Basing public policy decisions or damage awards on contingent usage studies can be as problematic as basing them on contingent valuation studies. While the latter are becoming increasingly criticized by much of the economics profession, the former have not yet received similar scrutiny. Contingent usage studies avoid some of the problems of contingent valuation studies, but ultimately they may be just as problematic with respect to their admissability as evidence.
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[^2]:    5 See Mitchell and Carson (1989) and Cummings, Brookshire and Schulze (1986) for critiques of the CVM as well as responses to those critiques.

    6 Majid, Sinden and Randall (1983) similarly found that the estimated values of proposed parks were greater when the proposed parks were considered in isolation rather than as additions to an existing system of parks. On the other hand, Dickie, Fisher and Gerking (1987) found little difference between the estimated demand curves for strawberries based on actual market transaction data and hypothetical responses. The latter result supports the contention that CVM works best for familiar goods. In this case a well-defined market for strawberries exists, so it should not be too surprising if individuals' hypothetical responses mimic the market.

[^3]:    7 A recent example of a problematic CVM analysis is provided by State of Idaho v. Southern Refrigerated Transport, Inc. (D. C. Idaho 1991). In this case, the State of Idaho attempted to determine the value of a non-returning fish population by a contingent valuation survey. The survey was administered to determine what individuals in the Northwest would be willing to pay in the form of increases to their power bills to double the runs of two types of fish in an entire river. In this case, the Court found that the study was "not pervasive and it would be conjecture and speculation to allow damages based on [it]."

[^4]:    8 Items of investigation in the Parry and Crossley study were (1) registration and voting in city-wide Denver elections, (2) contributions to Community Chest, (3) possession of a Denver Public Library Card, (4) possession of a Colorado driver's license, (5) automobile ownership, (6) age, (7) homeownership and (8) telephone ownership.

    9 In another study, Kain and Quigley (1972), reporting on a 1967 survey, obtained similar results. In their study, however, only 28 percent of the owners of single detached structures provided estimates of value within 10 percent of appraisers' estimates of value for the same homes.

    10 See Chase and Harada (1984) for a detailed analysis of response errors in the Chase and Godbey survey.

[^5]:    11 Miller and Groves (1985) discuss generally the use in the crime literature of external record evidence to evaluate survey responses.

    12 See also Granbois and Summers (1975) on the predictive accuracy of "intention measures," and Morrison (1979) for further analysis of Juster's data.

    13 See, for example, Bishop and Heberlein (1979); and Smith, Desvousges and Fisher (1986).
    14 The CVM literature makes a distinction between validity and reliability. Validity studies are designed to ascertain whether the correct theoretical construct is being measured and whether the statistically estimated mean is equal to the true mean for the item being evaluated. (Reiling, Boyle, Phillips and Anderson 1990, 128). Reliability, on the other hand, is the extent to which the variance of the item being measured in a survey is due to random sources. For further discussion see Mitchell and Carson 1989, 189-229.

[^6]:    15 In 1983 the Department of Justice (DOJ) filed a civil complaint against five companies, charging them with responsibility for releasing PCBs into the Harbor. An agreement in principle was reached in February 1990 with two defendants, Aerovox, Inc. and Belleville Industries Inc. In September 1990, AVX and EPA agreed to a $\$ 66$ million settlement, one of the largest settlements by a single defendant in the 10 -year history of Superfund. The settlement money will fund the clean-up and reimburse funds already spent in a variety of enforcement, remedial investigation and damage assessment activities. The remaining two defendants, Delaware-based FPE and Cornell-Dubilier, have also reached a settlement in principle.

[^7]:    16 Harris, Driver and McLaughlin (1989), drawing from recent psychology literature on human decision-making, isolate as one criterion for sound and reasonable decision-making the level of effort needed to determine a range of feasible alternatives. Other criteria include whether the objectives were clearly specified, and the degree of weighing of known costs and benefits of the alternatives.

    17 Originally Survey 1 began with a sample size of 545 respondents. Of these, 7 failed to answer the relevant part of the questionnaire and 43 failed to provide usable responses for beach attendance, bringing the working sample down to 495 . Surveys 2 and 3 had a total sample of 403 and 342, respectively. Some of these were in the group of 50 original respondents not included in the government's working sample.

    18 Of the 403 respondents to Survey 2,40 were not included amongst the 495 actually used in the government's analysis. Thus, the working sample for Survey 2 is 363.

    19 Predicted and recalled usage for individual beaches may not sum to 495 and 363 , respectively, because of missing data. In aggregating individual beach usage, however, missing data were treated as zero values as long as a value was reported for at least one beach. All references in the text are to aggregate beach use unless otherwise noted.

[^8]:    20 Besides finding that individuals generally overestimate their participation in recreational activities, a result which we have confirmed, Chase and Harada (1984) also found that self-reports of recreational activity become particularly unreliable if the self-reports are removed from the reporting period by more than 60 days. Since Survey 2 was removed from the end of calendar year 1986 by over four months, and from the end of the primary beach use season in 1986 by approximately eight months, one may justifably question the reliability of recalled beach usage for 1986 obtained by it. One purpose of Survey 3 was to compare predicted and recalled usage when there was essentially no lag between the end of the reporting period and self-reports of beach usage. Since Survey 3 also concentrated on the primary beach use season instead of the whole year, to test a 'split ballot sample" technique was used to guarantee that the results on 1987 would be comparable to the results for 1986. Respondents to Survey 2 with even phone numbers were asked to estimate 1987 beach usage in three segments, January through April, May through September, and October through December. Respondents to Survey 2 with odd phone numbers were asked to estimate 1987 beach usage in only two segments, January through April, and May through December. There were no statistically significant differences between the overall beach usage in 1987 of respondents with even phone numbers and respondents with odd phone numbers. Neither were there any statistically significant differences between the distribution of users and nonusers, the mean of overall unconditional beach usage, or the mean of overall beach usage conditional on positive usage for 1987 as compared to 1986.

    21 The total sample size for respondents recalling beach use in 1987 was 146. This constitutes the subset of the 177 respondents to Survey 2 with odd phone numbers who were recontacted in Survey 3. We again note that individual predicted and recalled beach usage may total to less than 179 and 146, respectively, due to missing data.

[^9]:    22 Rotation of answer choices is a relatively simple way of minimizing this bias (Dillman 1978, 216).

[^10]:    23 Moser $(1958,225)$ identifies the problem of a leading question which by "its content, structure or wording, leads the respondent in the direction of a certain answer" or which "suggests only some of the possible answers.'

    24 Closed-end questions such as this one where the alternatives are incomplete offer "answersuggestions," and amount to "nearly an answer-coercion" (Molenaar 1982, 56). Although closed-ended questions are useful in guiding the respondent's search for an answer, dichotomous choice or yes/no questions with only one predicate or alternative are imbalanced in the sense that an alternative tends to be chosen more when it is presented alone rather than with other options (Molenaar 1982, 58) and with a strong bias in the direction of the affirmative response (Kalton, Collins, Brook 1978, 150).

[^11]:    25 Specifically, it tends to be biased toward the population of beach users. Given that the results of the survey were used to estimate demand curves for beach usage, this amounts to sampling based on the dependent variables, a well-known error in statistical analysis.

    26 An example of the latter is provided by Desvousges, Smith and McGiveny (1983), who, in their study of the Monongahela River, asked respondents about changes in water quality ranging from boatable to swimmable to drinkable. Mitchell and Carson $(1989,184)$ go so far as to cite "cut down" in air pollution and "cleanup" of water pollution as instances of improperly vague descriptions of goods in survey instruments.

    27 The use of conditional logistic models in this context is equivalent to the estimation of standard log-linear models wherein some higher order interactions are set a priori to zero.

[^12]:    28
    According to Tversky and Kahneman (1974, 1124-1131), people rely on a limited number of heuristic principles to reduce the complex tasks of assessing probabilities and predicting values to simpler judgmental operations. The use of these heuristic principals inevitably introduces distortions of one form or another compared to the full-information, full-optimization outcome.

[^13]:    29 Harris, Drive, Mclaughlin (1989); Cummings, Brookshire, Schulze (1986); and Fischhoff, Slovic and Lichtenstein (1980).

    30 WTP and WTA often diverge substantially. For a discussion of the problem and the literature associated with it, see Hoffman and Spitzer (1990).

