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Abstract— Colors of objects observed in underwater envi-
ronments are different from those in air. This is because the
light intensity decreases with the distance from objects in
water by light attenuation. Robots on the ground or in air
usually recognize surrounding environments by using images
acquired with cameras. The same is / will be true of underwater
robots. However, recognition methods in air based on image
processing techniques may become invalid in water because of
light attenuation. Therefore, we propose a color registration
method of underwater images. The proposed method estimates
underwater environments where images are acquired, in other
words, parameters essential to color registration, by using
more than two images. After estimating parameters, color
registration is executed with consideration of light attenuation.
The effectiveness of the proposed method is verified through
experiments.
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I. INTRODUCTION

In this paper, we propose a color registration method of
underwater images with consideration of light attenuation.

In recent years, demands for underwater tasks, such as
digging of ocean bottom resources, exploration of aquatic en-
vironments, rescues, and salvages, have increased. Therefore,
underwater robots or underwater sensing systems that work
instead of human become important, and technologies for
observing underwater situations correctly and robustly from
cameras of these systems are needed [1]. However, it is very
difficult to observe underwater environments with cameras
[2]–[4], because of the following three big problems.

1) View-disturbing noises (Fig. 1(a))
2) Light refraction effects (Fig. 1(b))
3) Light attenuation effects (Fig. 2(a)(b))

The first problem is about suspended matters, such as
bubble noises, small fishes, and small creatures. They may
disturb camera’s field of view (Fig. 1(a)).

The second problem is about the refraction effects of light.
If cameras and objects are in the different condition where
the refraction index differs from each other, problems do
occur and a precise measurement cannot be achieved. For
example, Fig. 1(b) shows an image of a single rectangular
object when water is filled to the middle. In this case, the size
and the shape of the object look different between above and
below the water surface. Therefore, it becomes difficult to
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(a) View-disturbing noises. (b) Refraction effects.

Fig. 1. Examples of aquatic images 1.

(a) Image in air. (b) Image in water.

Fig. 2. Examples of aquatic images 2.

measure precise positions and shapes of objects when water
exists because of the image distortion by the refraction of
the light.

The third problem is about the attenuation effects of light.
The light intensity decreases with the distance from objects
in water by light attenuation depending on the wavelength
of light. Red light decreases easier than blue light in water
[2]. For example, there exists red color at the neck of the
person in Fig. 2(a). However, in the aquatic environment,
red color is attenuated and cannot be observed in Fig. 2(b),
although blue color can be observed. In this way, colors of
objects observed in underwater environments are different
from those in air. Therefore, it becomes difficult to classify
or to recognize objects in water by observing their colors
and textures.

As to the first and second problems, there are several
methods that can work well in aquatic environments [5]–
[11]. These previous studies remove adherent noises from
images by image processing techniques or consider the light
refraction effects when measuring three dimensional (3-D)
shapes and positions of objects in water.

However, as to the third problem, there are few methods
that can investigate objects’ colors in aquatic environments
where different colors are observed by light attenuation
effects from aerial environments. For example, a navigation
method of autonomous underwater vehicles based on arti-
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ficial underwater landmarks is proposed [12], however, this
technique uses only landmarks whose colors are less subject
to light attenuation effects in order to avoid light attenuation
problems. An underwater image mosaicing method [13] or
an image processing technique for recognizing acanthaster
by color [14] are also proposed. However, these techniques
assume that aquatic environments are same with aerial
environments, although there is a risk of misjudgment in
consequence of light attenuation effects.

In fact, a lot of researches in the fields of computer vision
or computer graphics are studying about objects’ appear-
ance in air (e.g. [15]–[18]), because “colors” or “textures”
have important and necessary information about objects.
Of course, the same is true of aquatic environments. For
example, undersea remains or abyssal creatures must be
investigated in water, because they cannot be pulled up out
of the sea and their images must be taken in water.

Therefore, in this paper, we propose a color registration
method of underwater images. The proposed method esti-
mates underwater environments where images are acquired,
in other words, parameters essential to color registration, by
using more than two images. After estimating parameters,
color registration is executed with consideration of light
attenuation.

The composition of this paper is detailed below. In Section
II, the principle of the light attenuation and observed colors
in liquid are explained. In Section III, we propose color
registration method. Section IV mentions about experiments
and Section V describes conclusions.

II. COLOR IN LIQUID

A. Light Attenuation in Liquid

As described above, colors of objects observed in un-
derwater environments are different from those in air. This
is because the light intensity decreases with the distance
from objects in liquid by light attenuation depending on the
wavelength of light. Figure 3 shows the light attenuation in
water. For example, the intensity of red color decreases to
about a half at the point whose distance from the light source
is 2m, although that of blue color hardly changes. Red color
disappears in 20m distance. In this way, colors of objects in
water looks different from those in air.

Equation (1) can describe these phenomena (Fig. 4).

Li(z) = L0,i exp(−ciz), (1)

where i is the wavelength of light, z is the distance between
the light source and the viewpoint, Li(z) is the light intensity
of wavelength i, L0,i is the light intensity of wavelength
i at the light source, and ci is attenuation coefficient (or
extinction coefficient) of liquid at wavelength i, respectively.

Attenuation coefficient consists of absorption coefficient
and scattering coefficient, because light attenuation consists
of light absorption and light scattering. Figure 5 shows
attenuation coefficient of water. Attenuation coefficient of
water changes very much with the wavelength of light.
Consequently, observed colors changes in underwater envi-
ronments.

Fig. 3. Light intensity in water.

z

light source
L0,i

Camera
Li (z)

Fig. 4. Light attenuation in liquid.

B. Light Reflection in Liquid

The light travels from the light source, is reflected at the
object surface, and finally arrives at the viewpoint (Fig. 6).
Therefore, observed colors of objects at the viewpoint are
under the influence of the light intensity of light source,
properties of object surfaces, and traveling distance of the
light.

The diffuse reflection of light in air where the light
attenuation does not exist is expressed as follows;

Ii(l, z) =
L0,iκi cos3 α

z2
, (2)

where l is the distance between the object surface and the
viewpoint, z is the distance between the light source and the
object surface, Ii(l, z) is the light intensity of wavelength i,

Fig. 5. Attenuation coefficient of water.
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Fig. 6. Light refraction in liquid.

κi is reflectance ratio of the object’s surface of wavelength
i, and α is the angle between the ray vector of light from
the light source and the normal vector of object’s surface,
respectively.

The light intensity Ii(l, z) describes observed colors of
objects in air.

The difference between observed colors of objects in liquid
and those in air is whether there are light attenuation effects
or not. Therefore, the light intensity Ii(l, z) in liquid can be
expressed as follows by considering the diffuse reflection of
light in liquid from Eq.(1) and (2) (Fig. 6).

Ii(l, z) =
L0,iκi cos3 α

z2

exp
{
− ci

( z

cos α
+

l

cos θ

)}
, (3)

where θ is the angle between the ray vector of light from
the object and the optical axis of lens.

We can calculate the light intensity in arbitrary conditions
by using Eq.(3) when all parameters are known. In other
words, we can generate images in arbitrary conditions in
that case.

However, some of these parameters are unknown in almost
all cases. We usually have to use special measuring devices
in a well-equipped laboratory and acquire a large mount
of data when measuring all parameters with high accuracy
(e.g. [19]). In particular, reflectance ratio of objects and light
intensity of the light source are difficult to measure. It is
distant in aquatic environments in practice.

On the other hands, color registration of acquired image(s)
is realistic and effective way.

III. COLOR REGISTRATION METHOD

A. Relationship between Two Images

The relationship between light intensity Ii(l, z, ci) (i:
wavelength, l: distance between the object surface and the
viewpoint, z: distance between the light source and the
object surface, ci: attenuation coefficient of liquid) and light
intensity Ii(l′, z′, c′i) at another position and in another liquid

(or air) can be expressed as follows;

Ii(l′, z′, c′i) = Ii(l, z, ci)
( z

z′
)2 cos3 α′

cos3 α

exp
{
− c′i

( z′

cos α′ +
l′

cos θ′
)

+ci

( z

cos α
+

l

cos θ

)}
. (4)

Reflectance ratio of the object’s surface (object properties)
and the light intensity of the light source (light source
properties) do not appear in Eq.(4). Therefore, colors of
objects in air (images acquired in air) can be calculated from
images acquired in liquid when the geometrical relationship
between two conditions is known.

B. Estimation of Unknown Parameters

In addition, colors of objects in air can be estimated
from images acquired in liquid even when the condition
of image acquisition is unknown, by using more than two
images acquired in liquid at more than two places; position
A and position B. This is because the conditions (unknown
parameters) of image acquisitions in liquid can be also
estimated if the relative geometrical relationship (distance)
between position A and position B is known.

Attenuation coefficients ci,A equal to ci,B (ci,A = ci,B =
ci) when only the places of image acquisitions differ from
each other. In this case, the relationship between two images
is expressed as follows;

Ii,B(u, v)
Ii,A(u, v)

=
(zA

zB

)2 cos3 αB

cos3 αA
exp

{
ci

( zA

cos αA
+

lA
cos θA

− zB

cos αB
− lB

cos θB

)}
, (5)

where (u, v) is image coordinate, and Ii,A(u, v) and
Ii,B(u, v) are acquired images at position A and position
B, respectively.

We usually take underwater images by a camera with
photoflash. In this case, the viewpoint corresponds to the
camera (optical center or lens center in a precise sense),
and the light source corresponds to flash of the camera.
Therefore, the relative relationship between the light source
and the viewpoint never changes when the camera position
changes. The relative geometrical relationship between the
light source and the viewpoint can be easily estimated by
conventional camera calibration techniques (e.g. [20]).

Here, let vector d be the geometrical relationship between
position A and position B. The left side of Eq.(5) can be
calculated from two acquired image. All the parameters of
the right side of Eq.(5) can be expressed by using d and
only one parameter (e.g. lA) when geometrical relationship
between the light source and the viewpoint is known.

Consequently, the number of unknown parameters equals
to one (e.g. lA), if the movement of camera d and attenuation
coefficient ci are known, and this one unknown parameter
can be gained by solving Eq.(5). After that, all parameters
of the right side of Eq.(5) can be also calculated by using d
and the obtained one unknown parameter.

FrD12.3

4572



Accordingly, we can estimate all unknown parameters of
right side of Eq.(4) that are essential to color registration
(l, z, α, θ). We can recover new images taken at another
places in same liquid from acquired one image (image A or
image B) by substituting arbitrary values to l′, z′, α′, θ′ in
Eq.(4). New images acquired in air also can be estimated
by substituting ci = 0 in Eq.(4) in place of attenuation
coefficient of liquid.

Above mentioned analysis is approved under the as-
sumption that environment light does not exist. In aquatic
environment, the influence of environment light is very
little because sunlight is also attenuated. If there is strong
environment light, the influence of environment light can be
easily canceled by acquiring two images with and without
flash of a camera at the same place with a subtraction method
(e.g. [21]).

IV. EXPERIMENT

A. Experimental Condition

We acquired underwater images in liquid by using the
digital camera NIKON D70 that can save images with RAW
format. The light intensity values can be extracted by using
RAW images, while we cannot do so by using JPEG or
BMP images. This camera has three color filters; R (red), G
(green), and B (blue). We assume that only the light whose
wavelength is 700nm (red)1, 546nm (green), and 436nm
(blue) can pass these filters, respectively, and the light of
different wavelength cannot pass them. The range of the light
intensity that the camera can measure is from 0 to 4095.

Water whose attenuation coefficients of red, green, and
blue colors are 0.4000, 0.0391, and 0.0348, respectively,
was adopted as liquid [2]. Attenuation coefficients of every
wavelength in air was set zero.

Several planar paintings were placed in the water tank
filled in water, and images of these paintings were acquired
with the camera.

B. Color Registration under Known Condition

To verify the effectiveness of color registration method,
underwater images were taken under the condition that
geometrical relationship between the camera and the object
was known.

Figure 7 shows a color registration result of an underwater
image (painting of a flower) with consideration of light
attenuation when distance between the camera and the object
changes.

Figure 7(a) shows the acquired image in water when
the distance between the camera and the object is 0.80m,
and Fig. 7(b) shows the color registration result under the
condition that the distance between the camera and the object
is 0.70m. Figure 7(b) is generated from Fig. 7(a) by using
Eq.(4). For comparison, we also acquired the underwater
image when the distance between the camera and the object

1It is anticipated that the use of the absorption coefficient at 700nm would
overestimate the recovery of the R channel, because the transmittance of
commercial digital cameras at 700nm is usually low due to an infrared
rejection filter.

(a) Observed image in water.

(b) Color registration result.

(c) Observed image at different location.

Fig. 7. Color registration results 1.

is 0.70m (Fig. 7(c)). The appearance of Fig. 7(b) is very
similar to that of Fig. 7(c), although those of Fig. 7(a) and
Fig. 7(b) differ from each other.

Figure 8 shows another result (painting of a “kimono”2

lady) when both distance between the camera and the object
and surrounding medium change.

Figure 8(a) shows the acquired image in water when
the distance between the camera and the object is 0.80m.
Figure 8(b) shows the color registration image in air when
the distance between the camera and the object is 0.60m,
that is also generated by using Eq.(4) from Fig. 8(a). For

2Kimono is a long, loose traditional Japanese robe with wide sleeves, tied
with a sash.
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(a) Observed image in water. (b) Color registration result.

(c) Observed image in air.

Fig. 8. Color registration results 2.

comparison, we also acquired the image in air when the
distance between the camera and the object is 0.60m (Fig.
7(c)).

Colors of the corrected image (Fig. 8(b)) is clear, while
the original acquired image in water (Fig. 8(a)) has grave
colors because of light attenuation. It is verified that the
color registration can be executed fairly when comparing
the corrected image with the image in air under the same
lighting condition (Fig. 8(c)).

C. Color Registration under Unknown Condition

Figure 9 shows the color registration result under the
unknown condition.

We also acquired two images (painting of a cat) in water
(Fig. 9(a)(b)), estimated the image acquisition condition,
and reconstructed the image in air under the same lighting
condition (Fig. 9(c)) from images in water.

The distance between the camera and the object was
0.80m when Fig. 9(a) was taken. The distance between the
camera and the object was estimated by using two images
at the different positions (Fig. 9(a) and (b)). Estimated
distance is 0.82m when using red color data, 0.78m when
using green color data, and 0.78m when using blue color

TABLE I

LIGHT INTENSITY RGB RATIO.

R G B
(a) Observed colors in water 1 (Fig. 9(a)). 0.95 1.00 0.29
(c) Color registration results (Fig. 9(c)). 1.41 1.00 0.29
(d) Observed colors in air (Fig. 9(d)). 1.45 1.00 0.29

data, respectively. In consequence, the distance between the
camera and the object is calculated as 0.793m by averaging,
while the true value is 0.8m. From this result, it is verified
that our method can estimate the conditions when underwater
images are acquired by using more than two images.

After estimating the conditions, color registration of the
image is done (Fig. 9(c)) by considering estimated condi-
tions. Colors of the corrected image (Fig. 9(c)) are similar
to those of image taken in air (Fig. 9(d)). Table I shows
quantitative results about the color ratio of red (R) : green
(G: we set 1.00) : blue (B). The ratio of the corrected image
is very similar to that of the image in air, while the ratio of
original image is differ from that of the image in air.

From these results, the validity of the proposed method
was verified.

V. CONCLUSION

We propose a color registration method of underwater
images with consideration of light attenuation. The proposed
method estimates parameters essential to color registration,
by using more than two images. After estimating parameters,
colors of these images can be corrected with consideration
of light attenuation.

The effectiveness of the proposed method is verified
through experiments.

As the future works, classification or recognition method
of objects in underwater images that are under the influence
of light attenuation, and cannot classify or recognize them
without color registration. A stereo camera system is also
adopted for the robust color registration and 3-D measure-
ment of objects in underwater environments.
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(a) Observed image in water 1.

(b) Observed image in water 2.

(c) Color registration result.

(d) Observed image in air.

Fig. 9. Color registration results 3.
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