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A study of cumulant approximations to n-electron valence multireference
perturbation theory
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We investigate the possibility of reducing the complexity of multireference perturbation theory
through cumulant based approximations to the high-order density matrices that appear in such
theories. Our test cases show that while the cumulant approximated forms are degraded in accuracy
relative to the parent theory and exhibit intruder state problems that must be carefully handled, they
may provide a route to a simple estimation of dynamic correlation when the parent perturbation
theory is infeasible. Nonetheless, further work is clearly needed on better approximations to the
denominators in the perturbation theory. © 2009 American Institute of Physics.
�DOI: 10.1063/1.3132922�

I. INTRODUCTION

Electron correlation is generally understood to be di-
vided into two kinds: nondynamic correlation, involving
electron configurations distributed across “active” valence
orbitals, and dynamic correlation, involving electron con-
figurations with variable occupancy in “inactive” core and
virtual orbitals. Dynamic correlation is generally a smaller,
quantitative correction to the qualitative electronic structure
that is established in the active valence space. For this rea-
son, perturbation theory, even at the second-order level, is a
practical tool to treat dynamical correlation. Perturbation
theory on top of an arbitrary set of configurations in the
valence space is known as multireference perturbation
theory. The most popular forms today are the complete active
space second-order perturbation �CASPT2� theory1 and mul-
tireference Moller–Plesset perturbation �MRMP� theory2 and
more recently, second-order n-electron valence perturbation
�NEVPT2� theory.3,4 The difference between the CASPT2
and MRMP lies in the contraction of the basis states that
span the first-order wave function. In CASPT2, the basis
states are linear combinations of determinants �or configura-
tion state functions �CSfs�� since single and double excita-
tions are applied to the reference wave function, while in
MRMP the states that span the first-order wave function are
doubly excited determinants obtained from the determinants
in the reference wave function. Thus, in MRMP the first-
order interacting space is uncontracted. In strongly con-
tracted NEVPT2 �SC-NEVPT2�, the first-order wave func-
tion is spanned by vectors that are obtained from the
contracted single and double excitation operators acting on
the reference wave function. Consequently, the basis present
in SC-NEVPT2 has a greater level of contraction than the
CASPT2 or MRMP basis.

Despite the many predictive successes of multireference
perturbation theory, such methods face a number of limita-
tions. A severe one is the high computational cost as a func-

tion of the number of active orbitals, which prohibits their
application to large molecules with many active orbitals. For
example, current implementations of NEVPT2 are limited to
14 active orbitals, but much larger active spaces are
accessible through methods such as the density matrix
renormalization group �DMRG�,5–12 restricted active space
self-consistent field �RASSCF�,13 or generalized valence
bond �GVB� methods.14 Improved algorithms �in particular,
efficient choices of when to employ internal contraction15�
ameliorate but do not remove the sharp increase in complex-
ity of the multireference perturbation theory as the number of
active orbitals and determinantal configurations increases.

In the current work, we explore the possibility of con-
structing approximate forms of multireference perturbation
theory which are not at the outset limited to small active
spaces. We take as our starting point the n-electron valence
perturbation theory in its strongly contracted form
�SC-NEVPT2�, which is one of the simplest �and yet still
remarkably successful� multireference perturbation theories
available.16 The basic idea of the work is quite simple. The
complexity of multireference perturbation theories can be
understood to arise from their dependence on contributions
from high-order �three- and four-body� density matrices in-
volving the active orbitals. We will explore the possibility of
approximating these density matrices via the one- and two-
body density matrices using cumulant-type expansions, re-
moving any dependence on any more complex quantities.
Naturally, this will introduce a degree of error, and the pur-
pose of the work is to establish how tolerable such an error
really is. To be successful, the error introduced by such
cumulant-type approximations should not be larger than the
intrinsic error of second-order multireference perturbation
theory.

Cumulant approximations have been employed by many
different workers in electronic structure.17–21 In earlier work
from our group, cumulant and operator decompositions have
played a role in the formulation of the canonical transforma-
tion method, an exponential based description of dynamical
correlation for multireference problems.22–24 Unlike thea�Electronic mail: dominika.zgid@gmail.com.
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stated objective of reduced density matrix methods, we are
not trying here to use the cumulants as the primary varia-
tional descriptors of the electronic structure; instead, they are
introduced as computational approximations to quantities
that arise naturally in the multireference perturbation theory.
Nonetheless, while our goals and presentation are different
from some works in the reduced density matrix area, some
differences can be viewed as simply matters of terminology
and philosophy �e.g., is multireference perturbation theory to
be described as a four-body density matrix energy functional
or to be approximated as a two-body density matrix energy
functional or as an internally contracted wave function based
method where cumulants are used to approximate certain in-
termediates� and so there are many natural connections.

II. THEORY

A. Strongly contracted n-electron valence perturbation
theory

We present a brief review of NEVPT2 theory. Our pre-
sentation closely follows that given in Ref. 3. Readers inter-
ested in more details should refer to the original articles3,25,26

as well as the recent short review by Angeli et al.4

NEVPT2 is a second-order Rayleigh–Schrödinger per-
turbation theory, which differs from other kinds of multiref-
erence perturbation theory such as CASPT2 in its choice of
zeroth-order Hamiltonian and the representation of the first-
order wave function. Consider the zeroth-order wave func-
tion ��0� �with zeroth-order energy E�0�� which is the solu-
tion of some complete active space configuration interaction
�CASCI� problem �typically obtained through a complete ac-
tive space self-consistent field �CASSCF� problem�. We first
establish some notation. We shall refer to core orbitals �dou-
bly occupied in all CASCI configurations�, active orbitals
�variable occupancy in all CASCI configurations�, and vir-
tual orbitals �unoccupied in all CASCI configurations�. Core
orbitals will be associated with labels i , j ,k. . ., active orbitals
with labels a ,b ,c. . ., and virtual orbitals with labels r ,s , t. . ..
We define a model Hamiltonian known as the Dyall
Hamiltonian,27 which consists of Fock-type operators in the
core and virtual spaces and the Hamiltonian Hact in the active
space, i.e.,

HD = fcore + Hact + fext, �1�

fcore = �
i

�iai
†ai + C , �2�

Hact = �
ab�act

hab
effaa

†ab + �
abcd�act

vabcdaa
†ab

†acad, �3�

fext = �
r

�rar
†ar, �4�

HD��0� = E�0���0�. �5�

Note that the one-body part of Hact includes the Coulomb
field from the core electrons, i.e., hab

eff=hab+�i�core�ii �ab�
− �ia � ib�, and C is a constant chosen so that the expectation
value of the Dyall Hamiltonian with ��0� is the CASCI en-

ergy. The core and virtual orbitals are taken to be canonical
orbitals of Fock operators defined using CASCI one-particle
density matrices. The two-body integrals in the molecular
orbital basis are denoted by vabcd.

In the so-called SC-NEVPT2 which is of interest here,
the first-order wave function ��1� is expanded in terms of a
highly restricted set of “perturber” functions. These are clas-
sified into eight spaces, �0�, �+1�, ��1�, �+2�, ��2�, �+1��,
�−1��, and �0��, which differ by the pattern of excitations
involving core and virtual orbitals and the number of par-
ticles or holes introduced into the active space. �The number
�+1�, for example, denotes one particle introduced into the
active space. Note also that we are using parentheses to label
these eight spaces, whereas brackets are used to denote or-
ders of perturbation theory.�

The perturber functions in each of the eight spaces are
contracted sets of determinants, where the contraction coef-
ficients are defined from the perturbation V. We first divide V
into eight components which connect the reference wave
function and the eight different spaces,

V = �
i�j,r�s

Vijrs
�0� + �

i�j,r
Vijr

�+1� + �
r�s,i

Vrsi
�−1� + �

i�j

Vij
�+2�

+ �
r�s

Vrs
�−2� + �

i

Vi
�+ 1�� + �

r

Vr
�− 1�� + �

ir

Vir
�0��, �6�

where the eight component perturbations are defined through
�using the compact second-quantized notation, e.g., aij

rs

=ar
†as

†aiaj�

Vijrs
�0� = �rs��ji�aij

rs, �7�

Vijr
�+1� = �

a

�ra��ji�aij
ra, �8�

Vrsi
�−1� = �

a

�rs��ia�aai
rs, �9�

Vij
�+2� = �

a�b

�ab��ji�aij
ab, �10�

Vrs
�−2� = �

a�b

�rs��ba�aab
rs , �11�

Vi
�+ 1�� = �

a�b,c
�ab��ic�aci

ab + �
aj

�aj��ij�aji
aj + �

a

�a�h�i�ai
a,

�12�

Vr
�− 1�� = �

a,b�c

�ra��cb�abc
ra + �

aj

�rj��aj�aja
rj + �

a

�r�h�a�aa
r ,

�13�

Vir
�0�� = �

ab

�ra��ib�abi
ra + �

j

�rj��ij�aji
rj + �r�h�i�ai

r. �14�

Note that orbital labels of the component perturbations refer
to only inactive �core or virtual� orbitals; all active indices
are summed over.
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The perturber functions are then generated by applying
each of the component perturbations to the zeroth-order
wave function and normalizing. Thus, the eight classes of
perturber functions are

�ijrs
�0� =

1

	Nijrs
�0� Vijrs

�0� ��0�, �15�

�ijr
�+1� =

1

	Nijr
�+1�Vijr

�+1���0�, �16�

and so on, where we have introduced the square norm, e.g.,
Nijr

�+1�= ���0��Vijr
�+1�†Vijr

�+1����0��. Note that every perturber func-
tion is orthogonal to every other perturber function. Conse-
quently, in contrast to internally contracted CASPT2 or par-
tially contracted NEVPT2, there is no need for
diagonalization of the overlap matrix between perturber
functions. This feature of the strongly contracted theory is
advantageous if we want to perform calculations with a large
active space �e.g., with DMRG or another method�, where
the overlap diagonalization may prove to be a bottleneck.

Now that we have defined the perturber functions, we
can specify the zeroth-order Hamiltonian used in SC-
NEVPT2. This is of the form

H�0� = PactH
DPact + �

l,k
��l

�k��El
�k���l

�k�� , �17�

where El
�k�= ��l

�k��HD��l
�k��, Pact projects onto the active

space, and the functions ��l
�k�� are the perturber functions.

In terms of the perturber functions, the first-order wave
function is expanded as

��1� = �
i�j,r�s

cijrs
�0� �ijrs

�0� + �
i�j,r

cijr�ijr
�+1� + ¯ . �18�

The coefficients and energy contribution can be obtained us-
ing the standard Rayleigh–Schrödinger expressions, evalu-
ated in sum-over-states form. Taking the �+1� subspace as an
example �and dropping the �+1� labels below for conve-
nience�, we have

cijr = −
��ijr�V���
Eijr − E�0� = −

��ijr
�+1��Vijr

�+1����
Eijr − E�0� = −

	Nijr

Eijr − E�0� ,

�19�

E�2� = − �
i�j,r

Nijr

Eijr − E�0� , �20�

where Eijr is the zeroth-order energy of the perturber func-
tion, i.e., ��ijr

�+1��H�0���ijr
�+1��.

B. Cumulant approximated strongly contracted
NEVPT2

Evaluating matrix elements in NEVPT2 for the coeffi-
cients and for the energy contributions is not a simple matter
computationally. This can be understood because matrix el-
ements involving perturber functions that allow active orbital
relaxation �i.e., semi-internal-type excitations in �+1�� and
�−1�� spaces of the form aab

rc ���� involve long strings of ac-
tive orbital operators. We can examine the complexity of

NEVPT2 by reducing all matrix element expressions to
traces of reduced density matrices with appropriate integrals.
Depending on the subspace in NEVPT2, different density
matrices are involved �see Table I� but in the worst case �for
the �−1�� and �+1�� subspaces�, just as in other multirefer-
ence perturbation theories such as CASPT2, four-particle re-
duced density matrices formally appear. This greatly in-
creases the complexity of these multireference perturbation
theories relative to the single-reference counterpart, Moller–
Plesset theory. For example, the computational scaling of the
NEVPT2 implementation described in Ref. 25 is O�nact

9 � to
construct the intermediate expressions in subspaces �+1��
and �−1��. This presents a fundamental limitation if we wish
to use the NEVPT2 method in conjunction with a reference
function obtained in a large active space. As noted in the
early articles on NEVPT2,3 the theory is general and can in
principle be combined with non-CASCI references �such as a
GVB reference or a DMRG reference� which are not limited
to the small active spaces of CASCI.

One way to reduce the complexity of NEVPT2 theory
�and multireference perturbation theories in general� is to
remove the explicit or implicit dependence of the energy
expressions on high particle density matrices. �By implicit
dependence, we refer to such algorithms, often used in
CASPT2 implementations, where the higher particle density
matrices are not explicitly constructed and instead where
their contributions are computed directly on the fly using the
determinantal expansion of the CASCI wave function.� Ide-
ally we would hope that no quantities more complex than the
one- and two-particle active space density matrices should
appear. This is achieved in the following cumulant approxi-
mated strongly contracted NEVPT2 �cu-SC-NEVPT2� and
cumulant with diagonals approximated strongly contracted
NEVPT2 �cud-SC-NEVPT2� methods.

1. cu-SC-NEVPT2

In the cu-SC-NEVPT2 approximation, we use cumulant
approximations of the three- and four-particle density matri-
ces in terms of the one- and two-particle density matrices.
For the density matrices, we use the notation �def

abc= �adef
abc�.

These approximations are then given as

TABLE I. Highest rank reduced density matrices appearing in the energy
contributions for the eight subspaces of NEVPT2. The energy expression
involves a numerator and denominator �see, e.g., Ref. 20�; the highest rank
reduced density matrices contributing to the numerator and denominator
separately are shown in columns 3 and 4. Active space density matrices do
not contribute to the energy of the �0� space.

Subspace All Numerator Denominator

�0� n.a. n.a. n.a.
�+1� 2 1 2
��1� 2 1 2
�+2� 3 2 3
��2� 3 2 3
�+1�� 4 3 4
�−1�� 4 3 4
�0�� 3 2 3
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�def
abc ⇒ � �− 1�x�d

a�ef
bc �9 terms� − 2 � �− 1�x�d

a�e
b� f

c �6 terms�

=�d
a�ef

bc − �e
a�df

bc + � f
a�de

bc − �d
b�ef

ac + �e
b�df

ac − � f
b�de

ac + �d
c�ef

ac − �e
c�df

ac + � f
c�de

ac − 2��d
a�e

b� f
c − �d

a�e
c� f

b

+ �d
b�e

c� f
a − �d

b�e
a� f

c + �d
c�e

a� f
b − �d

c�e
b� f

a� , �21�

�efgh
abcd ⇒ � �− 1�x�ef

ab�gh
cd �18 terms� − 2 � �− 1�x�e

a� f
b�g

c�h
d �24 terms� . �22�

Note that in the case of the four-particle density matrix we
have not written out all terms explicitly, but these can be
obtained by attaching appropriate signs to the additional con-
tributions arising from permutation of indices: this is denoted
by the parity factor �−1�x which takes the appropriate +1 and
�1 signs according to the permutation. To obtain the cu-SC-
NEVPT2 energy and coefficients, we simply substitute the
approximate three- and four-particle density matrices as de-
fined above into the matrix element expressions in NEVPT2
�e.g., as defined in the Appendix of Ref. 25�. Note that the
contributions of subspaces �0�, �+1�, and ��1� are not af-
fected by the cumulant approximation.

2. cud-SC-NEVPT2

To improve on the cu-SC-NEVPT2, we have investi-
gated a better approximation to the three- and four-particle
density matrices. In a typical basis, the largest elements of
the three-particle and four-particle density matrices occur
along the diagonals and thus it would appear most important
to include information about these elements first. This can be
done by incorporating the exact three- and four-particle di-
agonal elements of the density matrices. This does not in-
crease the complexity of the theory over that of cu-SC-
NEVPT2 since the number of four-particle diagonal
elements �from which the three-particle diagonals are readily
obtained� is nact

4 , which is the same number of elements as in
the two-particle density matrix. We can also incorporate
some additional information of the same complexity con-
cerning the off-diagonal elements of the three- and four-
particle density matrices, as long as we consider subsets of
elements which are labeled by four indices or fewer. Thus, in
the cud-SC-NEVPT2 theory, we construct the three-particle
density matrix via the cumulant approximation �22� but then
replace selected diagonal and off-diagonal terms with their
exact values, in particular, elements �abc

abc ,�bac
abc ,�cab

abc , . . .. In the
case of the four-particle density matrix, since we now have
explicit information from the three-particle density matrix
beyond the cumulant approximation, to be consistent we
construct the four-particle density matrix from its cumulant
expansion in terms of one-, two-, and three-particle density
matrices where the three-particle density matrix has been
corrected as above. This expansion is given by

�efgh
abcd = � �− 1�x�e

a� fgh
bcd �16 terms�

+ � �− 1�x�ef
ab�gh

cd �18 terms�

− 2 � �− 1�x�e
a� f

b�gh
cd �72 terms�

+ 6 � �− 1�x�e
a� f

b�g
c�h

d �24 terms� . �23�

From this cumulant approximated four-particle density
matrix, we then replace the following four-indexed diagonal
and off-diagonal elements with their exact values,
�abcd

abcd ,�bacd
abcd ,�cabd

abcd , . . ..
In our implementation the four-particle density matrix is

not kept in memory due to earlier precontraction with inte-
grals of the one-, two-, and three-particle density matrices
used in the cumulant expansion, which lowers the overall
computational scaling.

Note that there is a difference between our use of cumu-
lants in NEVPT2 and their use in other methods in quantum
chemistry such as the contracted Schrödinger equation �CSE�
methods.28–30 The CSE methods employ cumulant approxi-
mation in order to directly optimize one- and two-body re-
duced density matrices in both the active and external spaces
without reference to an explicit wave function. These cumu-
lant approximations can be problematic due to the depen-
dence of the n-representability error on the basis set size, as
explored by Harris31 and Herbert.32 Although in NEVPT2 the
higher-order density matrices are approximated by cumu-
lants, these higher-order density matrices are restricted only
to the active space and are constructed to approximate the
�physically correct� reference wave function active space
density matrices. Consequently, in the cumulant approxi-
mated NEVPT2, one can expect that the quality of the cu-
mulant approximation will not depend on the size of the
basis set since the reference wave function density matrices
for the active space change very little with respect to the
basis size.

C. False intruders from cumulant approximations

Intruder states are perturber states �i.e., excited from the
reference� which are near degenerate with the reference wave
function with respect to the zeroth-order Hamiltonian �but
are not so with the true Hamiltonian�. They give rise to a
zeroth-order problem which appears near degenerate when
no such near degeneracy exists in the real system and are a
common problem in multireference perturbation theories
such as CASPT2. NEVPT2 theory was developed in part to
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address the problem of intruder states. The use of the two-
electron Hamiltonian in the active space �via the model Dyall
Hamiltonian� ensures a better estimate of the relative ener-
gies of the perturber states and reference state, reducing the
risk of possible intruders.

However, in the cumulant based approximations that we
have introduced, problems with small denominators can re-
appear. While such problems appear to be similar to the ones
caused by intruder states, it is important to note that their
origin is very different. The “true intruder” states present in
CASPT2 arise because of weakly interacting states that are
quasidegenerated at the zeroth order with the reference state.
On contrary, in cumulant approximated NEVPT2 the conver-
gence problems appear because the energy denominators are
no longer evaluated exactly, and the errors of the cumulant
approximation may lead to falsely small denominators. We
refer to these divergences as “false intruders” because they
are a pure artifact of the error made in the cumulant approxi-
mation. Consider, for example, the expression for the
second-order energy in the �−1�� subspace. Rewriting Eq.
�20� using the fact that Hact�

�0�=E�0���0�, we have

E�2� = − �
r

Nr

Er − E�0�

= − �
r

Nr

�r −
1

Nr
���0��Vr

�− 1��†�HD,Vr
�− 1������0��

. �24�

Both the numerator and the denominator are approximated,
the numerator requiring a three-particle density
matrix and the denominator �by virtue of the

���0��Vr
�−1��†�HD ,Vr

�−1������0�� term� requiring a four-particle
density matrix. We can imagine two kinds of errors intro-
duced by the cumulant approximation to the denominator.
In the first case, the denominators may all simply be poor,
e.g., somewhat shifted, but no divergences occur. In the
second case, the cumulant approximation to �1 /Nr�
����0��Vr

�−1��†�HD ,Vr
�−1������0��
�r and a false intruder

appears, with a corresponding divergent contribution to the
energy.

To ameliorate the effects of possible false intruders, we
have incorporated level shifts into our cu-SC-NEVPT2 and
cud-SC-NEVPT2 methods. We use imaginary level shifts as
investigated by Forsberg and Malmqvist.33 When using the
level shift, we have also evaluated the cumulant approxi-
mated NEVPT2 energies using the level-shift corrected en-
ergy expression of Ref. 33, which is designed to minimize
the effect of the level shift when there are no intruder states.
The correction corresponds to evaluating the second-order
energy from the Hylleraas functional with the first-order
wave function coefficients determined with the level shift.
Note that when using level shifts with cu-SC-NEVPT2 we
need not apply the level shift to every subspace; only the
subspace in which the false intruder is observed. In the tables
and figures, we list the value of the level shift in parentheses,
e.g., cu-SC-NEVPT2�0.2� means the value of the applied
imaginary level shift was 0.2i a.u.

III. TEST CASES

We have incorporated the cu-SC-NEVPT2 and cud-SC-
NEVPT2 approximations into the existing NEVPT2 imple-
mentation in the development version of DALTON.34 To assess
the accuracy of these approximations, we have studied a
number of benchmark quantum chemistry problems: the
singlet-triplet gap of CH2 and SiH2, the nitrogen and chro-
mium dimer potential energy curves, and the excitation en-
ergies in short polyenes. Unless otherwise specified, bench-
mark results for ordinary SC-NEVPT2 were obtained with
DALTON, while benchmark results for CASSCF, full configu-
ration interaction �FCI�, and CASPT2 were obtained with
MOLPRO.35 �In the MOLPRO CASPT2 calculation the “rs2”
variant was used in all cases except for the polyenes, where
the “rs2c” variant” was used.�

A. Test case I: Singlet-triplet gaps in CH2 and SiH2

As a first test of the accuracy of the cu-SC-NEVPT2
methods, we calculated the ground-state singlet-triplet split-
tings in CH2 and SiH2. These are small quantities and thus
very sensitive to any errors made in the differential correla-
tion between the singlet and triplet states. The same systems
have been used in earlier studies to benchmark the accuracy
of multireference perturbation theory.16

For CH2, the geometry was taken from Ref. 36 and the
basis set �double zeta with polarization quality� was also
taken from Ref. 36. �Note that different polarization func-
tions are used for the singlet and triplet states for CH2.� The
CASSCF consisted of 2a1, 3a1, 4a1, 1b1, 2b1, and 1b2 orbit-
als. The 1a1 orbital was a core orbital �always doubly occu-
pied� in the CASSCF calculation and was treated as frozen
�i.e., an uncorrelated orbital� in all NEVPT2, CASPT2, and
FCI calculations. The energies of the 1A1 and 3Bu states were
obtained at the state-specific CASSCF level, and these states
were subsequently used in the NEVPT2 and CASPT2 calcu-
lations.

For SiH2, the geometry was taken from Ref. 37 and the
basis set �which was of double zeta with polarization quality�
was also taken from Ref. 37. The CASSCF consisted of 4a1,
5a1, 6a1, 2b1, 3b1, 2b2 orbitals, with all lower orbitals held
as core orbitals in the CASSCF calculation and frozen in
subsequent NEVPT2, CASPT2, and FCI calculations. The
energies of the 1A1 and 3Bu states were obtained at the state-
specific CASSCF level, and these states were subsequently
used in the NEVPT2 and CASPT2 calculations.

1. Discussion

As can be seen from Tables II and III, the pure cumulant
based cu-SC-NEVPT2 result is poorly balanced between the
singlet and triplet states, while the cumulant with diagonals
cud-SC-NEVPT2 approximation performs significantly bet-
ter. In fact, the cu-SC-NEVPT2 gaps are worse than the
CASSCF gaps! The cud-SC-NEVPT2 gaps are of similar
quality �relative to the FCI result� to the standard SC-
NEVPT2 or CASPT2 singlet-triplet gaps.

To better understand the origin of the errors in the cu-
mulant approximated methods, we can analyze the contribu-
tions to the errors from each subspace of the NEVPT2 cal-
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culations, which we do now for the CH2 singlet and triplet
states. Since all the core orbitals are frozen �uncorrelated� in
the CH2 calculation, all correlation energies in subspaces that
involve excitations from core orbitals vanish. This means
that only subspaces ��2� and �−1�� contribute to the corre-
lation energy. We compare the first-order wave function
norm and energy contributions of these subspaces for the
singlet and triplet states and the various SC-NEVPT2 ap-
proximations in Table IV.

We see that in both cu-SC-NEVPT2 and cud-SC-
NEVPT2, the first-order wave function norm and second-
order energy contribution of the ��2� space are well approxi-
mated; errors in the correlation energy for this space are less
than 0.5 mH. From Table I we recall that the ��2� subspace
requires a three-particle cumulant approximation in the de-
nominators appearing in the NEVPT2 coefficient and energy
expressions. The largest errors arise in the �−1�� space. In
particular, the cu-SC-NEVPT2 correlation energy in this
space for the triplet state is overestimated by �14 mH, giv-
ing rise to the spuriously large singlet-triplet gap. Consistent
with this is the error in the wave function norm in this sub-
space, which is more than twice the correct norm. From
Table I we recall that the �−1�� subspace requires both three-
and four-particle cumulant approximations, and is thus ex-
pected to be associated with larger errors.

We can further break up the error contribution by the
error in the numerator and denominator of the sum-over-
states expression for the energy �Eq. �24��. Although the nu-
merators that require at most the three-particle density matrix
are approximated well using the cumulant approximation,
the main source of error lies in the values of the denomina-
tors that are usually too small. In Fig. 1 we plot �as a func-
tion of virtual index� the denominators for the �−1�� sub-
space in the SC-NEVPT2, cu-SC-NEVPT2, and cud-SC-

NEVPT2 theories. While the cud-SC-NEVPT2 denominators
appear to be close to the SC-NEVPT2 ones, the denomina-
tors obtained without introduction of the diagonal elements
�i.e., for cu-SC-NEVPT2� seem to be too small for many of
the virtual indices. It should be noted that one of the perturb-
ers has a negative denominator. Such a behavior is an ex-
ample of problems in the definition of the zero-order ener-
gies while using cumulants. However, although we see that
errors in the denominators of the cu-SC-NEVPT2 expres-
sions no doubt contribute to the overly large wave function
norm and overestimated correlation energies in this sub-
space, we do not really have a case of a vanishing denomi-
nator and diverging energy �see Fig. 2� contribution due to a
false intruder state. For this reason, the effect of a level-shift
correction is quite small. Indeed, the cu-SC-NEVPT2
singlet-triplet gap calculated with imaginary level shifts of
0.1, 0.2, and 0.4 a.u. in the �−1�� subspace, calculated with
the corrected level-shift energies as in Ref. 33, remains to be
24.48 kcal/mol. One can see that a better estimation of the
denominator is needed than that given by the pure cumulant
approximation. It appears that for these systems, the primary
errors in the cumulant approximation can be corrected by
incorporating the additional “diagonal” elements, as used in
the cud-SC-NEVPT2 method, and that this method gives a
qualitatively balanced description of the dynamic correlation,
but the results may be less satisfactory in other cases.

B. Test case II: Nitrogen and chromium potential
energy curves

As a more stringent evaluation of the cu-SC-NEVPT2
and cud-SC-NEVPT2 approximations, we carried out calcu-
lations on the nitrogen and chromium binding curves. The
correct description of multiple bond stretching is among the

TABLE III. Ground-state singlet-triplet gap in SiH2 �see text for basis and
geometry�.

Method
Singlet energy

�Eh�
Triplet energy

�Eh�
Gap

�kcal/mol�

FCI �290.110 206 �290.082 219 17.50
CASSCF �290.042 910 �290.016 811 16.38
CASPT2 �290.095 403 �290.071 351 15.09
SC-NEVPT2 �290.088 824 �290.062 222 16.69
cu-SC-NEVPT2�0.1� �290.083 694 �290.072 706 6.90
cud-SC-NEVPT2�0.1� �290.089 888 �290.064 103 16.18

TABLE II. Ground-state singlet-triplet gap in CH2 �see text for basis and
geometry�.

Method
Singlet energy

�Eh�
Triplet energy

�Eh�
Gap

�kcal/mol�

FCI �39.027 183 �39.046 229 11.95
CASSCF �38.945 529 �38.965 954 12.82
CASPT2 �39.012 184 �39.037 061 15.61
SC-NEVPT2 �39.006 707 �39.028 498 13.67
cu-SC-NEVPT2�0.1� �39.003 499 �39.042 508 24.48
cud-SC-NEVPT2�0.1� �39.006 470 �39.029 253 14.30

TABLE IV. Subspace contributions to the correlation energy and wave function norm for various SC-NEVPT2
methods in the CH2 molecule.

State Subspace

SC-NEVPT2 cu-SC-NEVPT2 cud-SC-NEVPT2

Wave function norm
Energy
�mEh� Wave function norm

Energy
�mEh� Wave function norm

Energy
�mEh�

1A1 ��2� 7.5�10−3 �31.8 8.4�10−3 �31.3 7.4�10−3 �31.7
�−1�� 11.9�10−3 �29.4 16.2�10−3 �26.7 11.9�10−3 �29.2

3B1 ��2� 6.9�10−3 �30.9 6.9�10−3 �30.9 6.9�10−3 �30.9
�−1�� 12.1�10−3 �31.6 40.0�10−3 �45.6 12.9�10−3 �32.4
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hardest problems in benchmark quantum chemistry. Further-
more, it is well known from CASPT2 studies that intruder
state problems can arise at many geometries along such po-
tential energy curves.38

For N2 we studied the lowest singlet 1�g and lowest
triplet 3�u states. We used Dunning, Jr.’s correlation consis-
tent quadruple-zeta basis �cc-pVQZ� �Refs. 39 and 40� and
the CASSCF consisted of all 2s and 2p orbitals �10e, eight
orbitals� active space. The 1s-derived orbitals were kept dou-
bly occupied in the CASSCF reference and correlated in the
subsequent CASPT2 and NEVPT2 calculations as core orbit-
als. For Cr2 we studied the lowest singlet state using the
Wachters+ f atomic natural orbital basis40–42 and a CASSCF
active space containing all 3d and 4s orbitals—�12e, 12 or-
bitals� active space. All other occupied orbitals were corre-
lated as core orbitals.

1. Discussion

Shown in Fig. 3 is the 1�g binding curve of N2 using
both cu-SC-NEVPT2 and SC-NEVPT2 theories. What is im-
mediately apparent is that the cu-SC-NEVPT2 curve has sev-
eral divergences arising from false intruder states which do

not appear in the original SC-NEVPT2 theory. Such false
intruder states occur even close to the equilibrium region but
can be smoothed out by applying a sufficiently large imagi-
nary level shift in the �−1�� subspace. It is necessary to stress
that these divergences appear because of the error made in
the cumulant approximation of the three- and four-body den-
sity matrices present in the denominators of �−1�� subspace.
The physical meaning of such denominator contribution

�1 /Nr����0��Vr
�−1��†�HD ,Vr

�−1������0�� is that of a generalized
ionization energy, and, as observed in Fig. 1, the typical
value of such energies in the parent SC-NEVPT2 theory is
O�1� a.u. Thus it is natural to require a level shift of this
magnitude to correct divergences arising from the error in
the cumulant approximation.

Consequently, the magnitude of the necessary level shift
�1.2 a.u.� may seem rather large as compared to typical shifts
employed in CASPT2 theory. Such a large level shift, how-
ever, does give rise to a significantly vertically shifted curve
in the dissociation region.

In Fig. 4 is the corresponding 1�g binding curve of N2

using cud-SC-NEVPT2 and SC-NEVPT2 theories. The cud-
SC-NEVPT2 curve does not suffer from false intruders in the
equilibrium region and instead closely follows the parent
SC-NEVPT2 curve. However, at approximately 2.2 Å we
observe divergences once again. These can be also smoothed
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FIG. 1. �Color online� Energy denominators for respective virtual indices in
the �−1�� subspace for the 3B1 state of CH2 using SC-NEVPT2, cu-SC-
NEVPT2, cud-SC-NEVPT2.
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FIG. 3. 1�g binding curve of N2 using cu-SC-NEVPT2 and NEVPT2 theo-
ries. The cu-SC-NEVPT2 calculations are carried out using a variety of
imaginary level shifts in the �−1�� subspace �value indicated in brackets�.

1 1.2 1.4 1.6 1.8 2 2.2 2.4 2.6 2.8 3
Bond-length / Å

-109.5

-109.4

-109.3

-109.2

-109.1

-109

E
ne

rg
y

/E
h

SC-NEVPT2
cud-SC-NEVPT2 (0.0)
cud-SC-NEVPT2 (1.2)

FIG. 4. 1�g binding curve of N2 using cud-SC-NEVPT2 and NEVPT2 theo-
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out using an imaginary level shift, leading to a similarly
vertically shifted curve in the dissociation region. In Fig. 5
we plot the 3�u binding curve of N2 using cud-SC-NEVPT2
and SC-NEVPT2 theories. Note that unlike CASPT2 calcu-
lations in atomic natural orbital �ANO� basis sets,38 SC-
NEVPT2 does not exhibit any intruder problems for this
state. As for the ground state, there are no false intruders in
the cud-SC-NEVPT2 curve until one reaches the stretched
region, near 2 Å. Although it is possible to remove these
intruders with a large imaginary level shift, the resulting
smoothed curve has a very different shape in the stretched
region and is not entirely satisfactory. It should not be sur-
prising that the quality of the cud-SC-NEVPT2 curve de-
grades at longer distances. At such stretched geometries,
there are many fractional occupation numbers and conse-
quently, the three-particle and four-particle density matrices
are less diagonally dominant, even in the natural orbital ba-
sis. Thus, the amount of information provided by incorporat-
ing the diagonal elements of these quantities is decreased.

In Table V, we show the spectroscopic constants �ob-
tained by numerical fitting of the potential energy curve� for
the 1�g and 3�u states of N2. While the bare �i.e., without
level-shift� cu-SC-NEVPT2 spectroscopic constants are quite
poor, application of the imaginary level shift, which smooths
over the equilibrium region of the curve, actually produces
quite reasonable spectroscopic constants of an accuracy com-
parable to standard CASPT2 and SC-NEVPT2. Only the dis-
sociation energy is somewhat large, and this can be attributed
to the vertical shift of the dissociated region of the curve due
to the level shift as discussed above. cud-SC-NEVPT2 spec-
troscopic constants with or without level shifts are quite rea-
sonable for both states and are again comparable in accuracy
to standard CASPT2 and SC-NEVPT2. This reflects the rela-
tively good behavior of the cud-SC-NEVPT2 approximation
in the equilibrium region.

In Fig. 6 we show the Cr2 binding curve computed using
SC-NEVPT2 and the cud-SC-NEVPT2 approximation with a
variety of imaginary level shifts. In this challenging system,
even the cud-SC-NEVPT2 approximation shows strong false
intruder behavior in the equilibrium region. By applying suc-
cessively larger imaginary level shifts, we can smooth out
the divergences, but the general quality of the potential en-

ergy curve is not so good. At larger level shifts, we obtain a
double well with cud-SC-NEVPT2 rather than the shoul-
dered single-well-type curve that is believed to characterize
Cr2, and, in particular, the well at longer bond distances ap-
pears deeper than the well at the normal Cr2 bond length. It
should be noted, however, that the Cr2 binding curve is very
sensitive to the level of theory employed, and, for example,
SC-NEVPT3,43 CIPT2,44 and internally contracted CI using
the n-electron valence states43 all produce curves with a
double well structure not unlike our approximate cud-SC-
NEVPT2 curve.

C. Test case III: Excited states in polyenes

An area of considerable success for multireference per-
turbation theory calculations, particularly those employing
CASPT2 or MRMP theory, has been the description of ex-
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FIG. 5. 3�u binding curve of N2 using cud-SC-NEVPT2 and NEVPT2 theo-
ries. The cud-SC-NEVPT2 calculations are carried out using a variety of
imaginary level shifts in the �−1�� subspace �value indicated in brackets�.

TABLE V. Spectroscopic constants for the nitrogen molecule.

N2
1�g

Method
re

�Å�
De

�eV�
	e

�cm−1�

Expt. 1.0977 9.91 2359
CASSCF 1.1069 9.23 2496
CASPT2 1.1012 9.51 2454
SC-NEVPT2 1.1021 9.77 2460
cu-SC-NEVPT2�0.0� 1.1537 11.24 3930
cu-SC-NEVPT2�1.2� 1.0980 9.94 2470
cud-SC-NEVPT2�0.0� 1.1002 9.87 2466
cud-SC-NEVPT2�1.2� 1.0997 9.98 2467

N2
3�u

Method
re

�Å�
De

�eV�
	e

�cm−1�

Expt. 1.2866 3.68 1461
CASSCF 1.3027 2.79 1548
CASPT2 1.2879 3.56 1513
SC-NEVPT2 1.2905 3.54 1522
cud-SC-NEVPT2�0.0� 1.2922 3.78 1521
cud-SC-NEVPT2�0.7� 1.2917 3.79 1522
cud-SC-NEVPT2�1.2� 1.2892 3.82 1524
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FIG. 6. Cr2 binding curve using cud-SC-NEVPT2 and SC-NEVPT2 theo-
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cited states of small to medium sized organic molecules.45,46

Recently, many examples of successful applications of
NEVPT2 to organic molecules have also been
reported.16,47,48 A particularly interesting case that deserves
mentioning is the investigation of the absorption spectrum of
free base porphin with NEVPT2.4 As examples of medium
sized organic molecules, here we have chosen short-chain
polyenes to assess the behavior of the cumulant approxima-
tions to SC-NEVPT2.

The geometries of the C4H6, C6H8, C8H10, and C10H12 in
the all-trans configurations were optimized at the density
functional theory/B3LYP �Refs. 49 and 50� using Dunning,
Jr.’s cc-pVDZ basis.39,40 The subsequent wave function cal-
culations were carried out in Dunning, Jr.’s cc-pVDZ basis.
The CASSCF was chosen to be the full 
-valence space. The
excited CASSCF states as listed in Table VI for the NEVPT2
calculations were obtained by state-specific CASSCF using
the DALTON CASSCF algorithm, while the excited CASSCF
states for the CASPT2 comparison calculations were ob-
tained through state-averaged CASSCF using the MOLPRO

CASSCF algorithm. For the state-averaged CASSCF, the

state average incorporated the lowest three states of Ag sym-
metry �for the Ag calculations� and the lowest two states of
Bu symmetry �for the Bu calculations� while the CASPT2
correction was calculated in a state-specific way �i.e., the
density matrix of the given state rather than the average den-
sity matrix was used in the construction of the zeroth-order
Hamiltonian�. The CASPT2 calculations used the rs2c vari-
ant as implemented in MOLPRO. In all CASPT2 and NEVPT2
calculations the � electrons were correlated as core orbitals.

1. Discussion

The primary effect of dynamical correlation on the low-
lying valence excited states in polyenes is to lower the en-
ergy of the “ionic” excited state 1Bu

+ relative to the covalent
excited states 2Ag

−, 3Ag
−, and 1Bu

−. Of particular interest is the
crossing point, i.e., the length of polyene at which the 1Bu

+

state becomes degenerate with the 2Ag
− state. Comparing the

cu-SC-NEVPT2, cud-SC-NEVPT2, and parent SC-NEVPT2
methods in Table VI, we observe that the cumulant approxi-
mated methods do reproduce the lowering of the 1Bu

+ state

TABLE VI. Low-lying valence excitations in short-chain polyenes with CASSCF, SC-NEVPT2,
cu-SC-NEVPT2, and cud-SC-NEVPT2 methods. Basis and geometry described in text.

Molecule Method

Energy
�Eh�

Excitations
�eV�

1Ag
− 2Ag

− 3Ag
− 1Bu

− 1Bu
+

C4H6 Expt. 6.25,a 5.92b

CASSCF �154.988 80 6.75 10.93 13.20 8.46
CASPT2 �155.476 83 6.49 8.14 10.84 6.27

SC-NEVPT2 �155.486 15 6.91 9.25 11.30 6.46
cu-SC-NEVPT2 �155.483 33 6.75 8.86 11.19 6.20

cud-SC-NEVPT2 �155.482 30 6.80 8.66 11.41 6.35

C6H8 Expt. 4.93,c 4.95,c 5.13d

CASSCF �231.910 53 5.61 8.79 6.77 7.37
CASPT2 �232.636 34 5.21 8.35 6.32 5.08

SC-NEVPT2 �232.649 38 5.60 9.00 6.80 5.35
cu-SC-NEVPT2 �232.644 34 5.38 8.75 6.65 5.12

cud-SC-NEVPT2 �232.641 34 5.37 8.81 6.60 5.13

C8H10 Expt. 3.54e 4.41f

CASSCF �308.832 37 4.83 6.73 6.03 6.70
CASPT2 �309.795 36 4.35 6.05 5.47 4.40

SC-NEVPT2 �309.813 13 4.71 6.67 5.94 4.47
cu-SC-NEVPT2 �309.804 88 4.44 6.42 5.68 3.69

cud-SC-NEVPT2 �309.799 06 4.30 6.30 5.56 4.04

C10H12 Expt. 3.48g 4.02g

CASSCF �385.753 57 4.20 6.11 5.27 6.22
CASPT2 �386.955 68 3.68 5.39 4.70 3.91

SC-NEVPT2 �386.977 63 4.03 6.01 5.15 3.90
cu-SC-NEVPT2 �386.966 67 3.59 5.66 4.86 3.52

cud-SC-NEVPT2 �386.955 49 3.40 5.39 4.42 3.28

aReference 51.
bReferences 52–54.
cReferences 55 and 56.
dReferences 57 and 58.
eReference 59.
fReferences 60 and 61.
gReference 62.
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relative to the covalent excited states �as compared to
CASSCF�. Furthermore, the cu-SC-NEVPT2 and cud-SC-
NEVPT2 preserve the state ordering of the parent SC-
NEVPT2 method, and with these methods the 1Bu

+ and 2Ag
−

states become nearly degenerate in C10H12 just as in the par-
ent SC-NEVPT2 method. The cumulant approximated exci-
tation energies are consistently too low compared to the SC-
NEVPT2 excitation energies, and this underestimation
appears to get worse as the polyene chain gets longer. Most
of the excitation error can be traced to the error in the
ground-state energy: both cu-SC-NEVPT2 and cud-SC-
NEVPT2 place the energy of the ground state too high, lead-
ing to an overall decrease in all the excitation energies. Ex-
amining the contributions of the different subspaces, once
again we observe that the largest error in the cumulant ap-
proximated methods occurs in the �−1�� subspace. Unlike in
the previous test cases, the cud-SC-NEVPT2 method does
not perform any better than the cu-SC-NEVPT2 method.
Overall, we observe that the cumulant approximated theories
give a qualitatively reasonable picture of the excitation ener-
gies in these conjugated molecules, although the quantitative
accuracy for large conjugated systems remains to be seen.

IV. CONCLUSIONS

In the current work, we have explored the possibility of
constructing approximations to multireference perturbation
theory that do not depend on three- and four-particle density
matrices, with the view to enabling dynamical correlation
calculations in conjunction with very large active spaces. As
our parent multireference perturbation theory, we have inves-
tigated the strongly contracted variant of the n-electron va-
lence perturbation theory. Our strategy has been to employ
cumulant-type approximations to the three- and four-particle
density matrices that appear in the formulation using the one-
and two-particle density matrices and quantities of similar
complexity. We have proposed two cumulant approximated
methods: cu-SC-NEVPT2 and cud-SC-NEVPT2. The latter
incorporates additional exact information about diagonal and
off-diagonal elements of the three- and four-particle density
matrices with the same complexity O�nact

4 � as the two-
particle density matrices. We find that an undesirable feature
introduced by using cumulant approximations is the re-
emergence of intruder states in the perturbation theory
�which do not usually appear in the SC-NEVPT2 theory� due
to the inaccurate representation of denominators by their cu-
mulant approximated form. We have assessed the cumulant
approximations in several benchmark test systems. We find
that the cumulant approximated methods, when augmented
by appropriate level shifts to deal with possible intruder state
problems, do provide a qualitatively correct picture of dy-
namical correlation in many cases. We find also that the cud-
SC-NEVPT2 theory has much weaker intruder state prob-
lems than the pure cumulant cu-SC-NEVPT2 theory. The
accuracy of the cumulant approximated theories is necessar-
ily degraded from the parent multireference perturbation
theory, although in many cases the cumulant derived error is
within the intrinsic error range associated with multirefer-
ence second-order perturbation theory. While the cumulant

approximated theories may be used with care as a practical
means to obtain information on qualitative effects of dynami-
cal correlation in systems with many active orbitals where
the parent multireference perturbation theories cannot be ap-
plied, we would clearly like more reliable approximations to
the denominators in the SC-NEVPT2 method. Work in this
direction is underway.
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