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Waurtzite aluminium nitride (AIN) is a technologically important wide-band-gap semiconductor with an
unusually high thermal conductivity, used in optical applications and as a heatsink substrate. Explaining many of
its properties depends on an accurate description of its lattice dynamics, which have thus far only been captured
in the quasiharmonic approximation. In this work, we show that anharmonic effects have a considerable impact
on its phase stability and transport properties, since they are much stronger in the rocksalt phase. We construct
a theoretical pressure-temperature phase diagram of AIN, demonstrating that the rocksalt phase is stabilized by
increasing temperature, with respect to the wurtzite phase. We recover the thermal conductivity of the wurtzite
phase (320 Wm™'K~! under ambient conditions) and compute the hitherto unknown thermal conductivity of the
rocksalt phase (81 Wm™'K~!). We also show that the electronic band gap decreases with temperature. These
findings provide further evidence that anharmonic effects cannot be ignored in simulations of materials intended

for high-temperature applications.
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I. INTRODUCTION

Aluminium nitride (AIN) in the wurtzite structure is a
wide-band-gap (6.3 eV) semiconductor [1] and is, at the same
time, one of the best nonmetallic thermal conductors; at room
temperature, its thermal conductivity is 319 Wm™'K~!, about
80% of the thermal conductivity of copper [2]. Its thermal
expansion is low, and similarly to that of silicon, and it has
a high hardness. These properties are important factors in
its use as a heat-sink substrate for electronic semiconductor
devices [2].

Like the other group III nitrides, AIN undergoes a pressure-
induced phase transition from the wurtzite structure at ambient
pressure to the rocksalt structure at high pressures and
temperatures. At room temperature, the transition has been
experimentally shown to occur between 12 GPa [3] and
16 GPa [4]. Theoretical calculations at zero temperature
recover this transition and have identified competing transition
pathways from wurtzite to rocksalt: a uniaxial strain resulting
in a tetragonal transition state, and a shear stress resulting in a
hexagonal transition state [5—7], with the hexagonal pathway
favored by AIN. There is also a zinc-blende phase that can
be produced experimentally, but we do not include it in our
calculations since it is metastable [8], and we are interested in
equilibrium phases.

However, the high-temperature behavior of AIN has re-
ceived less attention. Calculations within the quasiharmonic
approximation (QHA)[9-13] placed the transition pressure
between 12.9 GPa [11] and 17 GPa [9], depending on
the details of the calculation. They also suggest that the
rocksalt structure is stabilized by temperature, but the extent
of this effect cannot be extrapolated from the QHA, which
breaks down at high temperatures due to anharmonic effects;
Schmerler and Kortus [12] demonstrate that the temperature
limit is approximately 2200 K.

The behavior of the c/a ratio with respect to volume is
unusual for wurtzite-type crystals. If the pressure is increased
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along an isotherm, c/a increases, but if the temperature is
increased along an isobar, ¢/a shows the opposite behavior and
decreases—this can cause problems if only zero-temperature
structures are used for QHA calculations [12]. In practice,
this problem can be overcome by interpolating c/a as a
function of temperature and volume. The larger problem is
that phases which are in reality dynamically unstable at zero
temperature but dynamically stable at some finite temperature
will never be stabilized by temperature within the harmonic
approximation. By employing the temperature-dependent
effective potential method [14-16], we overcome both of
these issues and can compute phonon spectra which include
high-temperature anharmonicity.

Lattice vibrations are important not only for determining
phase stability [17]; in semiconductors, they are responsible
for most of the heat transport, which is critical in the case of
Ti;_ Al N alloys. The thermal conductivity of the wurtzite
phase of AIN has been measured but is unknown for rocksalt,
which is metastable at ambient conditions and can only be
grown as a thin film, for which it is difficult to measure
the thermal conductivity. It is important to know the ther-
mal conductivity of the rocksalt phase for high-temperature
applications and because AIN is the decomposition product of
many useful materials such as Ti;_, Al N alloys [11].

AIN is also an important semiconductor in its own right.
When doped with Si, it can be used in ultraviolet light-
emitting diodes with a wavelength of 210 nm [18]. However,
experiments have shown that the band gap can be reduced
by increasing the temperature for pure AIN [19], potentially
offering a method of controlling the band gap without doping.

Large single crystals of AIN are difficult to fabricate due to
the required process control at high temperatures [20,21], but
ab initio simulation provides us with a probe of its properties
at extreme conditions. The aims of this paper are threefold.
First, we want to ascertain the effect of anharmonicity on the
phase stability of AIN, beyond the QHA. Second, we want to
determine the effect of anharmonicity on the unusually high
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thermal conductivity of AIN. Finally, we investigate the effect
of temperature on the electronic band gap, including the effects
of thermal lattice disorder.

II. METHODS

To determine the pressure-temperature phase diagram of
AIN we need to accurately describe the vibrational degrees of
freedom and determine the corresponding vibrational entropy.
We employ a method that provides a superior description of
the finite-temperature behavior to the QHA. Our method uses
Born-Oppenheimer molecular dynamics (BOMD) to more
effectively sample the potential energy surface. A general
problem with the QHA is the appearance of negative branches
in the phonon dispersion at large volumes [12], as aresult of the
shift in the equilibrium volume as a function of temperature;
BOMD does not suffer from this problem.

Our approach to this problem is to map the lattice
dynamics of the AIN system to a model Hamiltonian, described
by the temperature-dependent effective potential method
(TDEP) [14-16] of the following form:

H = UO+Z Z‘Zq)aﬂaﬂ

ijap

Z R ululul 1)
ljkaﬁy

Here, m;, p;, and u; are the mass, momentum, and
displacement from equilibrium of atom i; aBy corresponds
to Cartesian components; and ® and ¥ are the second-
and third-order effective interatomic force constants (IFCs).
Uy is the temperature-dependent ground-state energy of the
model system. The IFCs are denoted as effective since they
implicitly contain all orders of anharmonicity and are explicitly
temperature dependent.

We performed canonical (NVT) BOMD using the projector
augmented wave (PAW) method [23] as implemented in the
Vienna ab initio Simulation Package (VASP) [24-27]. The
electronic exchange-correlation energy was calculated within
the generalized gradient approximation, using the Perdew-
Burke-Ernzerhof (PBE) functional [28]. For the rocksalt AIN
phase we employed a 5 x 5 x 5 (250 atom) supercell and a
4 x 4 x 4 (256 atoms) supercell for the wurtzite structure. We
ran Born-Oppenheimer molecular dynamics on a grid of 6
temperatures from 300 K to 3100 K, with five volumes for
each temperature for each phase. We also optimized the c/a
ratio, using a grid of five values of c/a for each temperature
and volume. The temperature was controlled using a Nosé
thermostat [29]. The plane-wave energy cutoff was set to
600 eV, and the Brillouin zone sampled at the I" point during
molecular dynamics simulations for a total of 10 000 time steps
of 0.5 fs each. The initial state of the supercell was prepared
in a thermally excited state using TDEP force constants to
minimize or completely remove the equilibration time [31].
Energies were later recomputed for 300 uncorrelated snapshots
using a 3 x 3 x 3 Monkhorst-Pack [32] grid of k points.
We also used the small-displacement method to calculate the
phonon spectra in the QHA for comparison.
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In the TDEP formalism the Helmholtz free energy is given
by [15]

Frpep = Up + Fyip, ()

where Fyj, is calculated from the explicitly temperature and
volume-dependent phonon density of states. From this, we
calculate the pressure as P = —d F/dV and obtain Gibbs free
energy as G = Uy + Fyip, + PV. For the wurtzite phase, the
optimal c/a ratio is determined from the Helmholtz free energy
at each volume and temperature.

In order to compute the thermal conductivity, we solved the
Boltzmann transport equation (BTE) beyond the relaxation
time approximation [33-36]. The phonon frequencies, group
velocities, and scattering rates were calculated at each tempera-
ture, since at every temperature the IFCs, volume, and ¢/a ratio
differ. The BTE was solved on a 25 x 25 x 25 g-point grid on
which momentum is exactly conserved, and the tetrahedron
approach [23] was employed for energy conservation.

III. RESULTS AND DISCUSSION
A. Phase stability

In Fig. 1, we present the calculated pressure-temperature
phase diagram for AIN, including the regions of stability
(i.e., lowest Gibbs free energy) for wurtzite-AIN (green)
and rocksalt-AIN (yellow). The dashed curve denotes the
intersection of the Gibbs free-energy surfaces for the two
phases within the QHA and are a marked contrast with the
analogous TDEP curve at high temperatures. At temperatures
below 1500 K anharmonic effects have negligible impact on
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FIG. 1. Temperature-pressure phase diagram of AIN. Experi-
mental data are collected from Refs. [1,3,4,11,22]. Theoretical data
are extracted from Refs. [11,12] and show the difference in the
boundary line between the wurtzite and rocksalt phases depending
on a choice of the functional. Our anharmonic phase boundary is in
good agreement with previous QHA calculations at low temperatures.
There is considerable uncertainty in the actual transition boundary,
as evidenced by the experimental data points, and it is sensitive to
the experimental details and in the case of simulations, the choice of
exchange-correlation functional.
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FIG. 2. (a) Comparison of volume as a function of temperature
computed anharmonically using TDEP and quasiharmonically. (b)
c¢/a ratio as a function of temperature for wurtzite AIN, computed
anharmonically and quasiharmonically. Red points are from exper-
iments [30]. (c) Comparison of the relative volume expansion as a
function of temperature with experimental data [30]. Vj is the room
temperature equilibrium volume.

phase stability, but at higher temperatures they rapidly become
important. The anharmonicity pushes the phase boundary to
lower pressure at high temperature to the extent that the
rocksalt phase is stabilized by temperature at the lower end
of the pressure scale. The melting temperature of AIN is
not known, but predictions place it at around 3000 K [9].
Nonetheless, the possibility remains that AIN might melt from
the rocksalt phase.

Figure 2 demonstrates the contrast between the thermal
expansion computed in the QHA and using the fully an-
harmonic approach of TDEP. Below 2000 K, both methods
agree well but diverge at higher temperatures. This is because
the zero-temperature equilibrium volume is generally used in
quasiharmonic calculations, and at high temperatures thermal
expansion causes enough of a volume change to invalidate this
approach. Our results agree with previous calculations using
the QHA and with experimental data at temperatures below
2000K[1,3,4,9,11,12,22]. In the lower panel of Fig. 2, the c¢/a
ratio is plotted as a function of temperature. The experimental
values are nonequilibrium and do not agree exactly, but they
qualitatively demonstrate the way in which the c/a ratio
varies with temperature. At high temperatures the difference
between the QHA and TDEP curves becomes pronounced,
suggesting that the QHA does not capture this phenomenon.
Therefore, although it has already been shown that c/a varies
with pressure and temperature [12,30,37], we demonstrate that
anharmonic effects cannot be dismissed and have an impact
on phase stability at high temperatures.

Comparing the behavior of the volumes of the rocksalt and
wurtzite phases as a function of temperature reveals a striking

PHYSICAL REVIEW B 94, 104305 (2016)

rocksalt AIN
(a) 300 K || (b)
Total ||

wurtzite AIN

o
e

0.25

<
o
T

e
=8
T

=
T

=]

o

I
T

=

10 20 30
Frequency (THz)

o
o

© 300K ||
......... 1500 K
— 2400 K

o
o
=
T

o
T

30 10 " 20 30
Frequency (THz)

Normalized phonon DOS (a.u.) Normalized phonon DOS (a.u.)

10 20
Frequency (THz)

FIG. 3. Total phonon density of states and partial phonon density
of states per Al and N atoms at room temperature for (a) rocksalt AIN
and (b) wurtzite AIN. Total phonon density of states as a function of
temperature (c) rocksalt AIN (d) wurtzite AIN.

difference. In Fig. 2(a) we see that anharmonicity has a much
stronger influence on the rocksalt phase than on the wurtzite
phase, so much so that rocksalt AIN is dynamically unstable
in the QHA [12] for reasons discussed earlier. Anharmonic
effects stabilize it at high temperatures and lower pressures.

The effect of anharmonicity can be highlighted by
examining the individual contributions of Al and N atoms
to the phonon density of states and by observing the effect
of temperature on the total phonon density of states. In
Figs. 3(a) and 3(b) we show the partial phonon density of
states, decomposed into contributions from Al and N atoms.
In general, the Al atoms contribute more at low frequencies,
which is unsurprising given their larger mass. However, the
contribution of N atoms to the low frequencies in wurtzite
[Fig. 3(b)] is a much larger proportion of the total, while the
the high-frequency optical modes in wurtzite are dominated to
a much greater extent by N vibrational modes.

In Figs. 3(c) and 3(d), the effect of temperature-induced
anharmonicity can be seen. The rocksalt phase [Fig. 3(c)] is
subject to a higher degree of anharmonicity because the shift
in the phonon density of states with increasing temperature
is more pronounced, and the acoustic modes of the rocksalt
phase soften more rapidly with temperature than for the
wurtzite phase. When considering phase stability, the dominant
contribution to the free energy arises from the acoustic
modes, and thus the enhanced acoustic softening in the case
of rocksalt explains its metastability relative to wurtzite at
high temperatures. Examining the partial contributions, the
spectrum for wurtzite contains states with a higher degree of
hybridization, whereas the states in the rocksalt phase are more
separated, allowing more rapid softening for the latter.
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The strong anharmonicity in the cubic phase in comparison
to wurtzite can be explicitly illustrated using the third-order
effective IFCs. In perfectly harmonic solids the phonons are
noninteracting quasiparticles with well-defined frequencies.
This is not true in general, since anharmonicity includes
phonon-phonon interactions. This can be quantified with
the frequency-dependent phonon self-energy, ¥ = A +iT,
which will shift and broaden the phonon spectrum [38]:

qq/q//
f/ |\IlSSS

X [(”q’s’ + nqrs” + 1)6(2 — Wq's’ — wq”s”)
 2ngy — ng )R — gy + 0geldddg’. (3)

hn \%4
16 (271)3

L5 () = Aqqq’

and the real part of the self-energy is given by a Kramers-
Kronig transformation:

I'(w)

/ do
b w—Q

A(Q) = 4
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Here q denotes a phonon wave vector and s the phonon
mode and ng, is the equilibrium occupation number, wy;,
is the frequency of mode s at wave vector q. Equation (3)

ensures momentum and energy conservations through Agqq-
aq'q”

ot

and § functions, respectively. W ;. is the Fourier-transformed
third-order force constant and AS2 is the probing energy. From
the self-energy, one can calculate the one-neutron cross section
or the phonon line shape using

quc qf(Q)

— 204, Ags (D + 402, T2(Q) ©)

0qs(£2) o a)2

This phonon line shape is shown in Fig. 4. The amount of
broadening at zero temperature, from the zero point motion,
is minimal for both phases. At 2400 K, the broadening and
therefore the anharmonicity is much stronger in the rocksalt
phase. In the wurtzite phase at 2400 K [Fig. 4(d)], the optic
modes are subject to the highest degree of broadening, but
in the rocksalt phase [Fig. 4(c)], the acoustic modes are
also broadened a great deal at the low-frequency end of the
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FIG. 4. Phonon lineshapes for rocksalt (left) and wurtzite (right) AIN at 300 K and 2400 K and ambient pressure. There is insignificant
broadening at 300 K. From the broadening at 2400 K, it is clear that the anharmonicity in the rocksalt phase is significantly stronger than for
wurtzite across all branches.
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spectrum, particularly in the 2- to 7-THz range. Note that
the phonon dispersions at 2400 K include both the effects
of thermal expansion and intrinsic anharmonicity. Since AIN
is a polar semiconductor, the Born effective charges effect
the vibrational optical modes around I' point splitting the
frequencies of those modes parallel and perpendicular to
the electric field, i.e., LO-TO splitting, splitting between
longitudinal optical and transverse optical frequencies. These
quantities are calculated from density functional perturbation
theory [39], implemented in VASP, with the volumes chosen
to correspond to the respective temperatures. For example,
at 300 K the diagonal elements of the dielectric tensor for the
rocksalt phase are €, =€, = €;; =5.2356, compared with €,
=€y, =4.1013 and €., = 4.3547 for wurtzite (since c/a # 1).
The Born effective charges are +2.997 e and —2.997 e for
Al and N atoms in the rocksalt structure, respectively, and
+2.487 e for the x and y components, +2.6656 e for the
z component, —2.487 ¢ for the x and y components, and
+2.6656 e for z component for wurtzite. These values are in a
good agreement with previously reported values [40,41].

B. Thermal transport

Since AIN is a wide-band-gap material, thermal transport
is dominated by phonons. Intuitively, the difference in anhar-
monic behavior between the phases should lead to a large
difference in their thermal conductivity. From the BTE, the
diagonal components of the thermal conductivity tensor are
given by

1
Kaa = V Z Cqs qus Taqss (6)
qs

where vqqs is the phonon group velocity of mode qs, Tyqs is
the phonon lifetime for transport in direction «, and Cy is the
mode specific heat. The thermal conductivity tensor in rocksalt
systems is diagonal with «,, = ky, = k,;, and for hexagonal
structures there is an out-of-plane component «,, and an in-
plane component k., = k. The lattice thermal conductivities
for both phases are plotted as a function of temperature
in Fig. 5. We first note that the in-plane and out-of-plane
components are very similar, because the wurtzite AIN c/a
ratio is weakly temperature dependent. Our values are in good
agreement with existing experimental and theoretical results
at room temperature [42], except for the point at 100 K. This
low-temperature divergence is expected because a real crystal
contains defects and grain boundaries, which have a more
significant impact (i.e., scatter phonons more) at low tempera-
tures [35]. Rocksalt AIN is metastable and can be synthesized
only as a thin film, so measurements of thermal conductivity
have not yet been reported. We note that the larger anharmonic-
ity of the rocksalt phase has a significant impact on the thermal
conductivity: At 300 K, it is 81 Wm~'K~! in the rocksalt
phase and 320 Wm ™~ 'K~ in the wurtzite (319 Wm 'K~ from
experiments [2]), a difference of a factor of 4. This is contrary
to the intuition that a simpler, more symmetric crystal structure
should have a higher thermal conductivity [43,44].

To explain the origin of the difference in thermal conductiv-
ity, we performed a model calculation with the third-order IFCs
set to 1 for both phases. The difference in thermal conductivity
between the phases then reduces to less than 1%. This allows us
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FIG. 5. Thermal conductivity of rocksalt and wurtzite phases as
a function of temperature at ambient pressure. Experimental data are
taken from Ref. [2] correspond to in-plane thermal conductivity for
the wurtzite phase.

to conclude that the harmonic parts of the thermal conductivity
(scattering phase space, heat capacities, and group velocities)
in the rocksalt and wurtzite phases are more or less the same,
and the difference arises from the strength of the anharmonic
three-body interactions, which are about twice as strong in the
rocksalt phase as compared with the wurtzite.

The cumulative part of the lattice thermal conductivity can
be measured as a function of the phonon mean free path in
experiments [45-47]. The mean free path of a phonon in mode
qs is defined as |V, | Toqs. The cumulative thermal conductivity
can then be computed as a sum of the fraction of heat that is
carried by phonons with mean free paths smaller than / [36]:

1
Kia () = 3 3 CastigsTeas O — VgslTags),  (7)
qs
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FIG. 6. Cumulative thermal conductivity as a function of the
mean free path for the rocksalt and wurtzite phases of AIN at room
temperature.
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where ® is the Heaviside step function. The normalized
cumulative room temperature thermal conductivity (calculated
from TDEP force constants) is shown in Fig. 6. The mean free
path of the rocksalt phase is 15 times shorter than for the
wurtzite phase, implying that phonon lifetimes in the rocksalt
phase are shorter, which indicates that it is more anharmonic.

C. Electronic properties

At finite temperatures the lattice will be perturbed by
vibrations. This deviation from a perfect lattice will lead to
shifts and broadening of the electronic bands. To quantify this,
we use the electronic structure from uncorrelated snapshots
extracted from molecular dynamics simulations and average
them, relying on the ergodic principle, i.e., that the time
average will be equivalent to an ensemble average. We used
the band unfolding technique [48,49] to reduce the band
structures and calculate the spectral functions. To compute the
band structure, we combined 100 thermally excited samples
generated as discussed in the methods section.

Examining the spectral functions for rocksalt and wurtzite
AIN at 300 K and 2400 K (Fig. 7), it can be seen that

(a) rocksalt AIN : 5 |
2t 30K : .

Energy (eV)

(c) rocksalt }z\lN
2400 K

Energy (eV)

4 i

G X

1
UK G L
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thermal disorder severely broadens and shifts the Kohn-Sham
eigenstates. In principle, we need to consider many-body
effects to obtain accurate band gaps, since in the GGA
formalism, they are consistently underestimated; however,
the DFT results are still qualitatively useful for determining
trends [50]. Computing the direct band gap at different
temperatures (Fig. 8), temperature-induced band gap narrow-
ing can be observed. These calculations are consistent with
cathodoluminescence measurements, which show a band-gap
decrease of 0.1 eV between 0 K and 300 K [19], which can be
attributed to thermal expansion. The rocksalt phase has a band
gap that is about 1 eV larger at 0 K, although the gaps become
similar as the temperature increases. It is also interesting to
note that at low temperature, the indirect band gap for rocksalt
AIN is lower, but at high temperatures, the direct band gap
becomes smaller.

The finite temperature spectral functions in Fig. 8 are
compared with zero-temperature dispersions at the same
volume (red lines), i.e., including only the effect of thermal
expansion. We can thus qualitatively see the effect of thermal
lattice disorder on the electronic band structure: They are
distorted as well as broadened.

(b) wurtzite AIN ; |
2| 300 K : : -

£ (d) wurtzite AIN :
it 200K : .

FIG. 7. Spectral function for the rocksalt phase at 300 K and 2400 K and ambient pressure, showing the broadening of electronic bands
due to thermal disorder. The lines indicate the band structures computed at zero temperature for thermally expanded cells in the absence of the
thermal atomic displacements and compares them with band structures that include both volume expansion and thermal disorder.
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FIG. 8. Direct electronic band gap as a function of temperature
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IV. CONCLUSIONS

We have argued that anharmonicity is extremely important
in the high-temperature description of AIN and has a number
of direct and indirect consequences in its physical properties.
Rocksalt AIN is much more anharmonic than wurtzite, and,
as a result, the former is stabilized relative to the latter as
the temperature increases to the extent that there may be a
temperature-induced phase change from wurtzite to rocksalt
at ambient pressure, assuming melting does not occur first.
The anharmonicity beyond the QHA also has a significant
effect on the thermal expansion, with the rocksalt phase
undergoing more thermal expansion at high temperatures. It
also influences the temperature-induced change in the c/a

PHYSICAL REVIEW B 94, 104305 (2016)

ratio for the wurtzite phase and cannot be ignored under high-
temperature conditions.

We have achieved a good agreement with experiments
for the thermal conductivity of the wurtzite phase between
100 K and 600 K. We have also used the predictive power
of the TDEP method to compute the thermal conductivity
of the rocksalt phase, which has a much lower thermal
conductivity, suggesting that if there is a premelting phase
transition at high temperatures, the properties of AIN will
change precipitously. By looking at the thermally disordered
band structure, we observe a decrease in the band gap of
both phases as the temperature increase and a change from
an indirect semiconductor to a direct semiconductor in the
case of rocksalt AIN.
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