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Femtosecond reaction dynamics in the gas-to-liquid transition region:
Observation of a three-phase density dependence

Qianli Liu, Chaozhi Wan, and Ahmed H. Zewail
Arthur Amos Noyes Laboratory of Chemical Physics, California Institute of Technology, Pasadena,
California 91125

~Received 26 June 1996; accepted 16 July 1996!

We report the observation of a striking density dependence in the coherence dynamics of an
elementary reaction, solute iodine in solvent rare gases~density from 0 to 50 mol/l!. With the help
of MD simulations, the time scales ofslowand fastsolvent-force fluctuations are resolved and the
underlying mechanism is revealed. ©1996 American Institute of Physics.
@S0021-9606~96!02736-5#

I. INTRODUCTION

Studies of chemical reactions on the femtosecond time
scale and in the transition from the gas to the liquid offers an
opportunity to examine the influence of solvent forces on the
wave packet motion of the solute. It has been demonstrated
that pressure is a critical experimental variable in the studies
of dense media.1 We have previously examined the pressure
dependence of collision-induced predissociation and caging
of solute iodine in solvent rare gases across a wide range of
0 to 4000 bar.2 However, a more sensitive probe of solute–
solvent forces is the resolution of the phase coherence of the
nuclear wave packet motion at different densities.

The relevant microscopic processes include the solute
wave packet motion, the solute–solvent collisions, and the
vibration–rotation coupling~centrifugal force!. Accordingly,
the correlation times of solute–solvent collisions~tcoll! and
vibration–rotation couplings~tvib-rot!, relative to the coher-
ence or dephasing time (T2) and energy relaxation (T1),
determine the observed dynamical behavior. Specifically,
when the correlation times are much longer thanT2 , the
dynamics is controlled by aslow modulationof the solvent
bath; when they are much shorter thanT2 , amotion narrow-
ing occurs and the dynamics is described by afast modula-
tion of the bath~see Refs. 3–7!. As a result, the dephasing
dynamics will be different in the two different regimes. Con-
versely, probing of how coherence and energy relaxation
change with the solvent density could reveal the underlying
picture of the force influence on the reaction.

In this Communication, we report our first real-time
studies of the coherence dynamics (T2 andT1 processes! of
solute iodine in solvent rare gases with the density ranging
from r50 to 50 mol/l ~0 to 30 nm23!; the reduced density
r*[rs3 is up to 0.8. The I–I motion on the dissociativeB
state is the one of concern here. We resolve both the vibra-
tional wave packet motion and the coherence decay at dif-
ferent densities, covering the gas-phase and the liquidlike
densities in the supercritical region of the dense fluid. Fur-
thermore, we have performed detailed molecular dynamics
~MD! simulations for the same reaction in order to examine
the roles of different forces. From these simulations, two
snapshots of the system, together with the radial distribution
and force correlation functions, are shown in Fig. 1.

II. EXPERIMENT

The experimental arrangement will be detailed later.8

Briefly, iodine was introduced into a high-pressure cell
which was filled with the pure rare gas He, Ne, or Ar. The
rare gas could be compressed to a pressure between 0 and
4000 bar. The femtosecond pulse beam~620 nm!, generated
from a colliding-pulse mode-locked dye laser and amplified
by a pulsed dye amplifier, was split into two. One of the
beams, which serves as the pump, excited the iodine into its

FIG. 1. MD simulations.~a! and~b!: Snapshots of the iodine–helium system
at 100 and 2500 bar. The two darker and larger spheres in the center repre-
sent the iodine nuclei. The smaller and lighter spheres represent the helium
atoms. The sizes of iodine and helium atoms are scaled to their van der
Waals diameters and the coordinates are in Å.~c! and ~d!: The normalized
radial distribution functions~arbitrary unit!, and the time correlation func-
tions ~in unit of 104 cm22

•Å22! of fluctuations in solute–solvent forces at
the corresponding pressures. The results are averaged over more than 105

snapshots.
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B state to form a wave packet around the 8th vibration level.9

The other beam, which was frequency-doubled to 310 nm
and delayed in time by a high-precision computer-controlled
actuator, was used to probe the system by laser-induced fluo-
rescence. The pump and probe pulses were 60 fs in duration,
and studies at different wavelengths were also made.2,8 With
the help of a computer, the signal was processed and re-
corded as a function of the relative time delay between the
pump and probe pulses.

III. RESULTS AND DISCUSSION

For iodine in helium, the transients are shown in Fig. 2
for pressures ranging from 0 to 2000 bar. At 0 bar, the mo-
tion of the wave packet is observed with a period of;300 fs.
The modulation with a long time recurrence of;10 ps is due
to the anharmonicity-induced dispersion effect.9 This long-
time recurrence disappears at;100 bar and above. At higher
pressures, the average signal level also decreases with time
~Fig. 2!. This signal decay reflects the energy~population!
relaxation of iodine on theB state~due to collision-induced
predissociation, including vibrational relaxation!8 while the
decrease in the amplitude of the oscillation represents the
phase spread of the wave packet. As the pressure is in-
creased, both the energy relaxation rate (k151/T1) and the

dephasing rate (k251/T2) appear to increase, but the trend
for the latter is far from linear in behavior, as shown below.
Similar behaviors were observed for the other rare gases.

The observed transient is best described by the following
expression:9

S~ t !5A1Be2t /T11e2t/T2(
i[1

3

Ci cos~v i t1w i !, ~1!

whereA, B, andCi ’s are constants, andv i ’s are the wave
packet frequencies. The coherence term is obtained by sub-
tracting the first and second terms in Eq.~1!, and the experi-
mental transients~dots! and the corresponding fits~solid
lines! are plotted in Fig. 2. The behavior of the rates with
density is plotted in Fig. 3. Clearly, in the raw data and in the
data obtained by subtraction, the persistence of coherence
over the density change studied is evident.

The striking and unexpected nonlinear behavior of 1/T2
with density in the gas-to-liquid transition region identifies
three regimes:~i! the low density phasewhere 1/T2 increases
rapidly with density; ~ii ! the intermediate density phase
where 1/T2 is essentially constant, and~iii ! thehigh density
phasewhere the solvent packing is liquidlike and 1/T2 in-
creases rapidly again. In simple theories of dephasing, for
compressed gases one expects the rates to change linearly
with density; the cross section for aT2 process is much
larger than that forT1 ~see, e.g., Refs. 6 and 10!. In liquids,
the repulsive or collisional process4–6 is key to the theoreti-
cal description. Besides the repulsive force, the slowly vary-

FIG. 2. Femtosecond transients for four different pressures of helium, 0 bar,
200 bar, 1000 bar, and 2000 bar~right!. The transients on the left side~dots!
are the corresponding results after subtraction of the decay component and
the solid lines are the fit to the experimental data~see text!. Similar tran-
sients were obtained for the other rare gases.

FIG. 3. The behavior of the rates (1/T2 and 1/T1) with solvent density, here
for helium ~others are not shown!. The lines in this figure are polynomial fit
to the experimental data. The densities were obtained from the known
pressure-density conversion data in Ref. 25.
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ing attractive forces were introduced to the theory7 to ac-
count for unusual density effects and the contributions by the
different interactions. A complete description of the solvent
mean force effect on the linewidth and line shift of the solute
was given by separately considering the repulsive~hard
sphere! and attractive contributions in a perturbed hard-
sphere fluid analogy.11 In our case, however, the reaction is
experiencing different time scales of collisions~from low to
high densities! and we must consider the transition for sol-
vent modulation from the slow to the fast regime.

With MD simulations, we can address the nature of such
behaviors and quantify the density at which the transition is
expected. To simulate the systems under study, a given num-
ber of molecules are selected in a cubic cell and a periodic
boundary condition12 is used. With proper preparation,8 the
initial positions and velocities of the system represent the
thermal distribution of such system at room temperature.
Both classical and semiclassical calculations were carried
out. In the former, the I2 vibration mode was treated classi-
cally as well as the rotation and the translation modes. In the
latter, the I2 vibration mode was treated quantum mechani-
cally while all other degrees of freedom were considered
classically. The semiclassical approach adopted here shares
some similarity with a recent simulation work.13 To describe
the solute–solvent and solvent–solvent interactions, we used
pairwise potential models. The methodology and potential
parameters will be detailed in Ref. 8.

In the classical approximation, the vibration correlation
function ^Q(t)Q(0)&, whereQ is the I–I bond stretch, was
directly evaluated and its decay gave the dephasing rate
1/T2 . The decay of the correlation function was found to be
dominated by a Gaussian shape at low densities; as density
was increased, the shape transformed more into an exponen-
tial form. The Gaussian and exponential shapes represent the
‘‘slow’’ and the ‘‘fast’’ modulation regimes, respectively.3

The dephasing rates (1/T2) obtained from these classical cal-
culations are plotted in Fig. 4. The energy relaxation time
(T1), which represents the time during which the vibrational
energy of I2 has decayed to half of the initial value, is also
plotted in the same figure. In contrast to that of 1/T2 , the
density dependence of 1/T1 shows the usual near-linear be-
havior. Simulation results for Ne and Ar are similar and will
be presented in Ref. 8. The classical simulations agree well
with our experimental observations, suggesting their ad-
equacy (kBT5200 cm21; \v;100 cm21!. However, to re-
veal the underlying mechanism, we needed to examine the
nature of different acting forces. This is achieved by invok-
ing a semiclassical approach in which the vibration correla-
tion function was related to the time integral of force corre-
lation functions~see Refs. 5, 7, and 14!.

Two types of forces are of relevance here. One is the real
collision ~or external13! force FR which originates from the
solute–solvent intermolecular interactions. The other is the
rotation-induced centrifugal force, or vibration-rotation
coupling.15 In the simulation,FR was calculated by summing
over all pairwise interaction forces projected onto the I–I
coordinate. Since the centrifugal force is proportional to the
iodine rotational energyErot , its behavior was studied by

simulating the rotational energy change with time.
The time scales of fluctuations of the collisional and cen-

trifugal forces are described by their correlation timestcoll
andtvib-rot , respectively. They correspond to the duration of
collisions and the time interval between collisions,7,15 re-
spectively. As shown in Fig. 4, we obtainedtcoll!tvib-rot in
the whole density range considered. We can, therefore, sepa-
rately evaluate the correlation functions of the two forces
following Schweizer and Chandler.7 It is worth noting that
we have not attempted to separate the repulsive and attrac-
tive forces. For the rare-gas systems considered, the attrac-
tive force is orders of magnitude smaller than the repulsive
force; its contribution to the dephasing rate is negligible
here.

FIG. 4. MD simulation results for the helium system:~a! The classical
simulation results for the energy relaxation rate 1/T1 ~open diamond! and
the dephasing rate 1/T2 ~open circle! as described in the text. The lines are
polynomial fit to the calculated results.~b! The correlation times for the
vibration–rotation coupling (tvib-rot, cross! and the collision force (tcoll ,
open square!, and the dephasing time (T2 , filled circle! as functions of the
solvent density. The lines are drawn smoothly through the calculated results
to help guide the eyes. The shaded area indicates the region whentvib-rot is
shorter thanT2 , the motion-narrowing regime.~c! Semiclassical results elu-
cidating the different contributions: open squares for dephasing rates in-
duced by the solute–solvent collision forces; cross for the vibration–rotation
induced dephasing rates; and the filled circle for their sum. The lines are
polynomial fit to the calculated results.
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Within the density range of 0 to 30 atoms/nm3, tcoll is
much shorter than the dephasing timeT2 ~see Fig. 4! so that
the fast modulation approximation applies and theFR in-
duced dephasing rateT2;R

21 is proportional toDR
2
•tcoll ,

3,7

whereDR
2[^(DFR)

2& is the amplitude of the force correla-
tion function. Sincetcoll is nearly constant in this regime,
T2;R

21 is, therefore, proportional toDR
2 which increases rapidly

with the solvent density. In contrast, the dephasing rate,
T2;vib-rot

21 , induced by the vibration–rotation coupling behaves
very differently ~Fig. 4!. In the motion-narrowing regime
~shaded region in Fig. 4!, the amplitude of the correlation
function ^DErot

2 &[D rot
2 is nearly constant, because the rota-

tional energy is equilibrated with the thermal bath and its
change is on the order ofkBT. However,tvib-rot continues to
decrease~see Fig. 4! andT2;vib-rot

21 therefore decreases. At low
densities,tvib-rot is long compared to the dephasing time
~slow modulation! and T2;vib-rot

21 is only proportional toDrot

which increases with density until reaching the limiting
value ofkBT.

The dynamical behavior with density is now understood.
At densities below 20 atoms/nm3, T2;R

21 is much smaller than
T2;vib-rot

21 ~see Fig. 4!. SinceT2;vib-rot
21 is directly associated with

the rotation of the solute, its maximum value is very nearly
the same for all three solvent systems~He, Ne, and Ar! con-
sidered, as observed experimentally. At liquid densities, the
collision force becomes dominant and causes the dephasing
rate to increase rapidly again. The plateau is caused by the
influence of the two forces which have opposing trends~Fig.
4!. The significance of the vibration–rotation coupling has
been found in several other systems,13,16–20 and in the
motion-narrowing regime, the dephasing by vibration–
rotation coupling was predicted to be proportional to the cor-
relation time.7,15

In conclusion, while the origin ofT1 process is due to
collision-induced predissociation~energy exchange!, the T2
process originates from the fluctuations in the solute–solvent
interactions which destroy the coherence of the reaction
wave packet. At the highest density~r*;1!, the collision-
induced predissociation time is near 2 ps for He and 0.6 ps
for Ar, consistent with the first picosecond measurement in
liquids ~limiting value ;10 ps!,21 direct recovery
measurements,22 and recent MD simulations,23 but much
longer than the value of recent femtosecond study in liquids
(T25T1;230 fs!.24 However, ourT2 is about 400 fs at the
liquid density~Ar!. The three-phase density dependence ob-

served here reflects the different impact of the two forces,
collisional and centrifugal, on the solute vibrational dynam-
ics, with the two regimes of correlation times established.
The MD reveals the underlying microscopic mechanism and
elucidates the time scales of various processes critical to the
dynamics of solvent-induced fluctuations.
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