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Abstract

Many immersed boundary methods solve for surface stresses that impose the velocity boundary conditions
on an immersed body. These surface stresses may contain spurious oscillations that make them ill-suited
for representing the physical surface stresses on the body. Moreover, these inaccurate stresses often lead to
unphysical oscillations in the history of integrated surface forces such as the coefficient of lift. While the errors
in the surface stresses and forces do not necessarily affect the convergence of the velocity field, it is desirable,
especially in fluid-structure interaction problems, to obtain smooth and convergent stress distributions on
the surface. To this end, we show that the equation for the surface stresses is an integral equation of the first
kind whose ill-posedness is the source of spurious oscillations in the stresses. We also demonstrate that for
sufficiently smooth delta functions, the oscillations may be filtered out to obtain physically accurate surface
stresses. The filtering is applied as a post-processing procedure, so that the convergence of the velocity field
is unaffected. We demonstrate the efficacy of the method by computing stresses and forces that converge to
the physical stresses and forces for several test problems.

Keywords: immersed boundary method, non-physical surface forces, integral equation of the first kind,
regularization, fluid-structure interaction

1. Introduction

Immersed boundary (IB) methods are attractive for simulating flows around moving or deforming bodies,
due in large part to their ability to treat the immersed body and the flow domain with separate grids.
The use of different grids removes the need for remeshing, which is often computationally expensive. The
original IB method of Peskin used a smeared delta function to represent the surface stresses that related the
flow domain to the immersed body [1]. These surface stresses were derived using a specific constitutive law
governing the deformation of the immersed body.

A different set of IB methods derives the surface stresses by requiring that they impose the velocity boundary
conditions on the immersed body, rather than by directly linking them to the deformation of the solid [2–
10]. Because they are derived from the boundary conditions on the immersed body, we refer here to these
IB methods as surface velocity-based IB methods. These methods produce surface stresses that are poor
representations of the physical surface stresses. A subset of these also produce unphysical oscillations in time
traces of surface force quantities such as the coefficients of lift and drag, since they enforce the boundary
constraint approximately rather than by explicitly solving a linear system [2–4]. Yang et al. reduced the
unphysical oscillations in these surface force quantities [5], but to our knowledge the inaccuracies in the
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surface stresses have not been addressed. This is probably due to the fact that the velocity field converges
in spite of these erroneous surface stresses, so surface velocity-based IB methods may be used without
modification for problems where accurate knowledge of the surface stresses is not required.

However, correct information about surface stresses and forces is important in many applications, such
as characterizing the performance of wings and aerodynamic bodies in unsteady flows, understanding and
controlling flow separation around bluff bodies, and simulating fully coupled flow-structure-interaction (FSI)
problems with deforming bodies. In this work, we characterize and remedy the spurious surface stresses and
forces obtained by surface-velocity based IB methods.

We show that, for any choice of smeared delta function, the equation for the surface stresses is an integral
equation of the first kind whose ill-posedness leads to an inaccurate representation of the high frequency
components of the surface stresses. The error in these high frequency components was also observed by
Kallemov et al. for a six point delta function [10]. We demonstrate that there is an inverse relation be-
tween the smoothness of the smeared delta function and the amplitude of the high frequency components
that are needed to accurately represent the physically correct stress. Thus, when sufficiently smooth delta
functions are selected, the high-frequency components that are erroneously amplified when solving the in-
tegral equation may be effectively filtered out of the solution without damaging the overall surface stress.
By contrast, filtering out the incorrect high frequency components for insufficiently smooth smeared delta
functions obscures important physical information.

We develop an efficient filtering technique for penalizing the erroneous high frequency stress components.
The filtering procedure is performed as a post-processing step, so the convergence of the velocity field
is unaffected. We demonstrate that, for all smeared delta functions considered, the filtered stresses are
better approximations to the physical stresses than their unfiltered counterparts. However, because of the
aforementioned inverse relationship between the smoothness of the smeared delta function and the magnitude
of the high frequency components required to represent the physical stresses, this filtering procedure only
provides convergent surface stresses when applied to sufficiently smooth smeared delta functions. These
results are illustrated for several problems using the immersed boundary projection method (IBPM) of
Colonius and Taira [8].

2. Demonstrating and resolving inaccurate computation of source terms for a model problem

The difficulty in solving integral equations of the first kind that arise from surface velocity-based IB methods
is illustrated and remedied for a model problem in this section. Section 3 will demonstrate that the same
type of integral equation arises from the Navier-Stokes equations. Thus, the same techniques developed here
may be used to compute surface stresses and forces that arise in fluid flows.

The model problem considered is the Poisson equation for an unknown function ψ on a 2D square domain
Ω = {x = [x, y]T ∶ ∣x∣, ∣y∣ ≤ 1} with an unknown singular source term f that takes nonzero values on an
immersed surface denoted by Γ:

∇2ψ(x) = −∫
Γ
f(ξ(s))δ(x − ξ(s))ds

ψ(x) = ψ∂Ω(x), x ∈ ∂Ω
∫
Ω
ψ(x)δ(x − ξ(s))dx = ψΓ(ξ(s))

(1)

where s is a variable that parametrizes the IB (e.g., arc length), ξ(s) is the Lagrangian coordinate of a given
point on the IB, ∂Ω is the boundary of the domain Ω, ψ∂Ω(x) is a function of prescribed values for ψ on
∂Ω, and ψΓ(ξ(s)) is a function defined on the immersed body. Note that the delta function δ(x − ξ(s))
is used to relate quantities between the immersed surface and the solution domain. An error analysis of
numerical solutions to (1) has been performed in the case where f is prescribed [11, 12]. To mirror surface
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velocity-based IB methods, we leave f as an unknown that is solved by explicitly incorporating the third
equation as a boundary constraint.

We take Γ to be a circle of radius 1/2 centered at x = 0, ψ∂Ω(x) = 1 − 1
2
log(2∣x∣), and ψΓ(ξ) = 1. The exact

solution to (1) is then

ψex(x) = ⎧⎪⎪⎨⎪⎪⎩
1, ∣x∣ ≤ 1

2

1 − 1
2
log(2∣x∣) ∣x∣ > 1

2

(2)

fex(ξ) = 1 (3)

Another quantity of interest is Fex = ∫Γ fex(ξ(s))ds = π. This term is analogous to the integrated surface
force, which is often of interest for IB flow solvers.

To make IB methods suitable for computation, the Dirac delta function in (1) is replaced with a smeared
delta function, δh(x − ξ(s, t)), that is continuous and has nonzero but compact support defined in terms of
the grid spacing, h, of the discretized domain on which the numerical solution is obtained (see, e.g. [13]).
Thus, the numerical solution for a given grid spacing h has as its corresponding continuous solution

ψ(x) = −∫
Ω
∫
Γ
f(ξ(s′))δh(x′ − ξ(s′))G(x;x′)ds′dx′ (4)

where G(x;x′) is the Green’s function for the Poisson problem evaluated at x due to a source at x′, and δh
is the (continuous) smeared delta function. The equation (4) is written in terms of the unknown source term
f . To arrive at an equation for this source term, we multiply both sides of (4) by δh(ξ(s)−x) and integrate
over the domain Ω:

∫
Ω
∫
Ω
∫
Γ
f(ξ(s′))δh(x′ − ξ(s′))G(x;x′)δh(x − ξ(s))ds′dx′dx = −ψΓ(ξ(s)) (5)

The solution ψ(x) is then obtained by substituting the solution f of (5) into (4).

Since δh is continuous for a given grid spacing h, the kernel in the integral equation (5) is continuous and
has finite support. Thus, the integral operator is compact and formally does not have a bounded inverse
[14]. As a consequence, discretizations of this equation lead to inaccurate surface source terms. To highlight
that the difficulty in computing the source term occurs for all smeared delta functions, we will use four
different functions that are common in the literature. In all cases, the two-dimensional smeared delta
function is defined by the tensor product of two one-dimensional smeared delta functions; i.e. δh(x − ξ) =
δh(x − ξ)δh(y − η), where x = [x, y]T and ξ = [ξ, η]T . The four one-dimensional smeared delta functions we
consider are given below.

• A 2-point hat function:

δhath (r) = ⎧⎪⎪⎨⎪⎪⎩
1
h
− ∣r∣
h2 , ∣r∣ ≤ h

0, ∣r∣ > h (6)

• A 3-point function:

δ3h(r) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
3h
(1 +√1 − 3 ( r

h
)2) , ∣r∣ ≤ h

2

1
6h
(5 − 3∣r∣

h
−√1 − 3 (1 − ∣r∣

h
)2) , h

2
≤ ∣r∣ ≤ 3h

2

0, ∣r∣ > 3h
2

(7)

• A 4 point cosine function:

δcosh (r) = ⎧⎪⎪⎨⎪⎪⎩
1
4h
(1 + cos(πr

2h
)) , ∣r∣ ≤ 2h

0, ∣r∣ > 2h (8)
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• A Gaussian function:

δGh (r) = ⎧⎪⎪⎨⎪⎪⎩
√

π
36h2 e

−π2r2

36h2 , ∣r∣ ≤ 14h
0, ∣r∣ > 14h (9)

A Gaussian function formally has infinite support. The parameters and cut-off used in (9) lead to a
truncation error on the order of machine precision. Other parameter choices may be selected to satisfy
different error tolerances [12].

To solve the problem numerically, we discretize the system (1) as (after replacing the Dirac delta functions
with the smeared delta functions δh)

Lψ = −Hf + bL (10)

Eψ = ψΓ (11)

where the variables ψ, ψΓ, and f are understood to be the spatially discrete versions of their continuous
counterparts; L is the discrete Laplacian; bL is a boundary condition term that arises from discretizing the
Laplacian operator; and H(⋅) and E(⋅) are discretizations of the operations ∫Γ(⋅)δh(x−ξ)ds and ∫A(⋅)δh(x−
ξ)dx, respectively. Note that the different choices of smeared delta function change E and H .

Equations (10) and (11) may be combined to arrive at an equation for f , given by

EL−1Hf = −ψΓ
+EL−1bL (12)

which is a discretization of the integral equation (5). Following Colonius and Taira [8], we construct E and
H such that EL−1H is positive definite and symmetric.

The simulation for this problem was performed using a finite difference discretization on a uniform grid, with
the standard 5 point stencil used for L. The grid spacing of the immersed body was chosen to match that of
the solution grid. The numerical solution was obtained on the finite domain [−1,1] × [−1,1]; the boundary
conditions for ψ were obtained by the exact solution (2). In what follows, nb and ng are the number of
points on the immersed body and the solution domain, respectively.

Figure 1 shows that regardless of the choice of smeared delta function, the source term from (12) contains
spurious oscillations. Moreover, Figure 2 demonstrates that these inaccuracies persist as the grid is refined,
so that f does not converge to fex as the grid spacing is decreased. Despite this lack of convergence in f , the
integrated source term F and solution ψ converge at first order to Fex and ψex, respectively (see Figure 2).
Convergence of F is a feature of solving (12); methods that enforce the boundary constraint approximately
contain inaccuracies in F as well as f [2–4], though these were improved by Yang et al. [5]. When used
with sufficiently smooth smeared delta functions, the method we propose at the end of this section produces
convergent approximations for both.

As shown in Figure 3, f has the property that Hf does not converge to Hfex but EL−1Hf converges to
EL−1Hfex. By virtue of (12), the convergence of EL−1Hf is a statement that using the exact force, fex, to
enforce the boundary condition would lead to a boundary value that is not equal to ψΓ but that converges
at first order. This intuitive result was also shown by Tornberg and Engquist [11], and will be exploited in
what follows to compute accurate approximations to fex.

To better explain the results of Figure 3, we compute the singular value decomposition (SVD) of EL−1. Let
EL−1 = UΣV T , where U ∈ Rnb×nb and V ∈ Rng×nb are matrices of left and right orthonormal singular vectors
of EL−1, respectively; and Σ ∈ Rnb×nb is a diagonal matrix containing the positive singular values of EL−1.
The singular values σ1, . . . , σnb

are arranged such that σ1 ≥ σ2 ≥ ⋅ ⋅ ⋅ ≥ σnb
> 0, and the singular vectors are

notated such that uj (vj) is the left (right) singular vector corresponding to σj .

Using this decomposition, Hfex may be written as a projection onto the basis of vectors formed by V :

Hfex =
nb

∑
j=1

αexj vj (13)
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Figure 1: Computed source term (f) versus arc length along the cylinder for the Poisson model problem;
: fex. All plots used h = 1/640.
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Figure 2: Errors in f , F , and ψ versus grid spacing (h) for the Poisson model problem. : δhath , : δ3h, :
δcosh , : δGh , : first order convergence.
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Figure 3: Errors in Hf and EL−1Hf versus grid spacing (h) for the Poisson model problem. : δhath , : δ3h,
: δcosh , : δGh , : first order convergence.

and EL−1Hfex may be expressed as

EL−1Hfex =
nb

∑
j=1

αexj σjuj (14)

where αexj ∶= (vTj Hfex). Analogous expressions exist for Hf by replacing fex with f in (13) and (14). We

denote the corresponding coefficients as αj ∶= (vTj Hf).
Using (13) and (14), Figures 3 (a) and (b) show that the sum ∑nb

j=1 αj does not converge to ∑nb

j=1 αexj under

grid refinement, but does converge when scaled by the σj . Since EL−1 is a discrete integral operator, the
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σj decay to very small values [15] (see Figure 4). Thus, the error in the sum ∑nb

j=1 αj stems from the high
index coefficients αj corresponding to the small σj . The key to computing accurate source terms is to use
a smeared delta function for which the coefficients αexj decay as rapidly as possible. The spurious high
index coefficients αj may then be filtered out to obtain physical source terms. By contrast, it is difficult to
accurately compute source terms using smeared delta functions for which the αexj decay slowly, because the
incorrect high index αj obscure important physical information.

0 50 100 150 200
10−14

10−9

10−4

101

index (j)

δhath

0 50 100 150 200

index (j)

δ3h

0 50 100 150 200

index (j)

δcosh

0 50 100 150 200

index (j)

δGh

Figure 4: Singular values σj of EL−1 versus index (j) for the Poisson model problem. A grid spacing of
h = 1/80 was used.

Since EL−1 is a discrete integral operator, the basis vectors vj are closely related to the standard Fourier
basis [15], and (13) behaves like an expansion of Hfex in this basis. The decay rate of the coefficients αexj is
therefore governed by the smoothness of Hfex, which is determined by the smoothness of the smeared delta
function. This is true because Hfex is a discretization of ∫Ω fex(ξ)δh(x − ξ)dx, and

d

dx
∫
Ω
fex(ξ)δh(x − ξ)dx = ∫

Ω
fex(ξ) d

dx
δh(x − ξ)dx (15)

To demonstrate the effect of the smoothness of the smeared delta function on the decay rate of the coefficients
αexj , we consider a sequence of successively smoother delta functions using the recursive formula developed
by Yang et al. [5]. Define the operator S acting on a function g(r) by

S[g(r)] = ∫ r+1/2
r−1/2

g(r̃)dr̃ (16)

Then the functions we consider are δ3,∗
h
(r) = S[δ3h(r)], δ3,∗∗h

= S[δ3,∗
h
(r)], and δGh , which as a Gaussian may

roughly be thought of as the limit of applying S to δ3h infinitely many times. Note that δ3h ∈ C1, δ3,∗
h
∈ C2,

δ
3,∗∗
h
∈ C3, and δGh ∈ C∞. Figure 5 shows that the decay rate of the coefficients αexj increases as smoothness

of the smeared delta function increases (note the log scale of the y-axis). Note that the compactness of a
function in Fourier space is roughly inversely related to its compactness in physical space (see, e.g. [12]), so
it is important to pick smeared delta functions whose support is not too narrow.

We now discuss the efficient filtering of the spurious high index coefficients αj . One may in principle filter out
the high index coefficients using the SVD of EL−1, but this is a costly procedure. Instead, we penalize the
spurious components of f by pre-multiplying it with the matrix ẼH , where Ẽ = EW is a weighted interpolant
that takes the smeared source term Hf back onto the immersed body while preserving its integral value.
The filtered source term is then f̃ = ẼHf . To give the specific form for W , define 1 = [1,1,⋯,1]T ∈ Rng×1
and let (H1)i be the ith entry in the vector H1. Then W is a diagonal matrix with entries given by

Wii =
⎧⎪⎪⎨⎪⎪⎩
1/(H1)i, (H1)i ≠ 0
0, else

(17)
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Figure 5: Coefficients αexj for successively smooth smeared delta functions. Obtained using h = 1/80. Note
the log scale on the y-axis.

Note that W only applies a nonzero weight if the grid point is within the support of the smeared delta
function.

The filter ẼH redistributes the source term f by convolving it with a kernel of smeared delta functions. The
weighting matrix leads to a kernel of the same form as is used in nonparametric kernel smoothing techniques
[16], and was inspired from work in this field. As shown below, ẼH filters the high index coefficients at
a rate proportional to the smoothness of the smeared delta function being used. This is due to the fact
that ẼH is itself an integral operator, and therefore the decay rate of its singular values is governed by the
smoothness of its kernel [15].

Figure 6 demonstrates the effect of filtering by showing the coefficients αexj , αj and α̃j ∶= (vTj Hf̃). Consistent
with the observations made above, the high index coefficients αj are substantially different from those of αexj .
For all smeared delta functions, the filtered coefficients are better approximations to the exact coefficients.
Noting that δhath ∈ C0, δ3h ∈ C1, δcosh ∈ C0, and δGh ∈ C∞, it is clear from Figure 6 that the absolute error in the
high frequency α̃j decreases as the smoothness of the smeared delta function increases. This is because the
magnitude of the high index coefficients αexj is smaller for smoother smeared delta functions, so the spurious
high index αj may be filtered more aggressively.

Figure 7 shows the filtered source terms as a function of arc length along the cylinder. By comparison with
Figure 1, it is clear that the filtered surface stresses are better representations of fex than their unfiltered
counterparts. Moreover, note from Figure 7 that the approximation to fex improves as the smoothness of
the smeared delta function increases. This argument is shown quantitatively by the error plot from Figure 8.
Indeed, the infinitely differentiable δGh yields an f̃ that converges to fex. The inability to compute convergent
source terms using δhath , δ3h, and δcosh stems from the slow decay rate of the coefficients αexj . By contrast,

accurate approximations to fex can be obtained for δGh by simply removing the high index coefficients of αj .

Note also that it is only the smoothness of the smeared delta functions that matters; δhath , δ3h, and δ
G
h all

satisfy the same number of discrete moment conditions, and the derivative of δ3h satisfies two more discrete

moment conditions than δGh . Last, see from Figure 8 that filtering does not affect F by virtue of the way ẼH

was constructed, and that the error in the solution ψ is unchanged because computing f̃ is a post-processing
step. For these reasons, we may write F and ψ without the tilde.

It is worth mentioning other possibilities for accurately computing source terms. First, there might be
adequately differentiable functions of narrower support than δGh that are sufficiently compact in Fourier
space to provide convergent source terms. Second, one may use standard regularization techniques that have
been developed for first-kind integral equations, such as Tikhonov reguarization, to compute convergent
source terms irrespective of delta function. The difficulty in using these techniques is that they involve a
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Figure 6: Coefficients αexj (×), αj (open markers) and α̃j (filled markers) for the Poisson model problem.
Note the log scale on the y-axis. The grid spacing h = 1/80 was used.
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Figure 7: f̃ vs arc length along the cylinder for the Poisson problem. The exact solution fex is given by the
solid line ( ) for reference.
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Figure 8: Errors in f̃ , F , and ψ versus grid spacing (h) for the Poisson problem. : δhath , : δ3h, : δcosh , :
δGh , : first order convergence.

free parameter, and our experience has been that a costly SVD is required to determine this parameter so
that the source term converges.
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3. Extension to accurately computing surface stresses and forces

This section shows that surface velocity-based IB methods also require the solution of a discrete integral equa-
tion to compute the surface stresses on the immersed body. Therefore, the same conclusion that smoother
smeared delta functions lead to faster decay of coefficients for the exact surface stresses holds. Moreover,
sufficiently smooth smeared delta functions may be used in combination with the filter ẼH to obtain surface
stresses and forces that converge to the actual stresses and forces on the immersed body.

The nondimensionalized Navier-Stokes equations are considered here on a domain Ω containing a body whose
boundary is denoted by Γ. The governing equations for surface velocity-based IB methods are written as

∂u

∂t
+ u ⋅ ∇u = −∇p + 1

Re
∇

2u + ∫
Γ
f(ξ(s′, t))δ(x − ξ(s′, t))ds′ (18)

∇ ⋅u = 0 (19)

∫
Ω
u(x)δ(x − ξ(s, t))dx = uΓ(ξ(s, t), t) (20)

where f(ξ(s′, t)) represents the surface stresses that arise to enforce the boundary condition (20). As with
the previous section, all IB methods replace the Dirac delta functions in (18) and (20) with smeared delta
functions δh.

It is well known that many discretizations of (18)–(20) involve solving a discrete Poisson or Poisson-
like equation for either the pressure (primitive variable formulations) or for the streamfunction (vorticity-
streamfunction formulations). An analogous situation occurs for the surface stresses, except that the equation
is an integral equation. This can be seen by multiplying (18) by δh(x − ξ(s, t)) and integrating over the
domain. Doing this gives

∫
Ω
∫
Γ
f(ξ(s′, t))δh(x − ξ(s, t))δh(x − ξ(s′, t))ds′dx =

∫
Ω
[( ∂
∂t
−

1

Re
∇

2)u(x) + u ⋅ ∇u + ∇p] δh(x − ξ(s, t))dx (21)

The key point is that all IB methods replace the delta function with a smeared delta function in the governing
equations. Had the Dirac delta function been kept, the integral equation (21) would trivially reduce to an
expression for the surface stresses f(ξ(s, t)). As in (5), the integral operator of (21) has an unbounded inverse
because it contains a continuous kernel for any finite h.

Many discretizations of (18)–(20) involve solving a discretized integral equation of the first kind for the
surface stresses. Spatially discretizing (18)–(20) leads to a system of differential algebraic equations given
by

M
du

dt
+N (u) = −Gp +Lu +Hf (22)

Du = 0 (23)

Eu = uΓ (24)

where u, p, and f denote the spatially discrete velocity, pressure, and surface stresses; M is the (diagonal)
mass matrix; N (u) is a discretization of the nonlinear term; G, L, and D are discretizations of the gradient,
Laplacian, and divergence operators, respectively; and H(⋅) and E(⋅) are discretizations of the operations

∫Γ(⋅)δh(x − ξ)ds and ∫Ω(⋅)δh(x − ξ)dx, respectively.
Consider a time discretization that treats the nonlinear term explicitly and the viscous term implicitly. Then
(22)–(24) become a linear system of equations of the form⎡⎢⎢⎢⎢⎢⎣

A G H

D 0 0
E 0 0

⎤⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎣
un+1
pn+k1
fn+k2

⎤⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎣
r1
r2
uΓn+1

⎤⎥⎥⎥⎥⎥⎦
(25)
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where 0 < k1, k2 ≤ 1, A = 1
∆t
M − αL (α ∈ R) comes from the implicit treatment of the viscous term, and r1

and r2 are known right hand side terms arising from the explicit time discretization and boundary conditions
of the spatial derivative operators.

The system (25) is valid for a variety of discretizations. Multistep methods lead to a system of the form of
(25), and many Runge-Kutta methods involve solving a system such as (25) at each stage. If the viscous
term were treated explicitly then A would be replaced with 1

∆t
M , though none of the ensuing conclusions

would be affected by this change.

The matrix in (25) may be factorized to give a set of equations for pn+k1 and fn+k2 , after which substitution
yields an equation for the surface stresses at the desired time step:

EBHfn+k2 = r3 (26)

where r3 is known and B = (A−1G(DA−1G)−1D − I)A−1. The form of B arises because of the time dis-
cretization of the system (22)–(24) and the factorization of (25). Equation (26) is an approximation of the
continuous equation (21), and therefore is a discrete integral equation of the first kind. Thus, the logic of
section 2 applies: smoother delta functions may be used to expand the exact surface stresses on the body
using very few terms, and may therefore be combined with the filter ẼH to compute accurate surface stresses
and forces.

It should be mentioned that the IB method of Colonius and Taira [8] is formulated in a vorticity stream-
function framework. It can be shown that this formulation still leads to a discrete integral equation of the
first kind whose kernel is modified from (21) by the presence of discrete curl operators. The conclusions of
section 2 are still applicable despite this difference.

The above derivation of the discrete integral equation for the surface stresses does not apply to all surface
velocity-based IB methods. Some methods arrive at the equation for the surface stresses by approximation
rather than a formal time discretization of (22)–(24) [2–5]. In any case, the equation for the surface stresses
used by these methods is a discrete integral equation of the first kind. These methods compute the stresses at
the desired time step by evaluating the discrete momentum equations on the immersed surface at a previous
time. In the notation of this work, this may be written as

EHfn+1 = u
Γ
n+1 −Eun

∆t
+E(N (un+k3) +Gpn+k4 +Lun+k5) (27)

where 0 ≤ k3, k4, k5 < 1, and all terms on the right hand side are known. This is a discrete integral equation
of the first kind whose kernel corresponds to that of (21).

As an approximation, references [2–5] replace the matrix EH in (27) with the identity matrix, which cor-
responds to replacing the kernel in (21) with an invertible kernel given by the Dirac delta functions. This
approximation produces non-convergent surface stresses and forces, though Yang et al. [5] reduced the error
in the surface forces. The methods of section 2 may be used to obtain convergent surface stresses and forces
from the discrete integral equation (27).

In the ensuing part of this work, we use the IBPM [8] to illustrate that computing surface stresses and forces
using the filter ẼH leads to increasingly accurate surface stresses as the smoothness of the smeared delta
function is increased. We further show that a sufficiently smooth smeared delta function may be used to
obtain convergent stresses and forces. These results are demonstrated for multiple test problems.

4. An impulsively rotated cylinder

Consider an infinitely long (2-D), infinitely thin cylinder of radius R in a quiescent fluid that is impul-
sively brought from rest to constant angular velocity ω. Fluid exists inside and outside of the cylinder.

10



All quantities in this section are dimensionless: length scales are nondimensionalized by R, velocities are
nondimensionalized by ωR, and time is nondimensionalized by ω.

The exact velocity field is in the azimuthal direction, and is given in polar coordinates by uex = uex(r, t)eθ.
It may be written as

uex(r, t) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
r + 2∑∞n=1 J1(√λnr)√

λnJ0(√λn)e
−λnt

Re , r ≤ 1

L−1 [K1(r√sRe)
sK1(√sRe) ] , r > 1

(28)

In the above, Re is the Reynolds number; Jp is the pth Bessel function of the first kind;
√
λn is the nth

root of J1; K1 is the 1st modified Bessel function of the first kind; and L−1[⋅] represents the inverse Laplace
transform with respect to the variable s.

The exact surface stress is also in the azimuthal direction (fex = fexeθ), and is given by summing the
contributions on the inside and outside of the cylinder surface:

fex(t) = 2

Re
[ ∂
∂r
(uex
r
)]
r=1−
+

2

Re
[ ∂
∂r
(uex
r
)]
r=1+

(29)

= 4

Re

∞
∑
n=1

e
−λnt

Re +
2

Re
[ ∂
∂r
(uex
r
)]
r=1+

(30)

The second term on the right hand side of (30) is difficult to express analytically by virtue of the inverse
Laplace transform in (28), but it can be evaluated using standard numerical routines. Note that the exact
stresses are not spatially constant in the Cartesian coordinate system in which the IBPM is formulated,
which makes this model problem a more stringent test than if the numerical solution was obtained using a
cylindrical polar coordinate system.

The exact surface force in the azimuthal direction (Fex) is obtained by integrating (30) along the surface of
the cylinder:

Fex(t) = 2πfex(t) (31)

The quantities in (28), (30), and (31) were evaluated using standard MATLAB routines, and all quantities
were converged to within 10−10. We compare this exact solution to the IBPM using the smeared delta
functions introduced in section 2. We ran tests for Reynolds numbers ranging from Re = 10 to Re = 200. In
the interest of brevity, we primarily show results for Re = 10, with supplementary results given for Re = 200.
All simulations used a multidomain approach: fine grids were placed near the immersed body and coarser
grids were employed as distance from the immersed body increased. In all results shown below, the cylinder
of dimensionless radius 1 was centered at [0,0]; the finest mesh was placed on a subdomain of size [−2.5,2.5]×[−2.5,2.5], and the total flow domain size was [−20,20]×[−20,20]. The grid spacing on the immersed surface
was selected to match that of the [−2.5,2.5]× [−2.5,2.5] sub-domain, and the time step was selected so that
the CFL number with respect to the angular velocity of the cylinder was kept at 0.1. In what follows, h is
defined as the grid spacing on the [−2.5,2.5]× [−2.5,2.5] subdomain.

Figure 9 demonstrates that for Re = 10, the filtered stresses are better approximations to fex than the
unfiltered stresses. Morever, the quality of the approximation of the filtered stress is better for smoother
smeared delta functions (see also the error in the filtered stresses from Figure 10). Indeed, the use of δGh
leads to filtered surface stresses that converge to the analytical solution fex.

In analogy with section 2, the surface forces converge irrespective of smeared delta function (see Figures 10
11). This is a consequence of solving the discrete integral equation derived in section 3 to explicitly enforce
the boundary condition. The surface velocity-based IB methods that approximately enforce this condition
are known to obtain non-convergent surface forces and stresses [5]. Note also that the velocity field converges
at first order for all smeared delta functions. In keeping with the notation of section 2, tildes are not placed
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on the variables F and u to emphasize that these quantities are not affected by the filtering procedure.
Figure 12 shows the errors in f̃ , F , and u at Re = 200 to highlight the applicability of these results over a
range of Reynolds numbers.
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Figure 9: Top row: tangential surface stress without filtering (f) versus arc length along the cylinder for the
rotating cylinder problem at Re = 10. Bottom row: filtered surface stresses (f̃) versus arc length along the
cylinder at Re = 10; : fex. All plots used h = 5/200.
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Figure 10: Errors in f̃ , F , and u versus grid spacing (h) for the rotating cylinder problem at Re = 10. :
δhath , : δ3h, : δcosh , : δGh , : first order convergence.

5. A cylinder in cross-flow

We now consider the canonical problem of flow over an infinitely long (2D) cylinder of diameter D that is
impulsively brought to translation at speed U . As with section 4, all quantities are dimensionless; length
scales, velocity scales, and time scales are nondimensionalized by U , D, and U/D, respectively. Since there is
no known analytical solution to this flow, we will present results at Re = 200 to compare with other numerical
and experimental results. This flow is well known to exhibit a vortex shedding instability, which we trigger
in our simulations using an asymmetric body force at early time. In the interest of brevity, we only present
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Figure 11: Tangential surface force, F , versus time for the rotating cylinder problem at Re = 10; : Fex.
The same grid spacing as in Figure 9 was used.
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Figure 12: Errors in f̃ , F , and u versus grid spacing (h) for the rotating cylinder problem at Re = 200. :
δhath , : δ3h, : δcosh , : δGh , : first order convergence.

the filtered stresses f̃ for this problem, though the result from sections 2 and 4 that filtering provides better
approximations to the physically correct surface stresses remains true here as well. The surface stresses
associated with this flow exhibit substantial spatial variation, which attests to the ability of this method to
compute convergent surface stresses for a variety of complicated flows.

In all results shown below, the cylinder of dimensionless diameter 1 was centered at [0,0]; the finest mesh
was placed on a subdomain of size [−1.5,2.5]×[−2,2], and the total flow domain size was [−12,20]×[−16,16].
The grid spacing on the immersed surface was selected to match that of the [−1.5,2.5]× [−2,2] sub-domain,
and the time step was selected so that the CFL number with respect to the translational speed of the cylinder
was 0.1. In what follows, h is defined as the grid spacing on the [−1.5,2.5] × [−2,2] subdomain. We define
the quantities of interest for this 2-D flow as f̃ = [f̃x, f̃y]T , F = [CD, CL]T , and u = [ux, uy], where CD and
CL denote the dimensionless x and y surface forces, respectively.

Figure 13 demonstrates that the unphysical oscillations of the surface stresses f̃ = [f̃x, f̃y]T are reduced
for the smoother smeared delta functions. To demonstrate this quantitatively, we perform a convergence
analysis by computing the infinity norm of the difference between f̃x, CD, and ux and the corresponding
quantities obtained on a fine grid solution using δGh with grid spacing h = 4/3072 ≈ 0.001. Similar results

would be obtained using the y-components of f̃ , F , and u. As with sections 2 and 4, δGh yields surface

stresses f̃ that converge to the fine-grid surface stress, but all smeared delta functions lead to convergent
surface forces and velocities (see Figure 14). As with sections 2 and 4, the tildes are removed from force and
velocity variables to emphasize that they are not affected by filtering.

As seen in Figure 15, the present work faithfully replicates the well known periodic oscillations exhibited
by CD and CL once the flow enters its limit cycle vortex shedding behavior. Table 1 shows that the

13



-0.5

0

0.5

1

1.5

2

f̃
x

δhat
h

0 0.2 0.4 0.6 0.8 1
-2

-1

0

1

2

θ

π

f̃
y

δ3
h

0 0.2 0.4 0.6 0.8 1

θ

π

δcos
h

0 0.2 0.4 0.6 0.8 1

θ

π

δG
h

0 0.2 0.4 0.6 0.8 1

θ

π

Figure 13: Filtered x and y component of the surface stress versus arc length along the cylinder for the
cylinder in cross-flow problem. All plots used h = 4/768.
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Figure 14: Errors in f̃x, CD, and ux versus grid spacing (h) for the cylinder in cross-flow problem. : δhath ,
: δ3h, : δcosh , : δGh , : first order convergence.

amplitude and dimensionless frequency (St) associated with these oscillations agree well with several previous
experiments and simulations. This further demonstrates that accurate integral force values may be obtained
irrespective of smeared delta function. Note by Figure 14 that the integrated force is the same to within
10−3 for all smeared delta functions considered. For simplicity we therefore only provide one value in Table
1 with the understanding that it is representative of all smeared delta functions.

St CD CL
[17] 0.193 1.19 ± 0.042 ±0.64
[18] 0.192 1.31 ± 0.049 ±0.69
[19] 0.190
[20] 0.19
[7] 0.196 1.35 ± 0.048 ±0.68

Present 0.198 1.35 ± 0.046 ±0.70

Table 1: A comparison of of the dimensionless frequency (St) and amplitude of surface force oscillations
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Figure 15: Coefficients of lift and drag on the cylinder versus time for the cylinder in cross-flow problem.
The same grid spacing as in Figure 13 was used.

6. Conclusions

The source of the inaccurate surface stresses and forces obtained by a class IB methods was identified: for
any smeared delta function used, the equation for the surface stresses is an ill-posed integral equation of the
first kind. As a result, the surface stresses computed from this equation have high frequency components
that are erroneously amplified. We also demonstrated that the amplitude of the high frequency components
of the physically correct surface stresses decreases as smoother smeared delta functions are used. Thus,
for sufficiently smooth smeared delta functions, the incorrectly computed high frequency components may
simply be filtered out to obtain accurate approximations to the actual stresses. We developed an efficient
filtering technique that leads to better representations of the physical stresses than those obtained without
filtering, and established that combining this filtering technique with an adequately smooth smeared delta
function leads to surface stresses and forces that converge to the physical stresses and forces on the body.
The filtering procedure is applied as a post-processing step, so it does not alter the convergent velocity field.
We demonstrated the efficacy of the technique on two flow problems, flow in and around a rotating cylidner
and flow over a circular cylinder, and demonstrate converged surface stresses in both cases.
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