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We study a quantum algorithm that consists of a simple quantum Markov process, and we
analyze its behavior on restricted versions of Quantum 2-SAT. We prove that the algorithm
solves this decision problem with high probability forn qubits,L clauses, and promise gapc
in timeO(n2

L
2
c
−2). If the Hamiltonian is additionally polynomially gapped, our algorithm

efficiently produces a state that has high overlap with the satisfying subspace. The Markov
process we study is a quantum analogue of Schöning’s probabilistic algorithm fork-SAT.

I. INTRODUCTION

For then-bit classical constraint satisfaction problemk-SAT, several algorithms beat the ex-
haustive search runtime bound of2n. They provide a runtime with a mildly exponential scaling,
O(rn) with r < 2. One such algorithm is Schöning’s probabilistic algorithm that finds a solution
of 3-SAT in timeO(1.334n) [1]. The algorithm works by exploring the solution space usinga
simple Markov process. Although variants of the algorithm had been known for some time [2, 3],
Schöning was the first to prove the runtime bound fork ≥ 3. For 2-SAT, Papadimitriou earlier
introduced a variant of this algorithm that finds a satisfying assignment (if there is one) in time
O(n2) [3]. While linear-time 2-SAT algorithms exist [4, 5], Papidimitriou’s algorithm is admired
for its simplicity.

Quantumk-SAT is the quantum generalization of the classicalk-SAT problem. Analogously
to classicalk-SAT, Quantum 3-SAT is QMA1-complete [6], while Quantum 2-SAT can be solved
in polynomial time [7]. Interestingly, existing algorithms for Quantum 2-SAT have paralleled al-
gorithms for classical 2-SAT: Bravyi’s original algorithmfor Quantum 2-SAT is similar to Krom’s
algorithm for classical 2-SAT [8] and uses inference rules; and two recent linear-time algorithms
for Quantum 2-SAT [9, 10] use ideas from linear-time classical 2-SAT algorithms [4, 5].

In this work, we describe an algorithm that is a quantum analogue of Papidimitriou’s classical
algorithm and analyze its behavior on restricted versions of Quantum 2-SAT. Like the classical
algorithm, our quantum version consists of repeated applications of a simple (quantum) Markov
process. As with the recent linear-time Quantum 2-SAT algorithms, we apply tools and intuition
from the classical algorithm to analyze the quantum version. However, our algorithm is a quantum
algorithm; past algorithms for Quantum 2-SAT have been classical. Since Schöning showed that
the classical version of this algorithm performs well for classicalk-SAT with k > 2, there is hope
that the quantum version will have success on Quantumk-SAT with k > 2. Therefore, we think
understanding this quantum Markov process in the case ofk = 2 is of value.

Papidimitriou’s classical algorithm for 2-SAT takes as input the number of bitsn, a set of
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clausesI, and a real parameterb > 0, whereb is chosen depending on the desired probability of
success. Then the algorithm is as follows:

Classical Algorithm(n, I, b)

• Pick a strings uniformly at random from{0, 1}n.

• Repeatbn2 times:

– If there exist clauses inI that are not satisfied ons, randomly choose one of the
unsatisfied clauses, and then randomly choose one of the bitsin that clause. Flip the
value of that bit and renames to be the new string with the flipped bit.

– If s satisfies all clauses, returns and terminate.

• If s does not satisfy all clauses, return “No satisfying string found.”

If there is no satisfying assignment, the algorithm will always return “No satisfying string found.”
If a satisfying string exists, this algorithm will return a satisfying assignment with probabilityp,
where(1− p) ∝ b−1.

The quantum algorithm that we consider is the natural generalization of this procedure to the
quantum domain for the problem Quantumk-SAT, which is the natural generalization of Classical
k-SAT to the quantum domain. We now give the definition of Quantum k-SAT onn qubits as it
was introduced by Bravyi (altered to include only rank-1 projectors) [7]:

Definition [Quantum k-SAT] Let c = Ω(n−g) with g a positive constant. Given a set ofL rank
one projectors (called “clauses”)Φα = |φα〉〈φα| each supported onk out ofn qubits, define

H =
L
∑

α=1

Φα. (1)

One must decide between the following two cases:

1. The YES instance: There exists ann-qubit stateρ that satisfies tr[Hρ] = 0.

2. The NO instance: For anyn-qubit stateρ, we have that tr[Hρ] ≥ c.

We now give a quantum algorithm for Quantumk-SAT onn qubits, but in this paper we focus
on k = 2. The quantum algorithm takes as input the number of qubitsn, a set ofL clauses
I = {Φα}, and two positive integersN andT , whereN ≤ T . N andT are chosen based on
the desired probability of success. The clauses can be giveneither via a classical description, or
operationally, as measurement projectors. Then the algorithm is as follows:

Quantum Algorithm(n, I, N, T )

• Initialize the system in the maximally mixed state ofn qubits.

• Initialize a counterN0 to equal 0.

• RepeatT times:
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– Chooseα uniformly at random from{1, . . . , L}, and measureΦα. If outcome 1 is
measured, choose one of the qubits in the support ofΦα at random and apply a Haar
random unitary to that qubit. If outcome 0 is measured, setN0 = N0 + 1.

• If N0 ≥ N decide you are in a YES instance. Otherwise, decide NO.

One might expect that an algorithm for Quantumk-SAT first prepares a low energy state, and
then estimates the energy of the state using, for example, phase estimation. In our work we use
the repeated measurements of clauses to fulfill both roles. We prepare the low energy state by
repeatedly measuring clauses and applying random unitaries if the clauses are unsatisfied. We test
whether the state has low energy by tracking the number of satisfied outcomes. We will show that
if, over repeated measurements, most of the outcomes are satisfied, then we have a low energy
state.

Variants of this algorithm have been analyzed previously indifferent contexts. A similar al-
gorithm was proposed to prepare graph states and Matrix Product States dissipatively [11], and a
variant was used as a tool for the constructive proof of a quantum local Lovász lemma for com-
muting projectors [12, 13].

Given a YES instance of Quantum2-SAT, since Quantum 2-SAT is inP , one might expect that
theQuantum Algorithmwill converge to a satisfying state in polynomial time. We show that this is
indeed the case, at least for a restricted set of clauses. Chen et al. [14] showed that for every YES
instance of Quantum 2-SAT, there is always a satisfying assignment that is a product of single- and
two-qubit states. In fact, with the restricted clause set that we consider, there will be a satisfying
single-qubit product state of the form:

|ψ1〉1 ⊗ · · · ⊗ |ψn〉n (2)

where the ket|·〉i denotes the state of theith qubit. For ease of notation, for YES instances, we use
the following basis:

|0〉i = |ψi〉i . (3)

Hence, for the rest of this paper,|0〉⊗n does not refer to the standard basis state, but to an unknown
product state that satisfies all clauses of a Quantum 2-SAT instance. In the basis where|0〉⊗n is a
satisfying state, all of the clauses are of the form

General Clauses:

Φα = |φα〉〈φα| , with |φα〉 = aα |01〉i,j + bα |10〉i,j + cα |11〉i,j , (4)

wherei, j label the two qubits in the clauseΦα. For reasons that we will discuss later, we can
only prove that theQuantum Algorithmsucceeds in polynomial time if in the YES instance the
clauses are restricted to havecα = 0. In the NO case, the clauses have no restrictions. We call this
problemRestricted Quantum 2-SAT, and we show that theQuantum Algorithmcan succeed in
this setting whenT = O(L4n2/c2). This restriction can be somewhat relaxed, and inAppendix A,
we show that the algorithm succeeds in polynomial time if in the YES instance every clause
satisfies eithercα = 0 or aα = bα = 0. So for now we work with

Restricted Clauses:

Φα = |φα〉〈φα| , with |φα〉 = aα |01〉i,j + bα |10〉i,j . (5)
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Note that|0〉⊗n and|1〉⊗n are both satisfying states with the restricted clause set.
In addition to solving Restricted Quantum 2-SAT, in the YES case theQuantum Algorithm

produces a state that has high overlap with a satisfying assignment. In this setting, the smallest
eigenvalue ofH is 0, and we callǫ the size of the smallest non-zero eigenvalue ofH. We show
that after running theQuantum Algorithmfor T = O(n2L/ǫ) steps, the resultant state will have
large overlap with a stateρ that has tr[Hρ] = 0.

The Quantum Algorithmmay solve arbitrary Quantum 2-SAT instances in polynomial time,
but our analysis can only show that it succeeds in polynomialtime on Restricted Quantum 2-
SAT. On the other hand, Bravyi’s algorithm and recent linear-time quantum algorithms [9, 10]
give procedures for deciding all Quantum 2-SAT instances inpolynomial time, but are classical
algorithms. Our algorithm is a quantum algorithm, so our analysis techniques may be of broader
interest. In particular, our approach may have applications to Quantumk-SAT for k > 2.

II. ANALYSIS OF THE QUANTUM ALGORITHM FOR RESTRICTED QUANTU M 2-SAT

On a YES instance, theQuantum Algorithmcan be viewed as a quantum Markov process that
converges to a quantum state that is annihilated by all the clauses. A quantum Markov process
is described by a completely positive trace preserving (CPTP) map [15]. Call ρt the state of
the system at timet. The CPTP mapT describes the update ofρt at each step of the chain, so
ρt+1 = T (ρt).

Call Tα the map that describes the procedure of checking whether clauseΦα is satisfied, and if
it is not satisfied, applying a random unitary to one of the qubits in the support ofΦα. Let i andj
be the two qubits associated with clauseΦα. Then

Tα(ρ) = (1−Φα)ρ (1−Φα) +
1

2
Λi(ΦαρΦα) +

1

2
Λj(ΦαρΦα) (6)

whereΛi is the unitary twirl map acting on qubiti:

Λi(ρ) =
∫

d[Ui]UiρU
†
i =

1i

2
⊗ tri [ρ] , (7)

andd[Ui] is the Haar measure. At each time step, we chooseα from {1, . . . , L} uniformly and
random and apply the mapTα. This corresponds to the CPTP update map

T (ρ) =
1

L

L
∑

α=1

Tα(ρ). (8)

During the measurement step, whenα is chosen uniformly at random and one measuresΦα,
the probability of obtaining outcome1 at timet is

1

L

∑

α

tr[Φαρt] =
1

L
tr[Hρt]. (9)

A. Expectation of Total Spin

In analyzing the classical algorithm, Papadimitriou and Schöning kept track of the Hamming
distance between the current string and the satisfying assignment. Inspired by this idea, we find it
useful to analyze the expectation value ofŜ andŜ2, whereŜ is twice the total spin:
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Ŝ =

n
∑

i=1

σz
i and Ŝ2 =

n
∑

i,j=1

σz
iσ

z
j . (10)

Note thatŜ is closely related to the quantum Hamming weight operator
∑n

i=1
1
2
(1− σz

i ).
We show that with the restricted clause set, the expectationvalue of Ŝ is constant under the

action ofT , whereas the expectation value ofŜ2 can not decrease under the action ofT .

Lemma 1 Given a set of restricted clauses{Φ1, . . . ,ΦL} (i.e. all of the form ofEq. (5)), with T
defined as inEq. (8), then

tr[ŜT (ρ)]− tr[Ŝρ] = 0 (11)

tr[Ŝ2T (ρ)]− tr[Ŝ2ρ] =
2

L

∑

α

tr[Φαρ] ≥ 0. (12)

PROOF: Let T † be the dual ofT , so that

tr[ŜT (ρ)] = tr[T †(Ŝ)ρ] and tr[Ŝ2T (ρ)] = tr[T †(Ŝ2)ρ]. (13)

First consider

T †
α (Ŝ) = (1−Φα)Ŝ(1−Φα) +

1

2
ΦαΛi(Ŝ)Φα +

1

2
ΦαΛj(Ŝ)Φα, (14)

wherei, j are the two qubits whereΦα acts. Note that̂S − σz
i − σ

z
j is invariant under the action

of T †
α , so

T †
α (Ŝ) =Ŝ − σz

i − σ
z
j + (1−Φα) (σz

i + σ
z
j ) (1−Φα)

+
1

2
ΦαΛi(σz

i + σ
z
j )Φα +

1

2
ΦαΛj(σz

i + σ
z
j )Φα. (15)

Due to the special properties of the restricted clauses, c.f. Eq. (5), we have

Φα(σz
i + σ

z
j ) = (σz

i + σ
z
j )Φα = 0, (16)

for all α, which together withΛi(σz
i ) = 0 andΛi(σz

j) = σ
z
j for i 6= j gives

T †
α (Ŝ) = Ŝ. (17)

This implies

T †(Ŝ) = Ŝ, (18)

so we see that the expectation value ofŜ is unchanged by the action ofT on a state:

tr[ŜT (ρ)] = tr[Ŝρ]. (19)
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The expectation value of̂S2 does change under the action ofT . Φα acts only on qubitsi andj,
so accordingly we break up̂S2 as

Ŝ2 =

[

Ŝ2 − 2σz
iσ

z
j − 2

∑

k 6=i,j

σz
k(σ

z
i + σ

z
j )

]

+

[

2σz
iσ

z
j + 2

∑

k 6=i,j

σz
k(σ

z
i + σ

z
j )

]

. (20)

T †
α leaves the first term unchanged. Now

T †
α (σ

z
iσ

z
j ) = (1−Φα)σz

iσ
z
j (1−Φα) +

1

2
ΦαΛi(σz

iσ
z
j )Φα +

1

2
ΦαΛj(σz

iσ
z
j )Φα. (21)

Because of the special properties of the clauses, c.f.Eq. (5), we have

Φασz
iσ

z
j = σ

z
iσ

z
jΦα = −Φα. (22)

UsingEq. (16)and thatΛi(σz
i ) = 0, we have

T †
α (σ

z
iσ

z
j ) = σ

z
iσ

z
j + Φα. (23)

Now notice

T †
α (σ

z
k(σ

z
i + σ

z
j)) =(1−Φα)σz

k(σ
z
i + σ

z
j )(1−Φα)

+
1

2
ΦαΛi(σz

k(σ
z
i + σ

z
j ))Φα

+
1

2
ΦαΛj(σz

k(σ
z
i + σ

z
j))Φα

=σz
k(σ

z
i + σ

z
j ). (24)

where we have again usedEq. (16). Putting the pieces together gives

T †
α (Ŝ

2) = Ŝ2 + 2Φα. (25)

The change in the expectation value ofŜ2 after the action ofT is thus

tr[Ŝ2T (ρ)]− tr[Ŝ2ρ] =
2

L

∑

α

tr[Φαρ] ≥ 0. (26)

�

B. Runtime of the Quantum Algorithmto Decide Restricted Quantum 2-SAT

TheQuantum Algorithmdecides between YES and NO cases based on the number of0-valued
outcomes, i.e. satisfied projectors, obtained during the algorithm. The probability of getting a
0-outcome at stept is

1−
1

L
tr[Hρt], (27)
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and so depends on the expectation value ofH. Eq. (26)allows us to relate the expectation value of
H to the expectation value of̂S2. While the expectation value ofH is not necessarily monotonic
over the course of the algorithm, the expectation value ofŜ2 is monotonic (byLemma 1) and is
also bounded, since the maximum eigenvalue ofŜ2 onn qubits isn2. We use these properties of
Ŝ2 to track the expectation value ofH over the course of the algorithm, and hence to track the
expected number of0-valued outcomes.

We analyze the YES and NO cases seperately.

Result 1 Suppose we have aYES case of Restricted Quantum 2-SAT, and we run theQuantum
Algorithm for time

T =
f 2L2n2

2
, (28)

where

f = max

{

7

c
, 1

}

, (29)

then we have at least a2/3 probability of observing at leastN measurement outcomes with value
0 over the course of the algorithm, where

N = T

(

fL− 1

fL

)3

− fLn. (30)

The choice off = max
{

7
c
, 1
}

is not used in this proof, but is rather important for the soundness
analysis. We include it here for concreteness.

PROOF: We start by usingLemma 1to bound the expectation value ofH over the course of the
algorithm.0 ≤ tr[Ŝ2ρ] ≤ n2 for any stateρ onn qubits and so for anyT

n2 ≥ tr[Ŝ2ρT ]− tr[Ŝ2ρ0]

=
T−1
∑

t=0

(

tr[Ŝ2ρt+1]− tr[Ŝ2ρt]
)

=
2

L

T−1
∑

t=0

∑

α

tr[Φαρt]

=
2

L

T−1
∑

t=0

tr[Hρt]. (31)

LetΠf be the projector onto the eigenstates ofH with eigenvalue less than1/f . We define

pt,f = tr[Πfρt]. (32)

Inserting the projectorI−Πf into the last line ofEq. (31), we have

n2 ≥
2

L

T−1
∑

t=0

tr[H(I−Πf )ρt]

≥
2

fL

T−1
∑

t=0

(1− pt,f) (33)
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where we used thatρt has probability1 − pt,f of being in the subspaceI − Πf , and states in this
subspace have expectation value ofH at least1/f . Rearranging terms gives

T−1
∑

t=0

pt,f ≥ T −
fLn2

2
, (34)

and usingEq. (28)gives

T−1
∑

t=0

pt,f ≥
fL− 1

fL
T. (35)

By the pigeon hole principle, there is a set of timesT such that the following are true:

pt,f ≥
fL− 1

fL
for t ∈ T, and (36)

|T| ≥
fL− 1

fL
T. (37)

At any timet, the probability of obtaining outcome 0 is

1−
1

L

L
∑

α=1

tr[Φαρt] = 1−
1

L
tr[H((I− Πf ) + Πf)ρt]. (38)

SinceH is a sum ofL projectors, its eigenvalues are at mostL, so we have

tr[H(I−Πf )ρt] ≤ L(1− pt,f ). (39)

Πf projects onto states with eigenvalue less than1/f , so

tr[HΠfρt] <
1

f
pt,f . (40)

Plugging these in gives

1−
1

L

L
∑

α=1

tr[Φαρt] ≥
fL− 1

fL
pt,f . (41)

Now assumet ∈ T, so Eq. (36)holds. Then we have for these times that the probability of
obtaining outcome 0 is

1−
1

L

L
∑

α=1

tr[Φαρt] ≥
(

fL− 1

fL

)2

(42)

Since we want a large number of0-outcomes over the course of the algorithm, we will assume
a worst case scenario such that the probability of outcome 0 for all timest ∈ T is

pworst =
(

fL− 1

fL

)2

. (43)
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In this case, the distribution of0-outcomes for timest ∈ T is given by a binomial distribution.
We can use bounds on the binomial cumulative distribution function to bound the number of0-
outcomes in this worst case scenario. LetG be the probability that less thanN outcomes are 0 over
|T| times, wherepworst is the probability of obtaining outcome0 at any time. Using Hoeffding’s
bound, we have that

G ≤ exp

[

−2(|T|pworst −N)2

|T|

]

, (44)

as long as|T|pworst ≥ N . UsingEq. (37)andEq. (43), we have

|T|pworst ≥
(

fL− 1

fL

)3

T. (45)

UsingEq. (30), we see that

|T|pworst −N ≥ fLn, (46)

so the numerator of the exponent inEq. (44)satisfies

2(|T|pworst −N)2 ≥ 2f 2L2n2. (47)

Finally, the denominator of the exponent inEq. (44)satisfies

T ≤ T

=
f 2L2n2

2
, (48)

so we have

G ≤ exp [−4] ≤ 1/3. (49)

Thus with probability at least 2/3, we expect to see at leastN outcomes with value0 for times
t ∈ T. Considering timest with 1 ≤ t ≤ T rather than only timest ∈ T only gives more
opportunities for0-outcomes, so we have probability of at least2/3 of seeingN outcomes with
value0 when the algorithm is run for timeT . �

Now we prove an analogous result in the NO case:

Result 2 Recall that in the NO case, the size of the smallest eigenvalue ofH is promised to bec.
If we run the algorithm for time

T =
f 2L2n2

2
, (50)

and choose

f = max

{

7

c
, 1

}

, (51)

then we have at most a1/3 probability of observing more thanN measurement outcomes with
value0 over the course of the algorithm, where, as inResult 1,

N = T

(

fL− 1

fL

)3

− fLn. (52)
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PROOF: We show that if we have a NO case, we are unlikely to have more thanN measurements
with outcome 0 over the course of theT applications ofT . In the NO case, the probability of
obtaining outcome 0 at timet is

1−
1

L

L
∑

α=1

tr[Φαρt] ≤ 1−
c

L
. (53)

The worst case is when for all timest, the probability of obtaining outcome 0 is

qworst = 1−
c

L
. (54)

This worst case scenario corresponds to a binomial distribution. We use bounds on the binomial
distribution to bound the probability of at leastN outcomes with value0. Let G be the proba-
bility of getting at leastN outcomes with value0 overT steps, whereqworst is the probability of
obtaining outcome0 at any step. Applying Hoeffding’s bound to the binomial distribution, we
have

G ≤ exp

[

−2(N − Tqworst)
2

T

]

(55)

as long asN ≥ Tqworst. We now show thatG is small.
We first analyze the termN − Tqworst from Eq. (55). We have, usingEq. (52),

N − Tqworst = T

(

fL− 1

fL

)3

− fLn− T
(

1−
c

L

)

. (56)

SincefL ≥ 1, we have

N − Tqworst ≥ T

(

1−
3

fL

)

− fLn− T
(

1−
c

L

)

=
1

2
cf 2Ln2 −

3

2
fLn2 − fLn

≥ fLn2

(

cf

2
−

5

2

)

(57)

where in the second to last line we usedEq. (50), and in the last line we used thatn ≥ 1. Setting
f = max{7/c, 1}, we have

N − Tqworst ≥ fLn2, (58)

where the maximum over the two terms is used to ensuref ≥ 1. Then the numerator inEq. (55)
satisfies

2(N − Tqworst)
2 ≥ 4Tn2. (59)

Plugging intoEq. (55)we have

G ≤ exp[−4n2] ≤ 1/3. (60)

Therefore, the probability of getting at leastN outcomes with value 0 is less than1/3. �
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CombiningResult 1andResult 2, to solve Restricted Quantum2-SAT, we set

f = max

{

7

c
, 1

}

(61)

and run the algorithm for time

T =
f 2L2n2

2
. (62)

We count the number of 0-outcomes over the course of the algorithm, and check whether this is
greater than

N = T

(

fL− 1

fL

)3

− fLn. (63)

We have shown that for a YES instance, there is at least a 2/3 probability of observing at leastN
outcomes with value0, but for a NO instance, there is at most a 1/3 probability of doing so.

C. Runtime to Produce a Ground State

Suppose we have a Hamiltonian with restricted clauses that is additionally polynomi-
ally gapped. In other words, the smallest non-zero eigenvalue of the Hamiltonian has size
Ω(1/poly(n)). Then we show that repeatedly applying the mapT produces a state that has large
overlap with the ground subspace.

Result 3 Given clauses{Φα} whereΦα = |φα〉〈φα| are restricted as inEq. (5), andǫ is the size
of the smallest non-zero eigenvalue ofH =

∑

αΦα, then forT ≥ n2L
2(1−p)ǫ

, ρT = T T (ρ0) has a
fidelity tr[Π0ρT ] with the ground state subspace that is greater thanp.

PROOF BY CONTRADICTION:
LetΠ0 be the projector onto the satisfying subspace:

tr[HΠ0] = 0. (64)

We first show thatΠ0 is a fixed point of the mapT , so once part of the state is in this subspace, it
stays there. That is,

tr[Π0ρt+1]− tr[Π0ρt] =
1

L

∑

α

tr
[

Π0 (1−Φα)ρt (1−Φα)

+ 1
2
Π0Λi(ΦαρtΦα) +

1
2
Π0Λj(ΦαρtΦα)

]

− tr[Π0ρt]

=
1

2L

∑

α

tr[Π0 (Λi(ΦαρtΦα) + Λj(ΦαρtΦα))]

≥0, (65)

since tr[Πρ] ≥ 0 for any projectorΠ and any stateρ.
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Suppose tr[Π0ρT ] < p. FromEq. (65), tr[Π0ρt] can not decrease with increasingt. So for all
t ≤ T ,

tr[Π0ρt] < p (66)

or equivalently,

tr[(I−Π0)ρt] > 1− p. (67)

Given that the spectral gap ofH is ǫ, we have

tr[Hρt] > ǫtr[(I− Π0)ρt]. (68)

Combining Eqs. (67–68) gives

tr[Hρt] > ǫ(1− p) (69)

for all t ≤ T .
CopyingEq. (31), we have

n2 ≥

T−1
∑

t=0

2

L
tr[Hρt]. (70)

UsingEq. (69), we have

n2 >
(1− p)2ǫT

L
. (71)

SettingT ≥ n2L
2(1−p)ǫ

gives a contradiction. Therefore, forT ≥ n2L
2(1−p)ǫ

, we must have tr[Π0ρT ] ≥ p.

�

D. Difficulties with General Clauses

We have only been able to prove theQuantum Algorithmsolves Quantum2-SAT in polynomial
time when we restrict the form of the clauses. In this section, we describe what breaks down
when more general clauses are included in the instance. In this section, we assume that for YES
instances, the solution is a product of single-qubit states. (The instance can be easily pre-processed
to deal with any two-qubit product states in the solution, asin [9].) In the YES case, we consider
a basis in which the satisfying assignment takes the form|0〉⊗n, so in this basis clauses are of the
form:
General Clauses:

Φα = |φα〉〈φα| , with |φα〉 = aα |01〉i,j + bα |10〉i,j + cα |11〉i,j , (72)

The restricted clauses never cause the expectation ofŜ2 to decrease. However, when we include
General Clauses the expectation ofŜ2 can either increase or decrease under the action ofTα,
depending on the state of the system.
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Consider a clause of the formΦα = |φα〉〈φα| with |φα〉 = |+1〉1,2 acting on the stateρ =

|011〉〈011|1,2,3. (Here|+〉 is the eigenvector of theσx operator with eigenvalue 1.) One can easily
check that

tr[Ŝ2ρ] = 5, tr[Ŝ2Tα(ρ)] = 4.5, (73)

so the expectation value of̂S2 decreases.
When there are sufficiently many General Clauses, but still with a planted product state solu-

tion, |0〉⊗n is the only satisfying state, so one might guess that a good tracking measure would be
the expectation value of̂S, which if it always increases, would bring the system closerand closer
to |0〉⊗n. However, for General Clauses,Ŝ can also increase or decrease, and in fact forρ andΦα

as above,

tr[Ŝρ] = 2, tr[ŜTα(ρ)] = 1.75. (74)

While in principle the expectation valuêS and Ŝ2 under the action ofT can increase or de-
crease, in numerical experiments, we find that they always increase.

The analysis inSection IIwas simple because the changes in expectation value ofŜ and Ŝ2

did not depend on the details of the state of the system, but rather only on the overlap of the state
with the satisfying subspace. With general clauses, the changes in expectation value of̂S andŜ2

depend on the specifics of the state of the system, making these operators less useful as tracking
devices.

III. CONCLUSIONS

We study a quantum generalization of Schöning’s algorithm. We show this quantum algorithm
can be used to solve Quantum SAT problems. In particular, we show that it can solve, in polyno-
mial time, Quantum2-SAT with certain restrictions on the clauses. It is possible that this quantum
algorithm succeeds in polynomial time for Quantum2-SAT without any restriction on the clauses,
but we were not able to show it. Inspired by the classical analysis, we track quantities like the total
spin rather than energy. Furthermore, if the Hamiltonian isalso polynomially gapped, the algo-
rithm will produce, in polynomial time, a state that has highoverlap with a satisfying assignment.

There are many open questions related to this work. Is there away to extend our analysis to
unrestricted Quantum 2-SAT? How does the algorithm performon Quantumk-SAT for k > 2?
Can the runtime bounds of our algorithm can be improved?
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Appendix A: Analysis with an Extended Clause Set

In Section II, we showed that theQuantum Algorithmcan decide Quantum 2-SAT if (in the
YES case) the clauses are of a certain form, which we now call Type I Clauses:

Type I Clauses:
Φα = |φα〉〈φα| , with |φα〉 = aα |01〉i,j + bα |10〉i,j . (A1)

In this appendix, we will show that theQuantum Algorithmalmost matches the performance
demonstrated in the main body of this paper, when the restricted clause set is enlarged to include
both Type I and Type II clauses:

Type II Clauses:
Φα = |φα〉〈φα| , with |φα〉 = |11〉i,j . (A2)

When all clauses are Type I or Type II,|0〉⊗n is a satisfying state.
In Section IIwe showed that forΦα a Type I clause,

tr[ŜTα(ρ)]− tr[Ŝρ] = 0, (A3)

tr[Ŝ2Tα(ρ)]− tr[Ŝ2ρ] = 2tr[Φαρ]. (A4)

We observe that Type II clauses exhibit the following properties:

Φα(σz
i + σ

z
j ) = (σz

i + σ
z
j )Φα = −2Φα, Φασz

iσ
z
j = σ

z
iσ

z
jΦα = Φα. (A5)

Applying Eq. (A5)to Eq. (15)and to the analysis in Eqs. (20–24), we have that for Type II clauses

T †
α (Ŝ) = Ŝ + Φα, (A6)

T †
α (Ŝ

2) = Ŝ2 − 2Φα + 2
∑

k 6=i,j

σz
kΦα. (A7)

Combining the effects of Type I and Type II clauses, we have

T †(Ŝ) = Ŝ +
1

L

∑

α∈Type II

Φα, (A8)

T †(Ŝ2) = Ŝ2 +
2

L

∑

α∈Type I

Φα +
2

L

∑

α∈Type II

(

−Φα +
∑

k 6=i,j

σz
kΦα

)

. (A9)

When only Type I clauses were present, the expectation ofŜ2 could only increase, but now Type
II clauses can causêS2 to decrease. However, wheneverρt is not annihilated by all of the clauses,
either the expectation value of̂S increases (if a Type II clause is measured), or the expectation
value ofŜ2 increases (if a Type I clause is measured). We show that in combination, these effects
allow us to prove the following result.

Result 4 Given clauses{Φα}, whereΦα are Type I or Type II,

5n2 ≥
2

L

T−1
∑

t=0

tr[Hρt]. (A10)
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We first discuss the consequences ofResult 4, and then give the proof. Note thatEq. (A10)is
almost identical toEq. (31)andEq. (70). The only difference is the factor of5 that appears on the
left side ofEq. (A10). Thus to determine what happens when, in the YES case, we restrict to Type
I and Type II clauses, we need only replaceEq. (31)andEq. (70)by Eq. (A10).

In Result 3the number of time steps needed increases by a factor of5 to obtain the same
outcome. InResult 1we use the following transformation, which preserves the statement of the
result:

T →
5f 2L2n2

2
,

N → T

(

fL− 1

fL

)3

− 2fLn. (A11)

Using this transformation inResult 2, the outcome is identical when we choosef =
max{22/(5c), 1}.

We now proofResult 4:
PROOF: Sincen2 ≥ tr[Ŝ2ρ] ≥ 0, for any stateρ,

n2 ≥ tr[Ŝ2ρT ]− tr[Ŝ2ρ0]

=
T−1
∑

t=0

(

tr[Ŝ2ρt+1]− tr[Ŝ2ρt]
)

=

T−1
∑

t=0

2

L

(

∑

α∈Type I

tr[Φαρt] +
∑

α∈Type II

tr
[(

−1 +
∑

k 6=i,j

σz
k

)

Φαρt
]

)

, (A12)

where we have usedEq. (A9) in the last line.
In the Type II sum, the term(−1 +

∑

k 6=i,j σ
z
k) has eigenvalues that are larger than−(n − 1),

so using thatΦα and(−1 +
∑

k 6=i,j σ
z
k) commute (they act on different qubits), we obtain

n2 ≥
2

L

T−1
∑

t=0

(

∑

α∈Type I

tr[Φαρt]− (n− 1)
∑

α∈Type II

tr[Φαρt]

)

(A13)

We have

tr[Hρt] =
∑

α∈Type II

tr[Φαρt] +
∑

α∈Type I

tr[Φαρt], (A14)

which we can plug intoEq. (A13)to obtain

n2 ≥
2

L

T−1
∑

t=0

(

tr[Hρt]− n
∑

α∈Type II

tr[Φαρt]

)

. (A15)

We now bound the term involving the Type II clauses. FromEq. (A8)we have

T−1
∑

t=0

1

L

∑

α∈Type II

tr[Φαρt] =
T−1
∑

t=0

(

tr[Ŝρt+1]− tr[Ŝρt]
)

= tr[ŜρT ]− tr[Ŝρ0]

≤ 2n, (A16)
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where in the last line we have used that for anyρ, we have−n ≤ tr[Ŝρ] ≤ n. PluggingEq. (A16)
into Eq. (A15), we have

5n2 ≥
2

L

T−1
∑

t=0

tr[Hρt]. (A17)
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