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Abstract. This paper addresses a multi-scale finite element method for sec-

ond order linear elliptic equations with rough coefficients, which is based on
the compactness of the solution operator, and does not depend on any scale-

separation or periodicity assumption of the coefficient. We consider a special

type of basis functions, the multi-scale basis, which are harmonic on each
element and show that they have optimal approximation property for fixed

local boundary conditions. To build the optimal local boundary conditions, we

introduce a set of interpolation basis functions, and reduce our problem to ap-
proximating the interpolation residual of the solution space on each edge of the

coarse mesh. And this is achieved through the singular value decompositions

of some local oversampling operators. Rigorous error control can be obtained
through thresholding in constructing the basis functions. The optimal interpo-

lation basis functions are also identified and they can be constructed by solving

some local least square problems. Numerical results for several problems with
rough coefficients and high contrast inclusions are presented to demonstrate

the capacity of our method in identifying and exploiting the compact structure
of the local solution space to achieve computational savings.

1. Introduction. Many problems of practical importance in science and engineer-
ing have multi-scale feature: composite materials and flows in porous media are
typical examples of such kind. In some cases the quantities of interest (QoI) are
only related to the large-scale properties of the solutions, but since the fine-scale
features of the model can have significant impact on the large-scale properties of
the solutions, one needs to use a very fine mesh to resolve the small-scale varia-
tions of the problem to get faithful numerical results. The computational cost can
be prohibitive. For these so-called multi-scale problems, it is desirable to develop
upscaling methods that allow us to efficiently incorporate the small-scale features
of the problem into the large-scale properties of the solutions.
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In this work, we use the following second order linear elliptic equation with
homogeneous Dirichlet boundary condition to illustrate our upscaling methodology,{

−div(a(x)∇u(x)) = f(x), x ∈ D,
u(x)|∂D = 0,

(1.1)

where D is a convex polygon domain in Rd with d = 2, 3. We assume that the
equation is uniformly elliptic, i.e., there exist λmin > 0 and λmax > 0 such that

a(x) ∈ [λmin, λmax]. (1.2)

We do not assume any regularity of the coefficient a(x) ∈ L∞(D), which may have
multiple spatial scales, thus the above equation (1.1) can be used to model diffusion
process in strongly heterogeneous media. We also assume that in (1.1) the forcing
function f(x) ∈ L2(D), not just in H−1(D). The existence of solution to (1.1),
u(x) ∈ H1

0 (D) follows from the Lax-Milgram theorem, and we have

c‖f‖H−1(D) ≤ ‖u(x)‖H1
0 (D) ≤ C‖f‖H−1(D). (1.3)

Classical finite element methods use piecewise linear (polynomial) functions to ap-
proximate the solution space, and the convergence of these methods generally de-
pends on the following approximation property and regularity result

‖u(x)− Ju(x)‖H1
0 (D) ≤ CH‖u(x)‖H2(D), ‖u(x)‖H2(D) ≤ C‖f(x)‖L2(D), (1.4)

where Ju is the piecewise polynomial interpolation of u(x), and H is the underlying
mesh size. Thus O(H) accuracy can be obtained if mesh of size O(H) is employed
in the discretization. Classical finite element methods may fail for these multi-scale
problems, since for rough a(x), ‖u(x)‖H2 cannot be bounded by ‖f(x)‖L2(D) in
(1.4). It is actually shown in [8] that the polynomial finite elements can perform
arbitrarily badly in this setting. In practice, one needs a much finer mesh to get
O(H) accuracy, thus (1.1) can serve as a typical example of multi-scale problem.

One strategy to numerically solve the multi-scale problem (1.1) is using problem-
dependent basis (instead of polynomials) that incorporates properties of the coeffi-
cient a(x) to approximate the solution space. One first constructs basis functions

φ1(x), φ2(x), . . . φn(x) ∈ H1
0 (D), (1.5)

that may depend on the elliptic operator in (1.1) and find the numerical solution

uH(x) ∈ VH(x) = span{φ1(x), φ2(x), . . . φn(x)} ⊂ H1
0 (D), (1.6)

using the Galerkin projection. Namely, we find uH(x) ∈ VH , such that

a(uH(x), v(x)) = 〈f(x), v(x)〉, for all v(x) ∈ VH , (1.7)

where

a(u(x), v(x)) =

∫
D

∇u(x)ta(x)∇v(x)dx, 〈f(x), v(x)〉 =

∫
D

f(x)v(x)dx. (1.8)

The numerical solution satisfies the following optimal property

‖u(x)− uH(x)‖E = inf
v(x)∈VH

‖u(x)− v(x)‖E , (1.9)

where the energy norm is equivalent to the H1
0 (D) norm, and defined as

‖u(x)‖2E = a(u(x), u(x)) =

∫
D

∇u(x)ta(x)∇u(x)dx. (1.10)
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In this work we will employ the above strategy to numerically solve (1.1). Note
that to obtain the numerical solution uH(x) from the Galerkin projection (1.7), one
needs to solve a linear system of size n× n. Thus to make the computational cost
small, we want the number of the basis functions used in (1.5) to be small. Besides,
we want the basis functions in (1.5) to have compact support such that the stiffness
matrix formed in (1.7) is sparse thus easy to compute and invert.

We propose an effective method to construct basis functions (1.5) with optimal
local approximation property. Our method is based on the compactness of the
solution operator to (1.1) restricted on local regions of the domain. To be specific,
we introduce the following operator

Ti : f(x)→ ui(x) = u(x)|Di
, (1.11)

where Di is a local subset of D with size O(H), and H is chosen according to the
desired order of accuracy. The compactness of the operator Ti will be demonstrated
numerically in section 2. On each local region of the domain, Di, we decompose the
local solution ui(x) to two orthogonal parts with respect to the energy norm (1.8):
an a(x)-harmonic part, and a local bubble part. We show that the bubble part of
the solution is small and its compact structure can be easily identified by inverting
the elliptic equation (1.1) locally on each region Di. We consider approximating the
solution space using a special type of basis functions that are a(x)-harmonic on each
Di, and call basis functions of such type multi-scale basis. Due to the smallness of
the bubble part of the solution, we demonstrate that multi-scale basis functions are
optimal in approximating the solution space for fixed local boundary conditions on
∂Di if only O(H) accuracy in the energy norm is desired.

The a(x)-harmonic part of the solution only depends on the restriction of the
solution on the boundary of the local regions Di, and we seek to identify the compact
structure of the trace of the solution space on ∂Di. Using a primary set of multi-
scale interpolation basis functions (nodal multi-scale basis) , ψi(x), we can reduce
our problem to approximating the interpolation residual of the solution on each
edge e of the coarse mesh, which we denote by Tef(x). We then introduce a local
oversampling operator POS that maps the solution on an oversampling domain W to
the interpolation residual Tef(x), and decompose Te using POS and a global solution
operator. We employ the compactness of the oversampling operator to construct
the edge multi-scale basis for each edge e through singular value decomposition.
The optimal choice of the nodal multi-scale basis functions ψi(x) is identified as the
solution to some local least square problems, which makes the singular values of POS
have the fastest decay. Since the resulting basis functions (1.5) are a(x)-orthogonal
to the bubble part of the solution space, we can add the bubble part back to our
numerical solution by simply solving some local cell problems (independently from
the Galerkin projection).

Our multiscale method consists of two stages: in the offline stage we identify the
local compact structure of the solution space, and build multi-scale basis functions
and the corresponding stiffness matrix; in the online stage, for any given forcing
function f(x) ∈ L2(D), we solve the equation (1.1) efficiently using the multi-
scale basis functions constructed offline with a very low computation cost. Our
method can achieve significant computational savings in the multi-query setting
where equation (1.1) needs to be solved for multiple times with different forcing.

Several numerical examples with rough coefficients and high-contrast channels
are presented. Our method achieves high accuracy and significant computational
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savings for these problems in the online stage. In this work we demonstrate our
methodology through the second-order scalar elliptic equation, but it can be easily
generalized to other linear elliptic problems such as the elasticity equations.

Below we review some related works in the literature. The classical homogeniza-
tion theories, including the periodic homogenization [9, 33, 46, 15, 2, 1], and the
H, G, Γ-convergence theories [41, 17, 16, 50, 49, 40, 24], consider the convergence
of a sequence of operators parameterized by ε as ε → 0. In the Multi-scale Finite
Element Method (MsFEM) [28, 29, 22, 11, 30, 21, 18, 19, 13, 20, 12], nodal basis
functions that incorporate properties of the elliptic operator (1.5) are constructed
by solving local elliptic boundary value problems. Convergence analysis of MsFEM
in the periodic setting was given in [29, 22, 11]. An oversampling technique to re-
duce the resonance error introduced due to the artificial local boundary conditions
in the basis functions was proposed in [29]. The MsFEM framework motivated a lot
of interesting works and was further developed in [3, 31, 32, 35, 39]. In [38, 7, 4], the
generalized finite element method was proposed, which provides a general frame-
work to combine local approximation spaces together using a partition of unity
formulation. In [6, 5], the local basis functions for this framework were constructed
by solving some local spectral problems. In [36, 25, 47], the solution space is divided
into two orthogonal parts, the coarse multi-scale space and the fine scale space. The
coarse multi-scale space can approximate the solution space to (1.1) up to O(H)
accuracy in the energy norm. A set of basis functions were first identified as the
solutions of some global elliptic problems, and then shown to decay exponentially
fast. Thus their construction can be localized to regions of size O(H log(1/H)) to
retain the O(H) approximation accuracy. Harmonic coordinates were introduced
in [34], and employed for (quasi) one-dimensional elliptic problems in [7, 4]. In
[44], the authors proved that the solutions to (1.1) gain an order of regularity with
respect to the Harmonic coordinates and proposed upscaling methods based on this
property. The polyharmonic spline functions were introduced in [45], where they
were identified as solutions of some global optimization problems and shown to have
super-localization property. These basis functions were later interpreted as condi-
tional expectations in the Bayesian inference setting [42]. This novel point of view
was further developed in [43], and a multi-resolution decomposition of the solution
space was obtained based on a hierarchical information game formulation.

The remaining part of this paper is organized as follows. In section 2, we demon-
strate the compactness of the solution operator restricted to local regions of the
domain. In section 3, we decompose the solutions on each local region to different
parts corresponding to the trace of the solution on the edges of the coarse mesh,
and identify their compact structures separately. In section 4, numerical results are
presented to demonstrate the capacity of our method in identifying and exploiting
the compactness of the solution space to achieve computational savings. Concluding
remarks are made in section 5.

2. Compactness of the solution space restricted to local regions of the
domain. The existence of a finite number of basis functions (1.5) that can approx-
imate the solution space to (1.1) up to any accuracy is implied by the compactness
of the solution operator, T , which maps from the forcing function f(x) ∈ L2(D) to
the corresponding solution u(x) ∈ H1

0 (D).

T : f(x) ∈ L2(D)→ u(x) ∈ H1
0 (D). (2.1)
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The compactness of T was analyzed in [37, 10], and employed for elliptic equations
with random input data recently in [26, 27] for stochastic model reduction.

To be specific, the solution operator T can be decomposed as

T = L−1IL2(D)→H−1(D), (2.2)

where L−1 maps f(x) ∈ H−1(D) to the solution u(x) ∈ H1
0 (D), and IL2(D)→H−1(D)

is the embedding operator from L2(D) to H−1(D). From (1.3), we can see that L−1

is continuous and indeed a homomorphism, and the compactness of IL2(D)→H−1(D)

is well known based on the Sobolev space theory [23]. Thus the compactness of T
follows from the decomposition (2.2). To quantify the approximability of T by a
finite-rank operator, we consider its Kolmogorov-n width [48].

Definition 2.1 (Kolmogorov n-width). For a compact linear operator T that maps
between two Hilbert spaces, we define its Kolmogorov n-width as

dn(T ) = inf
Tn

‖T − Tn‖, (2.3)

where Tn runs over all rank-n linear operators.

Due to the fact that L−1 is a homomorphism, one can easily see that the
Kolmogorov-n width of T (mapping from L2(D) to H1

0 (D)) is only different from
that of IL2(D)→H−1(D) by a constant factor ,

cdn(IL2(D)→H−1(D)) ≤ dn(T ) ≤ Cdn(IL2(D)→H−1(D)), (2.4)

where C and c depend on λmin, λmax (1.2) and D.
The Kolmogorov-n width of the embedding operator is well-known [37, 10],

dn(IL2(D)→H1
0 (D)) = n−1/d(C + o(1)), n→∞. (2.5)

From (2.4) (2.5) and (2.3), we obtain that there exist n basis functions, (1.5), with
the following approximation property to the solution space of (1.1),

sup
‖f(x)‖L2(D)=1

inf
ci
‖

n∑
i=1

ciφi(x)− u(x)‖H1
0 (D) ≤ Cn−1/d. (2.6)

The approximation property (2.6) is optimal, and does not depend on the regularity
of the coefficient a(x). For practical applications in multi-scale problems, we want
the basis functions φi(x) to have local support such that the corresponding stiffness
matrix in (1.7) is sparse and easy to invert. However, the basis functions in (2.6)
whose existence is implied by (2.4) and (2.5) may be nonlocal.

Since our objective is to find basis functions (1.5) with local support, we consider
a local region of the domain, Di with diameter O(H), and a slightly larger local
domain that contains Di, W , which we call the oversampling region. We consider
the restriction of the solutions to (1.1) on W ,

uW (x) = u(x)|W . (2.7)

The local solution uW (x) can be decomposed to two parts,

uW (x) = u1
W (x) + u2

W (x), (2.8)

where {
−div(a(x)∇u1

W (x)) = 0, x ∈W,
u1
W (x) = uW (x), x ∈ ∂W,

(2.9)
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and {
−div(a(x)∇u2

W (x)) = f(x), x ∈W,
u2
W (x) = 0, x ∈ ∂W.

(2.10)

We call the first part u1
W (x) the local a(x)-harmonic part, and the second part

u2
W (x) the local bubble part. The two parts are orthogonal with respect to the

local inner product, aW (·, ·),

aW (u1
W (x), u2

W (x)) =

∫
W

∇u1
W (x)ta(x)∇u2

W (x)dx = 0. (2.11)

The local bubble part u2
W (x) is small in the sense that

‖u2
W (x)‖2H1

0 (W ) ≤ CH
2‖f(x)‖2L2(W ), (2.12)

which can be obtained from (1.3) and a scaling argument. Inequality (2.12) implies
that if we only want to obtain O(H) accuracy in our numerical solution, we can
simply neglect the local bubble part.

Then we consider a local solution operator Ti that maps f(x) to the local a(x)-
harmonic part, u1

W (x) restricted on Di,

Ti : f(x) ∈ L2(D)→ u1
W (x)|Di

∈ H1(Di), (2.13)

and we want to construct local basis functions on Di that can approximate the
range of Ti. To demonstrate the compactness of TD, we choose a set of orthonormal
basis in the domain and range of Ti to discretize Ti as a matrix, and compute the
decay of its singular values. We consider the following choice of coefficient in (1.1),
which has multiple fine spatial scales and is illustrated in Figure 1a,

a(x) =
1

6

(
1.1 + sin(2πx/ε1)

1.1 + sin(2πy/ε1)
+

1.1 + sin(2πy/ε2)

1.1 + cos(2πx/ε2)
+

1.1 + cos(2πx/ε3)

1.1 + sin(2πy/ε3)

+
1.1 + sin(2πy/ε4)

1.1 + cos(2πx/ε4)
+

1.1 + cos(2πx/ε5)

1.1 + sin(2πy/ε5)
+ sin(4x2y2) + 1

)
, (2.14)

where ε1 = 1
5 , ε2 = 1

13 , ε3 = 1
17 , ε4 = 1

31 , ε5 = 1
65 .

We choose D = [0, 1] × [0, 1], the oversampling region W = [14H, 17H] ×
[14H, 17H], and the local region Di = [15H, 16H] × [15H, 16H], where H = 1/32.
The decay of the singular values of the local solution operator (2.13) is plotted in
Figure 1b. Then we compute the singular values for the local solution operator
(2.13) to the Poisson equation in the same setting, the decay of which is plotted
in Figure 1c. We can see that the singular values of the local solution operator
decay very fast, and this fast decay does not deteriorate due to the roughness of
the coefficient.

The fast decay of singular values of Ti implies that we can use a very small
number of local basis functions (the first several left singular vectors of Ti) to get
very good local approximation property. However, we cannot afford to construct
Ti explicitly since it is a solution operator and its construction involves solving the
equation (1.1) many times globally. It is known that for a low-rank operator, the
main action of Ti can be captured in its image on some random vectors. This fact,
to some degree, explains the success of some global upscaling methods [18, 14, 44]
that use the linear combination of a small number of sampled global solutions to
approximate the local solution space.

We will not pursue this perspective in this work. Instead, we introduce a lo-
cal oversampling operator and construct optimal local multi-scale basis functions
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(b) Rough coefficient (1.1).
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(c) Poisson equation.

Figure 1. The fast decay of the singular values of the local solu-
tion operator (2.13), for rough coefficient (1.1) and possion equa-
tion.

employing the compactness of the oversampling operator through singular value
decomposition. The resulting method does not involve any global solver of the
equation (1.1). We will give the details of this method in the next section.

3. Identifying the compact structure using oversampling. In this section,
we identify the compact structure of the local solution space through oversampling.
In our numerical examples, the domain D is chosen to be [0, 1] × [0, 1], and we
discretize D using a coarse square mesh of size H, which should be chosen according
to the desired order of accuracy. With this discretization, we have

D = ∪Ni=1Di, (3.1)

where Di have disjoint interiors. Underlying this coarse mesh, we use a triangle fine
mesh of size O(h), which is a refinement of the coarse mesh. The fine mesh size h
should be chosen such that it can resolve the small scale variation of the multi-scale
coefficient in (1.1). In our method we solve the equation (1.1) on the coarse mesh,
and the basis functions that we use are constructed and saved using linear basis
functions on the fine mesh. The two level discretization is illustrated in Figure 2.

Di

Two Level Mesh

H

h

Figure 2

3.1. The multi-scale basis. We first introduce a special class of problem-depend-
ent basis functions (1.5), which we call the multi-scale basis. These basis functions
generalize the basis employed in MsFEM [28], but are not necessarily nodal.
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Definition 3.1 (Multi-Scale basis). For a discretization of D (3.1), we consider
basis functions

φ1(x), φ2(x), . . . φn(x) ∈ H1
0 (D). (3.2)

If they are a(x)-harmonic on each element of the coarse discretization, Dj ,

− div(a(x)∇φi(x)) = 0, x ∈ Dj , (3.3)

then we call them multi-scale basis functions.

Clearly, multi-scale basis functions are determined by their traces on the bound-
ary of coarse elements ∂Di since they are a(x)-harmonic in each Di. We denote

Γ = ∪Ni=1∂Di. (3.4)

The following proposition implies that if the desired accuracy is O(H), multi-scale
basis functions are optimal for fixed local boundary conditions on Γ (3.4).

Proposition 1. Consider a set of basis functions ψi(x) ∈ H1
0 (D), i = 1, 2, . . .m,

and a set of multi-scale basis functions φi(x) ∈ H1
0 (D), i = 1, 2 . . . , n on a coarse

mesh of size H, as shown in Figure 2. Denote the corresponding Galerkin numerical
solution (1.7) to (1.1) using ψi(x), i = 1, . . .m as uψ(x), and the Galerkin solution
using φi(x), i = 1, . . . n as uMS

H (x). If

span{φ1(x)|Γ, . . . , φn(x)|Γ} = span{ψ1(x)|Γ, . . . , ψm(x)|Γ}. (3.5)

Then we have

‖u(x)− uMS
H (x)‖2E ≤ ‖u(x)− uψ(x)‖2E + C‖f‖2L2(D)H

2. (3.6)

Namely, if only O(H) accuracy in the energy norm is desired, the multi-scale basis
can perform as well as other set of basis functions, given that the local boundary
conditions of the basis functions are the same.

To prove the above proposition, we first decompose the solution u(x) to (1.1) to
two parts. On each coarse mesh element Di, we consider

ui(x) = u(x)|Di
, (3.7)

and decompose it to an a(x)-harmonic part and a local bubble part, as in (2.8),

ui(x) = u1
i (x) + u2

i (x), x ∈ Di, (3.8)

where u1
i (x) is the local a(x)-harmonic part, and u2

i (x) is the local bubble part.
Combining these local decompositions from all coarse elements Di together we get,

u(x) = u1(x) + u2(x), u1(x) =

N∑
i=1

u1
i (x), u2(x) =

N∑
i=1

u2
i (x). (3.9)

One can see that the two parts u1(x), u2(x) are orthogonal with respect to the a(·, ·)
inner product (1.8),

a(u1(x), u2(x)) = 0. (3.10)

Moreover, the combination of the local bubble parts is small according to (2.12).
Specifically, we have

‖u2(x)‖E ≤ CH‖f‖L2(D). (3.11)

Next we prove the proposition 1.
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Proof. Denote the numerical solution using ψi(x) (i = 1, . . .m) as

uψ(x) =

m∑
i=1

diψi(x),

then, there exist ci (i = 1, . . . n) such that umsH =
∑n
i=1 ciφi(x), and

umsH (x)|Γ = uψ(x)|Γ. (3.12)

Then we consider

‖umsH (x)− u(x)‖2E = ‖u2(x) + u1(x)− umsH (x)‖2E . (3.13)

Since umsH (x) ∈ H1
0 (D) is a(x)-harmonic on each coarse element Di, we have

a(u2(x), umsH (x)) =

N∑
i=1

∫
Di

∇u2
i (x)ta(x)∇umsH (x)dx

= −
N∑
i=1

∫
Di

u2
i (x)div(a(x)∇umsH (x))dx = 0. (3.14)

Thus u2(x) is a-orthogonal to u1(x)− umsH (x), and according to (3.11) we have

‖u(x)− umsH (x)‖2E = ‖u2(x)‖2E + ‖u1(x)− umsH (x)‖2E
≤ ‖u1(x)− umsH (x)‖2E + C‖f‖2L2(D)H

2. (3.15)

Then we consider ue(x) = u(x) − uψ(x), and decompose it to two parts as we did
for u(x) in (3.9),

ue(x) = u1
e(x) + u2

e(x), a(u1
e(x), u2

e(x)) = 0. (3.16)

Consequently, we have

‖u(x)− uψ(x)‖2E = ‖u1
e(x)‖2E + ‖u2

e(x)‖2E ≥ ‖u1
e(x)‖2E . (3.17)

According to (3.12), we have

u1
e(x) = u1(x)− umsH (x), (3.18)

since they are equal on Γ and a(x)-harmonic on each Di.
Finally based on (3.15), (3.17), and the optimal property (1.9), we have

‖u(x)−uMS
H (x)‖2E ≤ ‖u(x)−umsH (x)‖2E ≤ ‖u(x)−uψ(x)‖2E+C‖f‖2L2(D)H

2. (3.19)

This completes the proof.

As we have shown in (3.11), the bubble part of the solution u2(x) is small and
of O(H) in the energy norm, thus can be neglected if the desired accuracy in the
numerical solution is O(H). In our method, we use multi-scale basis functions in
(1.5) to approximate the solution space. The multi-scale basis functions are locally
a(x)-harmonic functions, and are a(x)-orthogonal to the bubble part of solution.
Due to this a(x)-orthogonality and the Galerkin projection formulation in (1.7),
multi-scale basis functions only approximate the a(x)-harmonic part of the solution
and will not bring in additional errors in the bubble part. Thus we can recover the
bubble part of solution u2(x) independently by solving some local bubble problems
(2.10). By adding u2(x) back to uMS

H (x), we can get numerical solution that is free
of error in the bubble part. This is one of the advantages of using multi-scale basis
in (1.5).
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To construct local multi-scale basis functions, we introduce a set of nodal multi-
scale basis and decompose the interpolation residual of the a(x)-harmonic part of the
solution u1(x) to different parts corresponding to different edges of the coarse mesh,
and approximate them separately. This will be detailed in the next subsection.

3.2. Decomposition of the a(x)-harmonic part of the solution. To identify
the compact structure of the a(x)-harmonic part of the solution, we first introduce
a set of primary interpolation multi-scale basis ψi(x), i = 1, . . . n associated with
the coarse mesh node points x1, x2, . . . xn, which we call nodal multi-scale basis,

ψi(xj) = δij ; −div(a(x)∇ψi(x)) = 0, x ∈ Dj . (3.20)

We also require that ψi(x) is supported on the four coarse elements around xi.
For example, we can simply choose the multi-scale basis ψi(x) to be linear on the
boundaries of coarse elements. We will discuss about the optimal choice of these
nodal multi-scale basis functions in subsection 3.4.

For f(x) ∈ L2(D), and the spatial dimension d = 2, 3, we have that u(x) is
Hölder continuous on D [23], so we can consider the interpolation of u1(x), namely
the a(x)-harmonic part of the solution, using the nodal multi-scale basis functions
ψj(x), and get the residual,

v(x) = u1(x)−
∑
i

u(xi)ψi(x). (3.21)

For a coarse mesh element Di, we denote its four nodes points as xi1 , xi2 , xi3
and xi4 , then we get the restriction of the residual (3.21) on Di,

v(x)|Di
= u1

i (x)−u(x1
i )ψi1(x)−u(xi2)ψi2(x)−u(xi3)ψi3(x)−u(xi4)ψi4(x). (3.22)

Ω

Di

xi1 xi2

xi3 xi4

e1

e2 e3

e4

(a) A coarse element.

Oversampling Region W

Target edge e

xi1 xi2

Du

Dd

(b) Oversampling region.

Figure 3. Decomposition of the interpolation residual.

Since the residual v(x)|Di vanishes on the node points xij , j = 1, 2, 3, 4, we can
decompose the trace of v(x) on ∂Di to four parts, corresponding to the four edges
of Di, e

1
i , e

2
i , e

3
i , e

4
i , respectively,

v(x)|∂Di = v(x)|e1i + v(x)|e2i + v(x)|e3i + v(x)|e4i
:= ve1i (x) + ve2i (x) + ve3i (x) + ve4i (x). (3.23)

This decomposition is illustrated in Figure 3a. Each part in the above decomposition
(3.23) belongs to H1/2(∂Di) since they vanish on the node points, and we can extend
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them to Di to get four a(x)-harmonic components of v(x). We still denote them as
ve1i (x), ve2i (x), ve3i (x), ve4i (x) and get

v(x)|Di
= ve1i (x) + ve2i (x) + ve3i (x) + ve4i (x). (3.24)

Combining these local decompositions together, we have

v(x) =
∑
e

ve(x), (3.25)

where ve(x) is the a(x)-harmonic extension of the interpolation error on the edge e
to its two neighbor elements. In (3.25), we are actually dividing the interpolation
error v(x) in the a(x)-harmonic part of solution to different parts corresponding to
errors on different edges e. This is possible since v(x) vanishes on the node points,
thanks to the interpolation operation using the nodal multi-scale basis ψi(x) (3.21).

We seek to construct edge multi-scale basis functions on each edge e that approx-
imate ve(x), and combine them with the nodal multi-scale basis (3.20) to get the
whole trial space. We introduce the following operator for the edge e with endpoints
xi1 and xi2 , which maps f(x) ∈ L2(D) to the interpolation residual,

Te : f(x) ∈ L2(D)→ ve(x) = u(x)−u(xi1)φi1(x)−u(xi2)φi2(x) ∈ H1/2(e). (3.26)

The left singular vectors of Te form the optimal edge multi-scale basis functions.
However, Te is a global operator and its construction involves solving the equation
(1.1) globally. In the next section, we decompose Te as a global solution operator
and a local oversampling operator, and construct edge multi-scale basis functions
that approximate the range of Te through the oversampling operator.

3.3. The oversampling operator. To identify the compact structure of the so-
lution space restricted on the edge e, we put it in an oversampling region that we
denote by W . In our numerical examples, we use the square mesh of size H for the
coarse discretization, and the oversampling region W is chosen as the union of the
six elements around the edge e. It is illustrated in Figure 3b. Our method is also
applicable to other types of discretizations like triangular mesh.

We remark that the idea of identifying the local structure of the solution space
by putting it in a larger region, namely oversampling, was first proposed in [29]
to reduce the resonance error due to artificial local boundary conditions of the
multi-scale basis, and this strategy was later employed in [3, 6, 13].

We denote TW as the operator that maps f(x) ∈ L2(D) to the oversampling
solution uW (x) = u(x)|W , and TW→e as the operator that maps uW (x) to the
solution restricted on the edge e:

TW : f(x)→ uW (x) = u(x)|W , TW→e : uW (x)→ ue(x) = uW (x)|e. (3.27)

We also introduce the interpolation residual operator using (3.20), Pe,

Pe : u(x)|e → u(x)|e − u(xi1)ψi1(x)− u(xi2)ψi2(x). (3.28)

With the above definitions, the operator Te (3.26) can be decomposed as

Te = PeTW→eTW . (3.29)

We call the operator PeTW→e in the above decomposition (3.29) the oversampling
operator, which maps the solution on W , uW (x) to the interpolation residual,

POS = PeTW→e : uW (x)→ ve(x) = uW (x)− uW (xi1)ψi1(x)− uW (xi2)ψi2(x),
(3.30)
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where xi1 and xi2 are the two endpoints of e, and ψij (x) are the nodal multi-scale
basis functions (3.20).

We employ the compactness of the oversampling operator (3.30) to construct
basis functions in H1/2(e) that vanish at xi1 and xi2 , and approximate the range
of (3.26). To be specific, we use the first several left singular vectors of POS as the
edge multi-scale basis functions associated with e. We first introduce appropriate
inner products for the domain and range space of POS .

On the edge e, the image of Te, ve(x) ∈ H1/2(e) and vanishes on the two end-
points. We consider its a(x)-harmonic extension to the upper and lower coarse
elements respectively, as shown in Figure 3b, and denote them as vue (x) and vde (x).
Then we define

‖ve(x)‖2H1/2(e) =
1

2

∫
Du

(∇vue )ta(x)∇vue dx+
1

2

∫
Dd

(∇vde )ta(x)∇vdedx. (3.31)

In the domain of the operator PeTW→e, namely, uW (x), we define its inner
product as

‖uW (x)‖2VW
=

∫
W

∇(u1
W )ta(x)∇u1

W + (u1
W )2dx+

∫
W

[div(a(x)∇uW )]2, (3.32)

where u1
W (x) is the local a(x) harmonic part of the solution uW . And we denote

VW as the Hilbert space of functions on W , which have bounded norm (3.32).
With the above inner products, we compute the singular value decomposition of

the oversampling operator POS . To discretize the domain of POS , uW (x), we con-
sider its two parts, the a(x)-harmonic part, and the bubble part. The a(x)-harmonic
part only depends on the trace of uW (x) on ∂W , and we discretize H1/2(∂W ) using
all the fine mesh piecewise linear functions. If ∂W intersects with ∂D, then we
will only use fine mesh basis functions that vanish on ∂D. The bubble part of the
solution u2

W (x) only depends on fW (x) = f(x)|W , and we discretize f(x) using
piecewise constant functions on the coarse mesh, which can justified by assuming
certain regularity of f(x).

With the above discretization of uW (x), we truncate the singular values of POS
to O(H) and select the corresponding left singular vectors as the boundary basis
functions. We denote them as

v1
e(x), . . . vkee (x) ∈ H1/2(e), (3.33)

which vanish on the two endpoints of e. According to the oversampling operator in
(3.29), and our truncation criteria, we have the following approximation property

inf
cei
‖u(x)|e − u(xi1)φi1(x)− u(xi2)φi2(x)−

ek∑
i=1

cei v
i
e(x)‖H1/2(e) ≤ CH‖u1

W (x)‖VW
.

(3.34)
Then we extend these boundary basis functions to the two neighbourhood coarse

elements Du and Dd as a(x)-harmonic functions to get the edge multi-scale basis,
by solving {

−div(a(x)∇φke(x)) = 0, x ∈ Du, Dd,

φke(x)|e = vke (x).
(3.35)

Finally, we combine the edge multi-scale basis functions for each edge e,

φie(x), i = 1, 2 . . . ke, (3.36)
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with the nodal multi-scale basis functions ψi(x) (3.20), and get the trial space,

VH = span{φi(x), i = 1, . . . n}. (3.37)

We have the following error estimate using the trial space (3.37).

Proposition 2. Using the trial space consisting of the nodal multi-scale basis func-
tions (3.20) and the edge multi-scale basis functions (3.35), we obtain numerical
solution to (1.1) using the Galerkin projection (1.7). Then we have the following
convergence property,

‖u(x)− uMS
H (x)‖E ≤ CH‖f(x)‖L2 . (3.38)

Remark 1. Using a simple Aubin-Nitsche duality argument and the convergence
result in the energy norm (3.38), we can get the onvergence in L2.

‖u(x)− uMS
H (x)‖L2(D) ≤ CH2‖f(x)‖L2 . (3.39)

The proof of the convergence result (3.38) follows directly from the decomposition
of the solution operator (3.29) and the truncation in the singular value decomposi-
tion of the oversampling operator.

Proof. We choose cje as the ones in (3.34), and denote

umsH (x) =

n∑
i=1

u(xi)ψi(x) +
∑
e

ke∑
j=1

cjeφ
j
e(x) ∈ VH . (3.40)

We consider ‖umsH (x) − u(x)‖E . Since the basis functions in (3.37) are multi-scale
basis, namely, they are a(x)-harmonic on each Di, we have

‖umsH − u‖2E = ‖umsH − u1 − u2‖2E ≤ ‖umsH (x)− u1(x)‖2E + CH2‖f‖2L2(D), (3.41)

where u1(x) and u2(x) are the a(x)-harmonic part and bubble parts of the solution.
Then we decompose ‖umsH (x)− u1(x)‖2E to different parts on Di. For each part,

according to the approximation property (3.34), and the definition (3.31), we have∫
Di

∇(umsH (x)− u1(x))ta(x)∇(umsH (x)− u1(x))dx ≤ C
∑
W

H2‖uW (x)‖VW
. (3.42)

The sum over W corresponds to the oversampling regions for edges of Di. There
are four of them for each Di. Summing up (3.42) for all the coarse elements of D,
we have

‖umsH (x)− u1(x)‖2E ≤ CC1H
2(‖u(x)‖2E + ‖u(x)‖L2(D)2 + ‖f(x)‖L2(D)), (3.43)

where C1 depends on the size the oversampling region W .
Substituting (3.43) into (3.41), and using (1.3) we have

‖u(x)− umsH (x)‖E ≤ CH‖f(x)‖L2(D). (3.44)

Then using the optimal approximation property (1.9), we finish the proof.

To make the number of multi-scale basis functions in (1.5) small, we want the
singular values of POS = PeTW→e decay fast. POS can be decomposed to two parts:
the first part acts on the a(x)-harmonic part of uW (x), and we denote it as P 1

OS ;
the second part acts on the bubble that only depends on fW (x), and we denote it as
P 2
OS . For the first part, similar analysis has been done in [6] in a slightly different

setting, and the method there also applies to our problem. We have the following
result.
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Proposition 3. Denote the singular values of P 1
OS that acts on a(x)-harmonic

functions on W as σk, then for our choice of the oversampling domain, we have the
following upper bound on the decay of σk: for any ε > 0, there exist C such that

σk ≤ C exp{−k1/(d+1)−ε}, (3.45)

where d is the dimension of the domain D.

The second part P 2
OS is small according to (2.12), and the decay rate of its

singular values can be obtained from (2.5) using a simple scaling argument.

Remark 2. In our definition of (3.32), we take into account the fact that f(x) ∈
L2(D). If we choose ‖ · ‖VW

as the H1(W ) norm, then POS will not be well-defined
due to the lack of continuity of uW (x) for d ≥ 2.

Remark 3. We will numerically investigate how does the decay of the singular
values of P 1

OS depend on the size of the oversampling domain in section 4.1. We
will see that for larger oversampling region, the singular values of P 2

OS will be
smaller. However, in our error estimate from (3.42) to (3.43), we sum up the errors
on different coarse meshes, and since the oversampling regions for different edges
have overlapping, the constant C1 in (3.43) will not be 1. For larger oversampling
region, C1 will be larger, and the error estimates deteriorates. Thus there exists a
trade-off in choosing the oversampling size.

We will see in our numerical results section that the singular values of POS decay
very fast, and a very small number of edge basis functions can achieve high local
approximation accuracy.

As we have shown previously, the basis functions we obtain are multi-scale basis
functions, thus are a(x)-orthogonal to the bubble part of the solution space. This
gives us the flexibility to add the bubble parts back to the numerical solutions at
local regions where higher accuracy is desired by simply solving some local bubble
problems (2.10). In our truncation of the singular values of the local compact
operator PeTW→e, we choose the threshold to be O(H), since O(H) accuracy is
required in (3.38). If we need higher accuracy than H, for example, O(ε) with
h� ε� H, then we can truncate the singular values of PeTW→e by ε. By doing so,
the resulting multi-scale basis functions are able to approximate the a(x)-harmonic
part of the solution space up to O(ε) accuracy. Then by adding back the bubble
part of the solution u2(x) to the numerical solution uMS

H (x),

uH(x) = uMS
H (x) + u2(x), (3.46)

we can get O(ε) accuracy in our final numerical solutions,

‖u(x)− uH(x)‖H1
0 (D) ≤ Cε‖f(x)‖L2(D), ‖u(x)− uH(x)‖L2(D) ≤ Cε2‖f(x)‖L2(D).

(3.47)
Namely, our upscaling strategy allows us to get very high accuracy that is permitted
by the fine mesh discretization.

3.4. Optimal nodal interpolation basis functions. In constructing the multi-
scale basis functions in the previous section, we need to choose a set of nodal basis
functions (3.20) first, which allows us to reduce the problem to approximating the
solution space restricted on each edge e, (3.29). The choice of these nodal basis
functions will affect the oversampling operator POS = PeTW→e. In this subsection,
we identify the optimal nodal basis functions by solving local under-determined
least square problems.
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The oversampling operator for edge e, POS , depends on the nodal multi-scale
basis functions ψi1(x) and ψi2(x) associated with the two endpoints of e, and we
seek optimal nodal multi-scale basis functions ψi1(x) and ψi2(x), such that the
singular values of POS have the fastest decay.

We consider the following optimization problem

min
φi1 (x)

‖ψi1(x)‖VW
, min

φi2 (x)
‖ψi2(x)‖VW

, subject to (3.48a)

−div(a(x)∇ψij (x)) ∈ L2(W ), x ∈W, ψij (xik) = δjk. (3.48b)

where the norm ‖ · ‖VW
is defined in (3.32). We use the solution to (3.48), ψi1(x)|e

and ψi2(x)|e as boundary conditions to construct the nodal multi-scale basis. The
resulting nodal basis functions are optimal and we have the following theorem.

Theorem 3.2. The optimization problem (3.48) has unique solutions. Let φ∗i1(x),
φ∗i2(x) be the solution to (3.48), and φi1(x) and φi2(x) be two other nodal multi-scale
basis functions. Denote the corresponding oversampling operators using these nodal
basis functions as (3.30) as P ∗OS and POS, and let σ∗i , i = 1, 2, . . . and σi, i = 1, 2, . . .
be their singular values in descending order. Then we have

σ∗i ≤ σi. (3.49)

Namely, using the nodal multi-scale basis obtained from (3.48), the singular values
of the oversampling operator (3.30) have the fastest decay.

The proof of Theorem 3.2 is given in the appendix.
Note that in the minimization problem (3.48), the two nodal basis functions can

be constructed independently by solving under-determined least square problems.
Going over the oversample regions for each edge of the coarse mesh, we can construct
the optimal nodal multi-scale basis functions (3.20) on all the boundaries of local
regions. Then we extend them locally to a(x)-harmonic functions by solving some
local boundary value problems as in (3.35) to get the nodal basis (3.20).

We will see in our numerical results section that, in some cases, the optimal
nodal multi-scale basis functions (3.48) are enough to obtain good approximation
property to the solution space of (1.1). Namely, there is no need to construct the
edge multi-scale basis functions (3.35) and add them to the trial space.

3.5. Implementation of the whole method. The proposed multi-scale finite
element method consists of two stages, the offline stage and the online stage. In
the offline stage, we identify the compact structure of the solution space. In the
online stage, for a given forcing function, we compute the numerical solution using
the offline basis functions. The offline stage involves the following procedures.

1. Build the oversampling operator for each edge e of the coarse mesh.
On each oversampling regionW , we build the local a(x)-harmonic extension

operator, which maps the boundary condition which belongs to H1/2(∂W ) to
a(x)-harmonic functions on W . This step requires solving a series of boundary
value problems on W . Then we discretize the local forcing function using
piecewise constant functions on the coarse mesh. The above discretizations
correspond to the two parts of VW (3.32), which is the domain of POS . With
this we construct the optimal nodal multi-scale basis by solving (3.48), and
build the oversampling operator (3.3).

2. Compute the edge multi-scale basis using the oversampling operator.
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Using the inner products (3.32) and (3.31) in the oversampling operator to
compute its singular value decomposition. We truncate the singular values to
ε, and save the corresponding left singular vectors, which are basis functions of
H1/2(e), v1

e(x), v2
e(x), . . . vkee (x). Then we extend these boundary basis func-

tions to the two neighborhood coarse elements of e by solving local boundary
value problems (3.35). Combining the nodal multi-scale basis functions with
the edge multi-scale basis functions, we get the trial space

VH = span{φ1(x), φ2(x), . . . φn(x)}. (3.50)

3. Compute the stiffness matrix.
We save the multi-scale basis in (3.50), and compute the stiffness matrix,

M(i, j) = a(φi(x), φj(x)). (3.51)

The online stage involves the following procedures.

1. Compute the load vector.
For a given forcing function f(x) ∈ L2(D), we compute the corresponding

load vector

b(i) =

∫
D

φi(x)f(x)dx, i = 1, . . . n. (3.52)

2. Compute the online numerical solution.
Using load vector (3.52) and stiffness matrix (3.51), we solve linear system

Mc = b, (3.53)

and get the online numerical solution on the fine mesh

uMS
H (x) =

n∑
i=1

ciφi(x). (3.54)

Recall that the edge multi-scale basis functions vanish on the coarse grid
node points. So if we only want the coarse-mesh solution, we can simply select
the coefficients in c corresponding to the nodal multi-scale basis functions
(3.20).

3. Recover the bubble part of the solution.
Solve the local boundary value problem (2.10) on each coarse mesh element

Di, and get u2
i (x). Combining the local bubbles together and adding them to

the Galerkin solution (3.54), we get

uH(x) = uMS
H (x) +

N∑
i=1

u2
i (x). (3.55)

If O(H) accuracy is required in the numerical solution, this step is unnecessary
since the bubble part does not impact the large scale properties of the solution.

Note that in the offline stage, we need to solve a series of boundary value problems
for each edge of the coarse mesh to construct the oversampling operator (3.30),
and then compute its singular value decomposition, which is relatively expensive.
However, the constructions of edge multi-scale basis functions on different edges
are independent, thus the offline stage can be implemented on a parallel machine
to accelerate the computation. In the online stage, the main computational cost
comes from solving the linear system (3.53). Our numerical results in the next
section suggest that a very small number of multi-scale basis functions are enough
to obtain the coarse mesh accuracy, O(H), thus the linear system (3.53) is small and
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sparse. This implies that the online computation in our method is efficient, and our
method can bring in significant computational savings in the multi-query setting,
where the equation (1.1) needs to be solved for multiple times using different forcing
functions.

4. Numerical results. In this section, we present numerical examples that have
multiple-scale features and high-contrast channels to demonstrate the capacity of
our method in identifying and exploiting the compact structure of the local solution
space to achieve computational savings in the online stage. We discretize the domain
of the problems D = [0, 1]× [0, 1] using a two-level mesh as shown in Figure 2. The
coarse mesh is of size H = 1/32, and the fine mesh is of size h = 1/1024.

4.1. An example with multiple spatial scales. The first example we consider
is one that has multiple spatial scales. The coefficient is given by (2.14), and it is
visualized in Figure 1a. For each edge of the coarse mesh, we compute the singular
value decomposition of the oversampling operator, and truncate the singular values
at ε = H, which guarantees O(H) accuracy in the online numerical solution. After
the offline stage, multi-scale basis functions (1.5) are constructed, and the average
number of edge multi-scale basis functions associated with each edge is

k̄e =

∑
e ke

#(e)
≈ 1.00. (4.1)

We see that k̄e is very small. Actually only 1 or 2 edge multi-scale basis functions
are constructed for each edge of the coarse mesh, in addition to the nodal multi-
scale basis functions. And this implies the efficiency of our method in the online
stage since the resulting stiffness matrix is small and sparse.

To measure the error in our online numerical solution, we need to choose a
reference solution. Since the multi-scale basis functions are constructed and saved
on the fine mesh of size h, we will use the piecewise linear finite element solution
on the fine mesh as the reference.

In the online stage, we choose the forcing function f(x, y) to be

f(x, y) = 1, (x, y) ∈ D. (4.2)

Recall that the basis functions that we use are a(x)-harmonic in each Di, and
we can add back the bubble part of the solution by simply solving some local cell
problems. Our online numerical solution uMS

H (x), and the error u(x)− uMS
H (x) are

plotted in Figure 4. We can see that our method achieves high accuracy and the
numerical error in the online numerical solution is very small.

We measure the error of the numerical solution in the energy norm and L2 norm.
We denote the numerical solution as uMS

H (x), and the corrected solution using the
bubble as uH(x) (3.55). We compute

EMS
E =

‖u(x)− uMS
H (x)‖E

‖u(x)‖E
, EE =

‖u(x)− uH(x)‖E
‖u(x)‖E

, (4.3a)

EMS
L2 =

‖u(x)− uMS
H (x)‖L2(D)

‖u(x)‖L2(D)
, EL2 =

‖u(x)− uH(x)‖L2(D)

‖u(x)‖L2(D)
. (4.3b)

The results are listed in Table 1. We can see that by adding the bubble part of
solution back to the numerical solution, the error in L2 norm and energy norm
are both reduced by about one half. This implies the numerical error in the a(x)-
harmonic part of the solution is about the same as that in the bubble part. Since
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(a) The fine mesh solution.
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(b) Error in our online numerical solution.

Figure 4. Online numerical solutions.

Energy Norm L2 Norm Coarse-space Dimension
uMS
H (x) 4.16× 10−2 1.73× 10−3 2945
uH(x) 2.67× 10−2 8.75× 10−4 2945 + 1024 local solvers

Interpolation basis 7.57× 10−2 5.95× 10−3 961

Table 1. uMS
H (x) denotes the online numerical solution (3.54);

uH(x) = uMS
H (x) + u2(x) denotes the corrected numerical solu-

tion (3.55); ‘Interpolation basis’ denotes the numerical solution ob-
tained using only the nodal multi-scale basis (3.20) in the trial
space.

the latter is of order O(H) in the energy norm and of order O(H2) in the L2 norm,
this result confirms our error estimates (3.38) and (3.39).

Then we consider only using the optimal nodal multi-scale basis functions
ψi(x), i = 1, . . . N in the trial space (3.50), namely, we do not use the edge multi-
scale basis functions. The error in the corresponding numerical solution is also listed
in Table 1. We can see that the relative error in L2 is also small, which means the
numerical solution can capture the large-scale property of the solution. However,
the errors in the energy norm and L2 norm are both significantly larger than that
in (3.54), which implies the necessity of enriching the trial space using the edge
multi-scale basis functions when higher accuracy is required.

To further demonstrate the convergence rate in (3.38) and (3.39), we consider a
sequence of coarse meshes with H = 2−k, k = 3, 4, 5, 6, 7. For each H, we compute
the error in the online numerical solution, and the decay of the numerical error with
respect to H is plotted in Figure 5.

A simple linear regression reveals that

logEMS
E ≈ −0.97 logN+1.59×10−1, logEMS

L2 ≈ −1.94 logN+2.93×10−1. (4.4)

which agree with the error estimates (3.38) and (3.39).
To demonstrate that our method can achieve higher accuracy than O(H), we

consider truncating the singular values of the oversampling operator (3.30) using
different ε, ranging from H to h, and adding the bubble part of the solution back to
our numerical solution. The numerical errors in uH(x) (3.55) decay with ε, and it is
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Figure 5. Convergence of the online numerical solution with
N = 1/H. The line labeled ‘Error’ corresponds to the multi-scale
numerical solution uMS

H (x) (3.54). The line label ‘corrected’ cor-
responds to the numerical solution corrected by the bubble part,
uH(x) = uMS

H (x) + u2(x) (3.55). The slope of the lines in the left
plot is approximately −0.97, while the slope of the lines in the right
is approximately −1.94

plotted in Figure 6. We can see that the error in energy norm decays linearly with
ε, and the error in L2 norm decays quadratically with ε, which agrees with (3.47).
We comment that the numerical error is measured using the fine mesh solution as
the reference, so for ε close to h, the error in our numerical solution is actually
dominated by the fine mesh discretization error.
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Figure 6. Numerical errors in energy norm and L2 norm of the
numerical solution (3.54) for different ε. The line labeled EE corre-

sponds to the error in the energy norm, while the line labeled E
1/2
L2

corresponds to the square root of the error in L2 norm. We can see
that the energy norm of the error decays linearly with ε, and the
L2 norm of the error decays quadratically with ε.

Then we numerically investigate how does the size of oversampling domain W
affect the decay of the singular values of the oversampling operator POS . We only
consider the first part of POS , namely, P 1

OS which maps the a(x)-harmonic part of
the solution u1

W (x) to the interpolation residual, since the singular values of P 2
OS

is well-known according to (2.5). We consider a vertical edge e of the coarse mesh
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which lies in the center of the domain D, and let l be the distance between ∂W and
e. The choice of W based on l is illustrated in Figure 7a. For different choices of l,
the decay of the singular values of POS is shown in Figure 7b. We can see that the
singular values of P 1

OS decay exponentially fast, and for larger oversampling domain
W , the singular values of P 1

OS is smaller. However, as we argued in Remark 3, for
larger W , the constant C in the error estimates (3.38), (3.39) will be larger, and
there is a tradeoff in choosing the oversampling size l. We simply choose l = H in
our numerical results.

Target
Edge e

Oversampling
Domain W

l

l

l l

(a) The oversampling region.
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l = H

l = 2H
l = 3H

(b) Decay of the singular value of
P 1
OS .

4.2. An example without scale-separation. In this subsection, we consider an
example where the coefficient a(x) has no scale-separation,

a(x, y) = |ã|+ 0.5. (4.5)

The values of ã on the node points of an intermediate mesh of size 1
128 are inde-

pendent standard Gaussian random variables. And a(x, y) is piecewise linear on
the same mesh. For a typical realization of ã, the coefficient a(x, y) is rough and
has no clear scale-separation. One realization of the coefficient (4.5) is illustrated
in Figure 8.
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Figure 8. The rough coefficient a(x) without scale-separation.

We discretize the spatial domain D using a two-level mesh as shown in Figure 2,
and then solve the optimization problem (3.48) and build the oversampling opera-
tor (3.30) on the fine mesh. We truncate the singular value decomposition of the
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Energy Norm L2 Norm Coarse-space Dimension
uMS
H (x) 4.44× 10−2 1.98× 10−3 2945
uH(x) 3.17× 10−2 1.18× 10−3 2945 + 1024 local solvers

Table 2. Errors in the online numerical solution uMS
H (x) (3.54),

and the numerical solution corrected by the local bubble parts,
uH(x) = uMS

H (x) + u2(x) (3.55).

oversampling operator to ε = H. After the offline stage, the average number of edge
multi-scale basis functions associated with each edge of the coarse mesh, (4.1), is
k̄e ≈ 1.00. The smallness of k̄e reflects the compactness of the local solution space.

In the online stage, we choose the forcing function f(x) to be same as (4.2), and
measure the error of the online numerical solution using the fine mesh solution as
reference. The numerical solutions are plotted in Figure 9. We can see that the
errors in the online numerical solutions are small. We measure the error (4.3) in the
energy norm and the L2 norm. The results are summarized in Table 2. Again we
see that our method achieves very high accuracy in the online stage, which reflects
that the good performance of our method does not depend on the scale-separation
of the coefficient.

(a) The fine mesh solution.
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(b) Error in the numerical solution uMS
H (x).

Figure 9. Online numerical solutions.

4.3. An example with high-contrast channels. In this subsection, we consider
an example with high-contrast channels. The high contrast in the coefficient violates
our uniform ellipticity assumption (1.2), and brings in additional difficulty. The
coefficient that we consider here is the one with multiple scales (2.14) added with
some high conductivity patches and channels. log10 a(x) is plotted in Figure 10,
which has very strong heterogeneity.

We discretize the problem in the spatial direction as the previous two examples,
and build the oversampling operator for each edge e of the coarse mesh. We truncate
the singular value decomposition of the oversampling operators to ε = H. The
average number of edge multi-scale basis functions associated with each edge is
k̄e = 0.89 (4.1). Namely, on average, we use less than one edge multi-scale basis
function for each edge of the coarse mesh, which reflects the compactness of the
solution space on local regions of the domain for this problem with high contrast
channels. In the online stage, we choose the forcing function to be (4.2). The
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Figure 10. log10 a(x). The coefficient with high-contrast channels.

Energy Norm L2 Norm Coarse-space Dimension
uMS
H (x) 3.67× 10−2 1.64× 10−3 2727
uH(x) 2.02× 10−2 6.13× 10−4 2727 + 1024 local solvers

Table 3. Errors in the numerical solution uMS
H (x) (3.54), and the

corrected numerical solution uH(x) = uMS
H (x) + u2(x) (3.55).

numerical errors are plotted in Figure 11. We can see that our numerical solutions
have high accuracy and can capture the large-scale properties of the solution.

(a) The fine mesh solution.
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(b) Error in the numerical solution uMS
H (x).

Figure 11. Online numerical solutions.

The numerical errors of the solutions (4.3) are listed in Table 3. Again, we see
that we obtain high accuracy for our online numerical solution.

5. Concluding remarks. In this paper, a novel multi-scale finite element method
is proposed, which is based on the compactness of the solution space restricted on
local regions of the domain, and does not depend on any scale-separation or period-
icity assumption of the coefficient. We introduced a special type of basis functions,
namely, the multi-scale basis, which are harmonic on each coarse element, and
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showed that multi-scale basis is optimal in approximating the solution for fixed lo-
cal boundary conditions. By introducing a primary set of nodal multi-scale basis
functions, we reduce our problem to approximating the interpolation residual of
solution space on each edge of the coarse mesh. Then we construct edge multi-scale
basis functions for each edge of the coarse mesh separately employing an oversam-
pling operator which is local and compact. The optimal nodal multi-scale basis
is also identified as the solution of some under-determined least square problems.
Numerical results suggest that our method can achieve high efficiency and accu-
racy for the challenging problems without scale-separation, or having high-contrast
inclusions.

Appendix: Proof of Theorem 3.2. Recall that the restriction operator PW→e
(3.27) maps u(x)|W to H1/2(e) ∩ Cα(e),

PW→e : uW (x)→ ue(x) ∈ H1/2(e) ∩ Cα(e). (5.1)

We introduced in (3.32) the following inner product on the domain of TW→e, which
is denoted by VW ,

‖uW (x)‖2VW
= a(u1

W (x), u1
W (x)) + ‖u1

W (x)‖2L2(W ) + ‖div(a(x)∇uW (x))‖2L2(W ).

(5.2)
We consider P1 and P2, which are the bounded linear functionals that map

uW (x) ∈ VW to its values on xi1 and xi2 respectively,

P1 : uW (x)→ uW (xi1), P2 : uW (x)→ uW (xi2). (5.3)

The two operators P1 and P2 are linearly independent, thus there exist φi1(x), φi2(x)
∈ VW , s.t.

Pj(φxik
(x)) = δjk, j, k = 1, 2. (5.4)

We denote the intersection of the kernels of P1 and P2 as V 0
W , which is a closed

subspace of VW . And we denote the projection of ψi1(x) and ψi2(x) to the orthog-
onal complement of V 0

W , (V 0
W )⊥, by ψ∗i1(x) and ψ∗i2(x), namely,

ψi1(x)− ψ∗i1(x), ψi2(x)− ψ∗i2(x) ∈ V 0
W , ψ∗i1(x), ψ∗i2(x) ⊥ V 0

W , (5.5)

where the orthogonality is in the sense of (5.2). Then due to the definition of V 0
W ,

we have

ψ∗ij (xik) = δjk, ‖ψij (x)‖2VW
= ‖ψ∗ij (x)‖2VW

+‖ψij (x)−ψ∗ij (x)‖2VW
, j, k = 1, 2. (5.6)

Using (5.6), we can prove that the optimization problem (3.48) has unique solutions
ψ∗i1(x) and ψ∗i2(x).

Next we prove property (3.49). We choose ψ∗i1(x)|e and ψ∗i2(x)|e as the interpo-
lation basis in (3.3), and get the oversampling operator P ∗OS . For any other two
interpolation basis functions, ψi1(x) and ψi2(x), we denote the corresponding over-
sampling operator as POS . Denote the singular values of P ∗OS and POS as σ∗k and
σk respectively, and we will prove that σ∗k ≤ σk. We achieve this by showing that
P ∗OS and POS are equal on the subspace V 0

W , while P ∗OS vanishes on the orthogonal
complement of V 0

W .
We use the following characterization of singular values,

σk = sup
Vk⊂VW

inf
u(x)∈Vk

‖u(x)‖VW
=1

‖POSu(x)‖H1/2(e). (5.7)

where Vk runs over k-dimensional subspace of VW .
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For any u(x) ∈ VW , we consider its projection to V 0
W and (V 0

W )⊥, and denote
them as u1(x), u2(x) respectively,

u(x) = u1(x) + u2(x). (5.8)

Then according to the definition of V 0
W and our choice of the interpolation basis,

we have

P ∗OS(u1(x)) = PW→e(u1(x)), P ∗OSu2(x) = 0. (5.9)

Then according to (5.9), we get

σ∗k = sup
Vk⊂V 0

W

inf
u(x)∈Vk

‖u(x)‖VW
=1

‖P ∗OSu(x)‖H1/2(e)

= sup
Vk⊂V 0

W

inf
u(x)∈Vk

‖u(x)‖VW
=1

‖PW→e(u(x))‖H1/2(e), (5.10)

where Vk runs over k-dimensional subspace of V 0
W . In the first equality, we have used

P ∗OSu2(x) = 0, while in the second equality we have used P ∗OSu1(x) = PW→e(u1(x)).
And for σk, we have

σk ≥ sup
Vk⊂V 0

W

inf
u(x)∈Vk

‖u(x)‖VW
=1

‖POSu(x)‖H1/2(e)

= sup
Vk⊂V 0

W

inf
u(x)∈Vk

‖u(x)‖VW
=1

‖PW→e(u(x))‖H1/2(e), (5.11)

where Vk runs over k-dimensional subspace of V 0
W . The inequality is due to that

we restrict Vk to be a subspace of V 0
W ⊂ VW .

Using (5.10) and (5.11), we finish the proof of Theorem 3.2.
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