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We review recent work on the foundations of thermodynamics in the light of quantum informa-
tion theory. We adopt a resource-theoretic perspective, wherein thermodynamics is formulated
as a theory of what agents can achieve under a particular restriction, namely, that the only state
preparations and transformations that they can implement for free are those that are thermal at
some fixed temperature. States that are out of thermal equilibrium are the resources. We consider
the special case of this theory wherein all systems have trivial Hamiltonians (that is, all of their
energy levels are degenerate). In this case, the only free operations are those that add noise to
the system (or implement a reversible evolution) and the only nonequilibrium states are states of
informational nonequilibrium, that is, states that deviate from the maximally mixed state. The
degree of this deviation we call the state’s nonuniformity; it is the resource of interest here, the
fuel that is consumed, for instance, in an erasure operation. We consider the different types of
state conversion: exact and approximate, single-shot and asymptotic, catalytic and noncatalytic.
In each case, we present the necessary and sufficient conditions for the conversion to be possi-
ble for any pair of states, emphasizing a geometrical representation of the conditions in terms
of Lorenz curves. We also review the problem of quantifying the nonuniformity of a state, in
particular through the use of generalized entropies, and that of quantifying the gap between the
nonuniformity one must expend to achieve a single-shot state preparation or state conversion and
the nonuniformity one can extract in the reverse operation. Quantum state conversion problems
in this resource theory can be shown to be always reducible to their classical counterparts, so
that there are no inherently quantum-mechanical features arising in such problems. This body
of work also demonstrates that the standard formulation of the second law of thermodynamics is
inadequate as a criterion for deciding whether or not a given state transition is possible.
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I. INTRODUCTION

A resource theory is defined by identifying a set of
experimental operations that are considered free, that
is, a set which can be used without limit, while the
rest are considered expensive and are thus treated as
resources (Coecke et al., 2014). A quantum resource
theory is defined by identifying a set of free operations
within the set of all quantum operations. For instance,
the restriction to local quantum operations and classical
communication defines the resource theory of entangle-
ment (Horodecki et al., 2009), the restriction to sym-
metric quantum operations defines the resource theory
of asymmetry (Bartlett et al., 2007; Gour and Spekkens,
2008; Marvian and Spekkens, 2013), and the restriction
to stabilizer operations defines a theory of quantum com-
putational resources (Veitch et al., 2014).

The resource theory that is the subject of this article is
defined by the following set of free quantum operations:

• one can implement any unitary on a system,

• one can prepare any system in the uniform quan-
tum state (i.e., the completely mixed state),

• one can take a partial trace over any subsystem of
a system.

In the most general such operation, an ancilla prepared
in the uniform state is adjoined to the system of interest,
they are coupled unitarily, and finally one takes a partial
trace over some subsystem. These have been called noisy
operations in (Horodecki et al., 2003a,b), where this re-
source theory was first studied1. If one comes to possess
a system that is not in the uniform state, then because

1 They have also been called exactly factorizable maps by Shor
(Shor, 2010); see also (Haagerup and Musat, 2011)

such a state cannot be prepared for free, it is a resource.
We call such states nonuniform, and we call the aspects
of a state that are relevant to the resource theory the
state’s nonuniformity properties.

Nonuniform states are also resources insofar as they
can be useful for simulating operations that are outside
the noisy class: if a certain process taking a given initial
state to a desired final state is not achievable via noisy
operations, the process can always be rendered possible
by adding an appropriate nonuniform state to the given
initial state and suffering the consumption (partial or
complete) of this added resource. An example of a pro-
cess that would normally be disallowed under noisy op-
erations, but becomes possible by supplying (and using
up) an added nonuniformity resource, is an erasure op-
eration. Erasure is “informational work”, and therefore
one can understand the nonuniformity of a state as the
potential for doing informational work.

The resource theory of nonuniformity is interesting pri-
marily because of the light that it sheds on another,
more intricate and more relevant, resource theory: the
one where the free operations are those that are ther-
mal relative to some temperature T , and the resources
are states that are not thermal at this temperature, or
athermal states (Brandão et al., 2015, 2013; Horodecki
and Oppenheim, 2013; Janzing et al., 2000; Skrzypczyk
et al., 2013, 2014).2

The thermal operations relative to a background tem-
perature T are defined by the following capabilities: One
can prepare any subsystem in its thermal state at temper-
ature T , one can implement any unitary that commutes
with the total Hamiltonian3, and one can trace over the
subsystems. It follows that the resource theory of nonuni-
formity is simply a special case of the resource theory of
athermality (for any temperature) where all systems of
interest have trivial Hamiltonians (i.e., all their energy
levels are degenerate).

To achieve a proper conceptual understanding of ther-
modynamics, it is critical to disentangle those aspects
of the theory that are due to considerations of energet-
ics and those that are due to considerations of informa-
tion theory. Indeed, there is now a large literature on
the role of information theory in thermodynamics, cen-
tered around such topics as Maxwell’s demon (Maruyama
et al., 2009), Szilard’s engine (Szilard, 1929), the ther-
modynamic reversibility of computation and Landauer’s
principle (Bennett, 1973, 1982; Landauer, 1961), and the
use of maximum entropy principles in statistical mechan-

2 The resource-theoretic approach to thermodynamics is cognate
with the earlier work of Lieb and Yngvason (Lieb and Yngvason,
1999), where classical thermodynamics is formulated in terms of
interconvertibility relations between equilibrium states.

3 It is presumed that the couplings between subsystems can be
entirely controlled by the experimenter, so that in the absence
of any such intervention, the overall Hamiltonian is just a sum
of the free Hamiltonians for each subsystem.
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ics (Jaynes, 1957a,b). (See also (Leff and Rex, 2003).) By
focussing on the resource theory of athermality for the
special case of systems that are energy-degenerate, we
can begin to understand what aspects of thermodynamics
are purely informational. In essence, we are here study-
ing the particular type of thermal nonequilibrium corre-
sponding to purely informational nonequilibrium. The
term ‘nonuniformity’ can be understood as a shorthand
for ‘informational nonequilibrium’.

In addition, many results in athermality theory can be
inferred from results in nonuniformity theory. As such,
developing the latter can help to answer questions in the
former. Another motivation for focussing on the case of
trivial Hamiltonians is that in building up one’s under-
standing of a field, it is always useful to start with the
simplest case.

In this article, we focus on determining necessary and
sufficient conditions for it to be possible to convert one
state to another under noisy operations—exactly and
approximately, single-shot and asymptotically, with and
without a catalyst—and on finding measures of nonuni-
formity.

We demonstrate that the answers to these sorts of
questions in the quantum case can be inferred from their
answers in the classical resource theory of nonuniformity,
which is defined in precise analogy with the quantum
theory, as follows. A classical system is represented by
a physical state space, or equivalently by a random vari-
able, the valuations of which correspond to the physical
states (i.e. the points in that space). The states of such
a system that are of interest in the resource theory (and
which are the analogues of the quantum states) are sta-
tistical states, that is, probability distributions over the
physical state space. The free operations are:

• one can implement any permutation on a system’s
physical state space,

• one can prepare any system in the uniform statisti-
cal state (i.e. the uniform probability distribution),

• one can marginalize over any subsystem of a sys-
tem.

The fact that state conversion problems in the quan-
tum resource theory of nonuniformity reduce to their
classical counterparts shows that there is nothing inher-
ently quantum in any problem of state conversion in this
theory.

This article seeks to present what is currently known
about the resource theory of nonuniformity in a system-
atic and pedagogical fashion. In particular, we char-
acterize the equivalence classes of states under noisy
operations by Lorenz curves, thereby providing a geo-
metric perspective on the problem of defining measures
of nonuniformity and state conversion problems, a per-
spective that makes the proofs of certain results more
straightforward and intuitive.

We draw on various sources.

The resource-theoretic approach to thermodynamics
has seen a great deal of activity in the past few years, pri-
marily by researchers in the field of quantum information
(Åberg, 2013; Allahverdyan et al., 2004; Brandão et al.,
2015, 2013; Dahlsten et al., 2009; Del Rio et al., 2011;
Egloff et al., 2012; Faist et al., 2012; Horodecki and Op-
penheim, 2013; Janzing et al., 2000; Linden et al., 2010;
Skrzypczyk et al., 2013, 2014). Many of the results we
present are rederivations of results from these works, or
special cases thereof. In this sense, our article provides a
review of some of this literature.

Insofar as such work (and this article) does not confine
its attention to macroscopic thermodynamic variables,
but rather focusses on the quantum state of the micro-
scopic degrees of freedom, it is perhaps best described
as a resource-theoretic approach to statistical mechanics.
Because it also does not confine its attention to the fam-
ily of states that are thermal for some temperature, it
concerns nonequilibrium statistical mechanics.4 Finally,
because it seeks to understand not just what occurs on
average but what happens in a single shot, in particu-
lar, in the worst case, it is an application to statistical
mechanics of the ideas of single-shot information theory.5

Because of the reduction of quantum questions about
state conversion to their classical counterparts, there are
a number of works on classical statistical mechanics that
can be brought to bear on our problem. In particular, our
analysis is informed by the work of Ernst Ruch and his
collaborators, who adopted a kind of resource-theoretic
perspective on state conversion problems already in the
1970s (Ruch, 1975a,b; Ruch and Lesche, 1978; Ruch and
Mead, 1976; Ruch et al., 1978).

We also make heavy use of the mathematical literature
on majorization theory (Bhatia, 1997; Hardy et al., 1952;
Horn and Johnson, 2012; Joe, 1990), in particular, the
canonical text on the subject by Marshall, Olkin and
Arnold (Marshall et al., 2010), which we shall refer to
throughout the article as simply MOA.

Finally, in various places (in particular in our discus-
sion of measures of nonuniformity) we make use of work
concerning the zoo of generalized entropies (Datta, 2009;
van Erven and Harremoës, 2010; Gorban et al., 2010;
Renner, 2008; Renner and Wolf, 2004).

4 It is important to distinguish between two notions of nonequilib-
rium here. In the resource theory of athermality, there is always
a background temperature T defining which states are free, and
any state that is not thermal at temperature T is considered a
resource. In this context, if a state is thermal for a temperature
T ′ differing from T , it is natural to describe it as being out of
equilbrium. Conventionally, however, we use the term equilib-
rium statistical mechanics to refer to situations wherein every
system is in a thermal state, but where different systems may be
at different temperatures. In this context, nonequilibrium means
not thermal relative to any temperature.

5 And insofar as the thermodynamic limit typically involves such
averaging procedures, it is concerned with thermodynamic ques-
tions outside of this limit.



4

We now review the structure of the article.

Section II covers preliminary material. In particular,
we clarify the definition of noisy quantum operations,
nonuniformity monotones and conversion witnesses, and
we explain why state conversion problems in the quantum
resource theory of nonuniformity can be reduced to their
classical counterparts.

In Section III, we characterize the quasi-order of states
under noisy operations. We begin by determining the
equivalence classes of states under noisy operations. We
show that these can be associated with a mathemati-
cal object known as the Lorenz curve of the state. We
then present the necessary and sufficient conditions for
one state to be deterministically converted to another
by noisy operations in terms of the Lorenz curves of the
states.

In Section IV, we discuss various techniques for con-
structing nonuniformity monotones. We show that var-
ious generalized entropies and relative entropies lead to
useful monotones, some of which have operational inter-
pretations. We also show how certain monotones can be
inferred from the geometry of the Lorenz curve.

We consider various kinds of exact state conversion in
Section V. We begin by defining a standard form of the
resource of nonuniformity in terms of a one-parameter
family of states which we term the sharp states. In terms
of these sharp states, we can determine the amount of
nonuniformity one requires to form a given state, as well
as the amount of nonuniformity that one can distill from
that state. These are shown to be related to nonunifor-
mity monotones based on the Rényi entropies of order 0
and order∞. We also consider the amount of nonunifor-
mity that must be paid to achieve a given state conver-
sion or which can be recovered in addition to achieving
the state conversion. We apply these results to deter-
mine some simple sufficient conditions for state conver-
sion. Next, we consider exact state conversion in the
presence of a catalyst, that is, a nonuniform state which
can be used in the conversion process but which must
be returned intact at the end of the protocol. In partic-
ular, we note the presence of nontrivial catalysis in our
resource theory, but also the uselessness of sharp states
as catalysts. We review the necessary and sufficient con-
ditions for a state conversion to be possible by catalysis.
Finally, we discuss the inadequacy of the standard for-
mulation of the second law of thermodynamics (nonde-
crease of entropy) as a criterion for deciding whether a
state conversion is possible, with or without a catalyst,
and we discuss the criteria that actually do the job.

In Section VI, we shift our attention to approximate
state conversion. We begin by formalizing the notion of
approximate state conversion in terms of a state being
mapped to one that is ε-close to another relative to some
contractive metric on the state space, and discuss sub-
tleties of the quantum to classical reduction. We then
review the notion of smoothed entropies. We reconsider
the problem of determining the nonuniformity of forma-
tion and the distillable nonuniformity when the state

conversion is allowed to be approximate, and we show
that the answers are provided by the smoothed versions
of the entropies that characterize exact conversion. We
then use these results to provide a simple proof of the
rate of asymptotic conversion between states, that is, the
rate at which one state can be converted approximately
to another in the limit of arbitrarily many copies. The
asymptotic results are in turn applied to determine the
nonuniformity cost and yield of approximate state con-
version when one has arbitrarily many copies to convert.
Finally, we consider various notions of approximate state
conversion in the presence of a catalyst.

In Section VII, we discuss a few open problems and
highlight some of the overarching conclusions of the ar-
ticle.

This article provides a review and synthesis of many
known results, but along the way we also present a num-
ber of novel results, which we now summarize.

We demonstrate that all exact state conversion prob-
lems in the quantum resource theory of nonuniformity
reduce to the corresponding problems in the classical re-
source theory, and that all approximate state conversion
problems can also be reduced to their classical counter-
parts as long as one makes a judicious choice of the metric
over states by which one judges the degree of approxima-
tion. We generalize many known results on state con-
version and on majorization to the case where the input
system and the output system are of different dimensions.
In particular, we describe a general scheme for building
nonuniformity monotones from Schur-convex functions in
this case. We introduce the notion of a state conversion
witness: a function of a pair of states in terms of which
one can specify a necessary condition for the possibility
of conversion from one state to the other, or a necessary
condition for the impossibility of such a conversion, or
both. We demonstrate how such witnesses are the ap-
propriate tool for summarizing some known results, and
are as such more versatile than monotones. We intro-
duce a class of states, which we call the sharp states,
that serve as a gold standard form of nonuniformity and
that naturally generalize the notion of ‘n pure bits’ to
the case that n is not an integer. We use sharp states
to quantify the nonuniformity of formation (or of disti-
lation) of an arbitrary state and the nonuniformity cost
(or yield) of an arbitrary state conversion. In the case of
approximate conversion, we prove exact expressions for
the nonuniformity of formation and of distillation for a
class of judiciously-chosen metrics over the states. For
exact conversion using a catalyst, we note the useless-
ness of sharp states as catalysts and its implication that
having access to an ideal measurement cannot catalyze
any state conversion. Finally, we present a new and sim-
plified proof of the rate of asymptotic conversion between
nonuniform states.
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II. PRELIMINARIES

A. Free operations, monotones, and witnesses

We begin by formalizing the definition of a noisy
quantum operation. A quantum operation is a com-
pletely positive trace-preserving linear map E : L(Hin)→
L(Hout), where L(H) is the set of linear bounded oper-
ators acting on H. In this paper, all Hilbert spaces are
assumed to be finite-dimensional.

Definition 1 (Noisy quantum operations) A noisy
quantum operation E is one that admits of the following
decomposition.6 There must exist a finite-dimensional
ancilla space Ha and a unitary U on Hin⊗Ha such that,
for all input states ρin,

E(ρin) = Tra′
(
U
(
ρin ⊗ 1

da
Ia

)
U†
)
, (2.1)

where Ha′ is the space complementary to Hout in the total
Hilbert space, that is, Hout⊗Ha′ = Hin⊗Ha, and where
da = dim(Ha).

Although at first glance, “degree of purity” might ap-
pear to be a good name for what we are calling “nonuni-
formity”, at second glance one recognizes that it is not
because standard usage of the term “purity” takes a pure
state of a 2-level system and a pure state of a 3-level to
have equal degrees of purity, while the latter is a stronger
resource than the former in the resource theory we are
considering. The fact that these two pure states are not
equivalent under noisy operations is counterintuitive for
many quantum information theorists because it contrasts
with the situation in entanglement theory, the resource
theory with which they are most familiar. The difference
arises because the free operations in entanglement the-
ory (local operations and classical communication) allow
one to prepare pure product states for free, thereby al-
lowing a given state to be embedded into an arbitrarily
large space, whereas noisy operations do not allow one to
prepare pure states for free. More generally, two states
with identical structure on their support have different
amounts of resourcefulness depending on the dimension

6 For a fixed pair of Hilbert spaces Hin,Hout, the set of maps
from Hin to Hout of the form (2.1) is not in general topologically
closed (Shor, 2010). Thus, strictly speaking, we define noisy
quantum operations as those linear maps that can be arbitrarily
well approximated in operator norm by maps of the form (2.1).
This reflects the intuition that there is no physical difference
between exact and arbitrarily accurate implementation of any
map. Consequently, the set of noisy quantum operations be-
comes topologically closed. This allows us, in the following, to
prove noisiness of quantum operations by showing how they can
be approximated by maps of the form (2.1). Our noisy quan-
tum operations are what (Shor, 2010) calls strongly factorizable
maps.

of the space in which the state is embedded. 7 The re-
sourcefulness of a state under noisy operations is there-
fore not determined by its proximity to a pure state, but
rather its distance from the uniform state, and therefore
the term “nonuniformity” is more appropriate than the
term “purity” as a description of the resource.

An important question in any resource theory is how to
quantify the resource. A resource monotone is a function
f from states to the real numbers such that if ρ 7→ σ
by the free operations, then f(ρ) ≥ f(σ). For the set
of operations given by noisy operations, we refer to the
resource monotones as nonuniformity monotones:

Definition 2 (Quantum nonuniformity monotone)
A function M , mapping density operators to real num-
bers, is a nonuniformity monotone if for any two states
ρ and σ (possibly of different dimensions), ρ 7→ σ by
noisy operations implies that M(ρ) ≥M(σ).

Any measure of nonuniformity must at least be a
nonuniformity monotone. When quantifying the relative
resourcefulness of different states, there is a strong com-
pulsion to think that the researcher’s task is to find the
“one true measure to rule them all”. This tendency stems
from an implicit assumption that any property worth
quantifying must necessarily be totally ordered. In fact,
it is more common to find that resource states only form
a quasi-order, and no individual scalar measure can cap-
ture a quasi-order. So the search for the one true measure
is in vain. The “total-order fallacy” must be resisted.

Nonetheless, resource monotones still have an impor-
tant role to play. A set of such monotones can capture the
quasi-order, in which case they are called a complete set
of monotones. Also, if we define an operational task that
requires the resource, it is then a well-defined question
which resource monotone accurately quantifies the de-
gree of success achievable in the task (according to some
figure of merit) for a given state. The states become
totally ordered relative to the task.

In this article, we describe some methods for generat-
ing a large number of nontrivial nonuniformity mono-
tones, and we describe operational interpretations for
some of these. We also identify some complete sets of
nonuniformity monotones.

Besides quantifying nonuniformity, we will be primar-
ily interested in problems of state conversion. A useful
tool for characterizing such problems is the concept of a
state conversion witness.

7 This inequivalence can also be made slightly more intuitive by
noting that it holds also in the resource theory of athermality
and accounts for the fact that a Szilard engine at temperature
T extracts different amounts of work from the two states: if it
operates on a 2-level system that is prepared in a pure initial
state, it can extract an expected work of kBT log 2, whereas if
it operates on a 3-level system that is prepared in a pure initial
state, it can extract kBT log 3.
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Definition 3 (Quantum state conversion witness)
Let W be a real-valued function on pairs of quantum
states, ρ and σ (possibly of different dimensions). W
is said to be a go witness if W (ρ, σ) ≥ 0 implies that
ρ 7→ σ under the free quantum operations. W is said to
be a no-go witness if W (ρ, σ) < 0 implies that ρ 67→ σ
under the free quantum operations. Finally, W is said
to be a complete witness if it is both a go witness and a
no-go witness.

No-go witnesses were previously introduced under the
name of relative monotones (Sanders and Gour, 2009).

Any resource monotone M defines a no-go witness
by W (ρ, σ) := M(ρ) −M(σ) because W (ρ, σ) < 0 im-
plies M(σ) > M(ρ), which implies that ρ 67→ σ. It fol-
lows that M also defines a resource witness – that is,
a function w such that w(σ) < 0 implies that σ is a
resource – by w(σ) := W (ρfree, σ) = M(ρfree) −M(σ),
where ρfree is any free state. A complete set {Mk} of
monotones defines a complete witness by W (ρ, σ) : =
mink (Mk(ρ)−Mk(σ)).

B. Reducing quantum state conversion problems to their
classical counterparts

To define the classical resource theory of nonunifor-
mity, we must characterize the set of noisy classical op-
erations. Just as we have confined our attention to finite-
dimensional Hilbert spaces in the quantum case, we con-
fine our attention to discrete variables in the classical
case (that is, finite information-carrying capacity in both
cases). Let Ωin be the discrete physical state space of
the input system and Ωout be the discrete physical state
space of the output system. Let S(Ω) be the simplex
of probability distributions over Ω, and let V (Ω) be the
smallest linear vector space in which S(Ω) can be embed-
ded. Clearly, every probability distribution on a sample
space Ω can be represented by a vector in V (Ω). We call
each such probability distribution a state. When we say
that states are normalized, we refer to the fact that their
components sum to total probability one.

The classical analogue of a quantum operation that
is completely positive and trace-preserving is a classical
operation which preserves positivity and normalization,
hence taking probability distributions to probability dis-
tributions. For finite dimension, this is represented by a
stochastic matrix, that is, a matrix D whose entries are
real, are nonnegative, and satisfy

∑
j Djk = 1.

We can now provide a definition of the free operations.

Definition 4 (Noisy classical operations) A noisy
classical operation is a positivity-preserving and
normalization-preserving map D : Vin → Vout that
admits of the following decomposition.8 There must

8 Analogously to the definition of noisy quantum operations, the

exist an ancilla system with a discrete physical state
space Ωa and a permutation on Ωin×Ωa with an induced
representation π on V (Ωin) ⊗ V (Ωa) such that, for all
input states xin,

Dxin =
∑

Ωa′

π (xin ⊗ma) , (2.2)

where ma is the normalized uniform distribution on Ωa
and Ωa′ is the physical state space complementary to
Ωout, that is, Ωout × Ωa′ = Ωin × Ωa.

We note an important difference between the structure
of the set of noisy quantum operations and the set of
noisy classical operations.

Recall that a unital operation E : L(Hin) → L(Hout)
is one for which E(1in/din) = 1out/dout, where 1in and
1out are the identity operators on Hin and Hout, respec-
tively (Mendl and Wolf, 2009).

Lemma 5 Noisy quantum operations form a strict sub-
set of the unital operations, and, in the case of equal di-
mension of input and output space, a strict superset of
the mixtures of unitaries.

The proof is described in Appendix A.
To compare with the classical case, we must specify

the classical analogues of each of the classes of operations
appearing in Lemma 5.

The classical analogue of a unital quantum operation
is a stochastic matrix D that takes the uniform distri-
bution on the input system to the uniform distribution
on the output system, hence

∑
kDjk = din/dout where

din (dout) is the dimension of the input (output) vector
space. We will call such a stochastic matrix uniform-
preserving. Note that, if the input and output spaces
are of equal dimension, a uniform-preserving stochastic
matrix D satisfies

∑
j Djk =

∑
kDjk = 1, in which case

it is said to be doubly-stochastic. Finally, the classical
analogue of a mixture of unitaries is a mixture of permu-
tations of the physical state space.

The structure of the set of noisy classical operations is
much more straightforward than the quantum one.

Lemma 6 The set of noisy classical operations coincides
with the set of uniform-preserving stochastic matrices
and, in the case of equal dimension of input and output
spaces (where the uniform-preserving stochastic matrices
are the doubly-stochastic matrices), it coincides with the
set of mixtures of permutations.

set of classical operations of the form (2.2) between fixed vec-
tor spaces Vin and Vout is not topologically closed. This follows
from the simple observation that input vectors xin with all ratio-
nal entries are mapped to output vectors Dxin with all rational
entries. Thus, as in the quantum case, we define noisy classical
operations from Vin to Vout as those linear maps that can be
arbitrarily well approximated in operator norm by maps of the
form (2.2).
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Here also, we relegate the proof to Appendix A. Note
that the fact that every doubly-stochastic matrix can
be written as a convex combination of permutations is
known as Birkhoff’s theorem (Birkhoff, 1946).

Because all unitaries are free operations in the quan-
tum resource theory of nonuniformity, the only feature
of a quantum state that is relevant for its nonuniformity
properties is the vector of its eigenvalues (where an eigen-
value appears multiple times in the vector if it is degen-
erate and we explicitly include any zero eigenvalues). For
any state ρ, we denote the vector of eigenvalues, listed
in non-increasing order, by λ (ρ). Therefore, the condi-
tion under which we can deterministically convert ρ to σ
by noisy operations must be expressible in terms of λ (ρ)
and λ (σ).

We can now state the reduction of the quantum state
conversion problem to the corresponding classical prob-
lem, leaving the proof to Appendix A.

Lemma 7 There exists a noisy quantum operation that
achieves the quantum state conversion ρ 7→ σ if and only
if there is a noisy classical operation that achieves the
classical state conversion λ(ρ) 7→ λ(σ).

Lemma 7 implies that all questions about exact
state interconversion in the quantum resource theory of
nonuniformity are answered by the classical theory, so
studying the latter is sufficient.9 Later on (in Lemma 55),
we will prove an analogous statement for approximate
conversion.

In particular, Lemma 7 implies a reduction of quantum
nonuniformity monotones and quantum state conversion
witnesses to their classical counterparts, which are de-
fined analogously to the quantum notions, Definitions 2
and 3, but with quantum states replaced by probability
distributions, and noisy quantum operations replaced by
noisy classical operations.

Corollary 8 Consider M , a real-valued function over
probability distributions, and M ′, a real-valued function
over quantum states, such that M ′(ρ) := M(λ(ρ)), where
λ(ρ) is the vector of eigenvalues of ρ. Then M ′ is a
quantum nonuniformity monotone if and only if M is a
classical nonuniformity monotone.

Corollary 9 Consider W , a real-valued function over
pairs of probability distributions, and W ′, a real-
valued function over pairs of quantum states, such that
W ′(ρ, σ) : = W (λ(ρ), λ(σ)). Then W ′ is a witness for
state conversion under noisy quantum operations if and

9 Note, however, that one does find a separation between the quan-
tum and the classical theories if one assumes an additional re-
striction on the free operations, namely, that the systems to
which one has access are correlated with others to which one
has no access. The reason is that a mixture of entangled states
cannot be transformed by a local unitary to a mixture of product
states.

only if W is a witness for state conversion under class-
sical noisy operations.

It may seem surprising that the quantum problem of
state conversion reduces to its classical counterpart even
though the strict inclusions of the mixtures of unitaries
within the noisy operations, and the noisy operations
within the unital operations (Lemma 5), have no classi-
cal counterparts (Lemma 6). The solution to this puzzle
is that, for the purposes of state conversion, the three
classes of quantum operations have the same power.

Lemma 10 Let ρ ∈ L(Hin) and σ ∈ L(Hout). Then, the
following propositions are equivalent:

(i) ρ 7→ σ by a noisy operation

(ii) ρ 7→ σ by a unital operation.

If ρ and σ are of equal dimension, then (i) and (ii) are
also equivalent to

(iii) ρ 7→ σ by a mixture of unitaries.

See Appendix A for the proof. For the case of ρ and
σ of equal dimension, Uhlmann’s Theorem (Uhlmann,
1970) implies that ρ 7→ σ by a mixture of unitaries if and
only if the spectrum of ρ majorizes that of σ; see (Nielsen
and Vidal, 2001) for a discussion. 10

There are questions in the resource theory that do
not concern state conversion. For instance, one may ask
about the possibility of simulating an operation that is
outside the free set, given access to some resource state.
For such questions, the quantum solution does not nec-
essarily reduce to the classical one. We do not consider
such problems in this article. From this point onwards,
therefore, we can restrict our attention to the classical
resource theory.

III. QUASI-ORDER OF STATES UNDER NOISY
OPERATIONS

A. Equivalence classes under noisy operations

The first step in understanding state conversion within
the classical resource theory of nonuniformity is to de-
termine when two states are equivalent relative to noisy
operations, by which it is meant that they can be re-
versibly interconverted, one to the other, deterministi-
cally, by noisy operations. In this case, we say that the
states have precisely the same nonuniformity properties.

Definition 11 (Exact state conversion) We write

x
noisy7−→ y if there exists a noisy classical operation D such

that y = Dx.

10 The implication from an operation being unital to majorization
of the final state’s spectrum by the initial state’s has also been
noted in (Chefles, 2002).
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Definition 12 (Noisy-equivalence of states) Two
states, x and y, are said to be noisy-equivalent if they

are reversibly interconvertible, that is, if x
noisy7−→ y and

y
noisy7−→ x.

Since noisy classical operations can have an input of
dimension din and an output of dimension dout, state
conversion is a map from a vector on Rdin+ to a vector on

Rdout
+ . As such, it is useful to introduce the set

R :=

∞⋃

d=1

Rd+.

Any finite-dimensional probability distribution is a vec-
tor in Rd+ for some d, and therefore a member of the set
R. For a distribution x ∈ R, we will denote by dx the
integer for which x ∈ Rdx+ .

The simplest case to consider is when x and y are of
equal dimension. In this case, if x and y are reversibly
interconvertible by noisy operations, there is a permuta-
tion that takes one to the other. The proof is as follows.
Suppose the doubly stochastic matrix taking x to y is de-
noted D and the one taking y to x is denoted D′. We can
write D (respectively D′) as a mixture of permutations
πi (respectively π′j):

D =
∑

i

λiπi, D′ =
∑

j

λ′jπ
′
j ,

where
∑
i λi =

∑
j λ
′
j = 1 and all λi, λ

′
j > 0. Thus

x = D′Dx =
∑

i,j

λ′jλiπ
′
jπix.

Consider the convex set consisting of all convex combi-
nations of permutations of x. The state x itself is an
extremal point of this convex set. Thus, for all i, j, we

must have π′jπix = x, and so πix =
(
π′j
)−1

x is the same
state (call it z) for all i. But y = Dx =

∑
i λiπix = z, so

y = πix is a permutation of x.
If we let x↓ denote the vector having the same com-

ponents as x but permuted such that they are in de-
scending order, the condition for noisy-equivalence can
be expressed as x↓ = y↓.

Note that if x and y are of equal dimension and noisy-
equivalent, and if x is the marginal of a correlated state
on a larger system, and similarly for y, then because we
can get from x to y by a permutation, the conversion can
be achieved while preserving all correlations with other
systems.

The more interesting case is where x and y have un-
equal dimension: dx 6= dy. First note that one can re-
versibly interconvert x and x ⊗m for any uniform state
m on an arbitrary ancilla. We get from x to x⊗m simply
by injecting an ancilla in the uniform state, which is al-
lowed under noisy operations, and we get from x⊗m to
x simply by discarding the ancilla, which is also allowed
under noisy operations.

It follows that one can reversibly interconvert x and y
by noisy operations if and only if one can reversibly inter-
convert x⊗m and y ⊗m′, where m and m′ are uniform
states for any arbitrary pair of ancillas. In particular,
this is true if and only if one can reversibly interconvert
x⊗m and y⊗m′ for ancillas having dimensions dm and
dm′ such that dxdm = dydm′ , so that x ⊗m and y ⊗m′
are of equal dimension. As shown above, in this case, the
interconversion is possible if and only if there is a permu-
tation that takes x ⊗m to y ⊗m′. Given that uniform
states are invariant under permutations, this condition is
equivalent to

x↓ ⊗m = y↓ ⊗m′.

This condition, therefore, is necessary and sufficient for
reversible interconvertibility of x and y under noisy op-
erations.

In the resource theory of nonuniformity, the only prop-
erties of a state that are relevant to determining its value
as a resource are its nonuniformity properties, that is, the
features of the state that determine its noisy-equivalence
class. It is therefore useful to replace the state x by a
mathematical object that represents only the nonunifor-
mity properties of x.

Given that x is reversibly interconvertible with x⊗m,
this mathematical object must be invariant under adding
and removing ancillas in the uniform state. If we plot
histograms of x↓ and (x⊗m)↓, we see that the envelope of
each is a step function and that the steps’ relative heights
are equal. An example is given in Fig. 1. We can make
these step functions strictly equal by rescaling them in an
appropriate way. The rescaling is chosen such that the
area of each bar of the histogram remains the same, while
the range of the function becomes [0, 1]. Specifically, we
define the function hx(v), with range v ∈ [0, 1], such that
the kth step extends over the range v ∈ [(k−1)/dx, k/dx]

and has height dxx
↓
k. Equivalently,

hx(v) ≡ dxx↓bdxvc, (3.1)

where bac denotes the integer floor of a. Again, an ex-
ample is provided in Fig. 1. We call hx(v) the uniform-
rescaled histogram of x.

Clearly, adding or removing a uniform state m (of ar-
bitrary dimension) leaves the uniform-rescaled histogram
invariant, hx(v) = hx⊗m(v),∀v ∈ [0, 1], as illustrated
in Fig. 1. Furthermore, if two states of the same di-
mension are equal up to a permutation, their uniform-
rescaled histograms are equal. In particular, it follows
that x↓ ⊗ m = y↓ ⊗ m′ if and only if hx⊗m(v) =
hy⊗m′(v) ∀v ∈ [0, 1]. But hx(v) = hx⊗m(v) so we
can conclude that x↓ ⊗ m = y↓ ⊗ m′ holds if and only
if hx(v) = hy(v). We have shown, therefore, that the
uniform-rescaled histogram of a state x is a mathemati-
cal object that characterizes the noisy-equivalence class
of that state.
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FIG. 1 An illustration of uniform-rescaled histograms and Lorenz curves. The first column depicts the histogram of a state’s
components, in descending order, the second column depicts the corresponding uniform-rescaled histogram, and the third
column depicts the Lorenz curve. The states depicted are: (first row) x ≡ (0.9, 0.1), a state of a 2-level system; (second row)
x ⊗ m ≡ (0.45, 0.45, 0.05, 0.05), the state of a pair of 2-level systems, where the first is in state x and the second is in the
uniform state m ≡ (0.5, 0.5); (third row) y, a generic state of a three-level system.

Now consider the integral of hx(v) from v = 0 to v = u
as a function of u ∈ [0, 1],

Lx(u) :=

∫ u

0

hx(v)dv. (3.2)

Clearly, the curve traced by Lx(u) extends between (0,0)
and (1,1) regardless of the state x. It contains all the
information contained in the rescaled histogram hx(v).
Indeed, one can recover the latter by taking the derivative
of Lx(u). As such, it is another mathematical object that
characterizes the noisy-equivalence class. Examples of
this curve for various states are provided in Fig. 1. For
the uniform state m, this curve is simply the diagonal
line extending between (0,0) and (1,1).

There is another way of defining this curve which is
worth noting. First, define Sk(x) for k = 1, ..., dx as the

sum of the k largest components of x,

Sk (x) :=

k∑

i=1

x↓i , (3.3)

and define S0(x) := 0 (Note that Sdx(x) = 1 for x a
normalized probability distribution). Sk(x) is sometimes
called the Ky Fan k-norm of x (Bhatia, 1997; Horn and
Johnson, 2012). Then we can characterize Lx(u) as the
linear interpolation of the points

(
k

dx
,
Sk(x)

Sdx(x)

)
∀k = 0, . . . , dx. (3.4)

Lx(u) is called the Lorenz curve of x (Lorenz, 1905),
(MOA, Sec. 1.A).11 It will be seen to be one of the

11 Actually, the Lorenz curve of x is conventionally taken to be the
linear interpolation of (k/dx, Tk/Tdx ) ∀k = 0, . . . , dx, where
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primary tools for characterizing the resource theory of
nonuniformity.

It is worth emphasizing that we can also infer that
noisy equivalence implies equality of Lorenz curves di-
rectly from the condition that x↓ ⊗m = y↓ ⊗m′. It suf-
fices to note that, via the definition of Lorenz curves in
terms of Ky-Fan k-norms, this condition is equivalent to
Lx⊗m(u) = Ly⊗m′(u), ∀u ∈ [0, 1] and then to note that
the Lorenz curve is invariant under adding and remov-
ing ancillas in a uniform state, Lx⊗m(u) = Lx(u), ∀u ∈
[0, 1].

To summarize, we have shown that

Proposition 13 (Conditions for noisy equivalence)
A pair of states x and y are noisy-equivalent if and only
if the following equivalent conditions holds

(i) their uniform-rescaled histograms are equal,

hx(v) = hy(v), ∀v ∈ [0, 1], (3.5)

(ii) their Lorenz curves are equal,

Lx(u) = Ly(u) ∀u ∈ [0, 1]. (3.6)

The uniform-rescaled histogram of x and the Lorenz
curve of x both capture all and only the nonunifor-
mity properties of x. It follows that for any notion of
state conversion we wish to study (exact or approximate;
single-shot, multi-copy or asymptotic; catalytic or non-
catalytic), the necessary and sufficient conditions under
which one state can be converted to another can always
be expressed in terms of either of these objects. Further-
more, any nonuniformity monotone or state conversion
witness must be expressible entirely in terms of them as
well.

The application of these mathematical objects to ther-
modynamics was first recognized in (Ruch, 1975a,b; Ruch
and Lesche, 1978; Ruch and Mead, 1976; Ruch et al.,
1978). What we have called the “uniform-rescaled his-
togram” was discussed in (Ruch et al., 1978) under the
title of the “density diagram”. More recently, in (Egloff
et al., 2012), these old tools have begun to be used again
in the context of an information-theoretic approach to
thermodynamics. In this article, an operation of “Gibbs-
rescaling” is introduced which is akin to our use of the

Tk (x) :=
∑k
i=1 x

↑
i is the sum of the k smallest components of

x (Lorenz, 1905), or equivalently, it is taken to be the integral

L′x(u) :=
∫ 1
1−u hx(v)dv. But the conventional definition is just

the inversion about the line extending from (0,0) to (1,1) of our
definition, and so the two curves have precisely the same informa-
tion content. We here choose to adopt the opposite of the usual
convention because in this way the majorization relation between
states, x � y, coincides with the inequality relating the height
of the Lorenz curves of those states, Lx(u) ≥ Ly(u),∀u ∈ [0.1]
(see Eq. (3.7) below). Also, our convention coincides with the
one adopted in (Horodecki and Oppenheim, 2013).

uniform-rescaled histogram in place of the distribution it-
self (although with a different scaling convention for the
horizontal axis). The analogue of the Lorenz curve for
an athermal state, that is, the generalization of Lorenz
curves to a system with a nontrivial Hamiltonian, has re-
cently been studied in (Horodecki and Oppenheim, 2013)
and applied in (Brandão et al., 2015).

With this characterization of the noisy equivalence
class in hand, we can clarify a point that was made in the
introduction, namely, that the nonuniformity properties
of a state depend on the dimension of the space in which
the state is embedded. As already noted, this is because
embedding a state in a higher-dimensional space—that
is, padding the state with extra zeros—is not a noisy
operation. In terms of the uniform-rescaled histogram,
padding a state with extra zeros corresponds to squeez-
ing the entire histogram of the state to the left and leav-
ing only zeros on the right side, which obviously results
in a different histogram. In the Lorenz curve picture, it
corresponds to squeezing the Lorenz curve to the left and
adding a horizontal segment at value 1 on the right end,
again resulting in something that is obviously distinct
from the original Lorenz curve.

B. Deterministic interconversion of nonuniform states

We now turn to a consideration of the necessary and
sufficient conditions on a pair of states x and y such that
there exists a deterministic noisy operation taking x to
y. We are here asking about one-way state conversion,
i.e., there need not be any deterministic noisy operation
taking y to x. We begin by presenting the general result.

1. The result

Proposition 14 (Conditions for deterministic con-

version) x
noisy7−→ y if and only if

(i) the uniform-rescaled histogram of x, hx(v), can be
taken to that of y, hy(v), by moving probability den-
sity only towards the right (i.e. from lower to higher
values of v).

(ii) the Lorenz curve of x is everywhere greater than or
equal to the Lorenz curve of y:

Lx(u) ≥ Ly(u) ∀u ∈ [0, 1]. (3.7)

When these conditions hold, we say that x noisy-
majorizes y.

The rest of this section provides the proof of Proposi-
tion 14. We start with the case in which x and y have
equal dimension.

Recall the definition of the majorization relation (Def-
inition A.1 of MOA).
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Definition 15 (Majorization) Letting x and y be nor-
malized probability vectors with equal dimension d, we say
that x majorizes y and write x � y if

k∑

i=1

x↓i ≥
k∑

i=1

y↓i ∀k = 1, ..., d− 1. (3.8)

Because x and y are normalized probability distributions,∑d
i=1 x

↓
i =

∑d
i=1 y

↓
i = 1.

The connection with noisy classical operations is made
through the following famous result (Hardy et al., 1952):

Lemma 16 (Hardy, Littlewood, Polya) x � y if
and only if there is a doubly stochastic matrix D such
that y = Dx.

Given that the set of noisy classical operations with
equal input and output dimensions are represented by
the set of doubly-stochastic matrices (Lemma 6), we im-
mediately obtain that, for x and y of equal dimensions,

x
noisy7−→ y if and only if x � y.
An equivalent means of expressing the condition of ma-

jorization is in terms of Lorenz curves. Noting that the
expressions in the inequalities of Eq. (3.8) are just the
Ky Fan norms Sk(x) and recalling that the Lorenz curve
is the linear interpolation of points (k/dx, Sk(x)/Sdx(x)),
we see that in the case of x and y of equal dimension, we
have that x � y if and only if the Lorenz curve of x is
nowhere less than the Lorenz curve of y:

Lx(u) ≥ Ly(u) ∀u ∈ [0, 1]. (3.9)

This proves (ii) of Proposition 14 for the case of states of
equal dimension.

When x and y are states of unequal dimension, the
condition for deterministic conversion is not simply ma-
jorization; this is why we use the term noisy-majorization
to describe the condition in the general case. It is deter-
mined using the same trick that was deployed in the char-
acterization of the noisy equivalence classes. It suffices to

note that x
noisy7−→ y if and only if there exist uniform states

m and m′ such that x ⊗m noisy7−→ y ⊗m′ (because adding
and removing uniform states are noisy operations), and
that if we choose m and m′ such that dxdm = dydm′ ,
then x⊗m and y ⊗m′ are states of equal dimension. If
we define d as the least common multiple of dx and dy,
d := LCM(dx, dy), then it suffices to choose dm := d/dx
and dm′ := d/dy, in which case x ⊗m and y ⊗m′ have
dimension d.

Recalling that we have established Condition (ii) of
Proposition 14 for states of equal dimension, and the fact
that the Lorenz curve of x⊗m for a uniform state m is

equal to the Lorenz curve of x, it follows that x
noisy7−→ y if

and only if the Lorenz curve of x is nowhere below the
Lorenz curve of y. This proves Condition (ii) of Propo-
sition 14 for all states.

Finally, recalling that the Lorenz curve is the cumu-
lative integral of the uniform-rescaled histogram, any

motion of density rightward in the uniform-rescaled his-
togram corresponds to a decrease of the height of the
Lorenz curve over some subset of its domain, while mo-
tion of density leftward corresponds to an increase of
height. Condition (ii) of Proposition 14, therefore, im-
plies (i).

This concludes the proof of Proposition 14.
The application of majorization theory to state con-

version in thermodynamics was studied extensively
in (Ruch, 1975a,b; Ruch and Lesche, 1978; Ruch and
Mead, 1976; Ruch et al., 1978). The quantum in-
formation community became familiar with majoriza-
tion due to its role in the resource theory of entan-
glement (Nielsen, 1999; Nielsen and Vidal, 2001). The
problem of state conversion in thermodynamics was first
considered from a quantum information perspective in
(Janzing et al., 2000), where some necessary conditions
on state conversion were derived. The necessary and
sufficient conditions for state conversion under thermal
operations were first determined in (Horodecki and Op-
penheim, 2013), where the relation was called thermo-
majorization. The results described in this section are
the specialization of the thermo-majorization relation to
the case of a trivial Hamiltonian.

2. Some consequences

The order over states induced by deterministic con-
version is not a total order but a quasi-order. We call
it the noisy quasi-order. One easily generates pairs of
states that are not noisy-ordered relative to one another
by simply drawing a pair of valid Lorenz curves where
one is not everywhere above the other.12

0
u

1

1

y

x

1

FIG. 2 The Lorenz curves of a pair of states, x and y, such

that it is neither the case that x
noisy7−→ y nor that y

noisy7−→ x.

12 The order is a quasi-order (also known as a pre-order) rather
than a partial order, because we can have x � y and y � x for
x 6= y. This occurs whenever x is a nontrivial permutation of
y or requires addition or removal of a uniform state. While the
states form a quasi-order, the noisy-equivalence classes of states
form a partial order.



12

Note that one can easily recover the condition for
noisy-equivalence (Proposition 13) from the condition for
noisy-majorization (Proposition 14) by recognizing that
reversible interconvertibility requires noisy-majorization
in both directions.

Another simple corollary of the deterministic-
conversion result concerns the relation between a state
of a composite and its marginal state. Suppose xAB is
a state of a composite system ΩA × ΩB and xA is the
marginal state on ΩA, that is, xAi =

∑
j x

AB
ij , where

i ∈ ΩA, j ∈ ΩB . xA is noisy-majorized by xAB , that
is, LxAB (u) ≥ LxA(u) for all u ∈ [0, 1].

For noisy-equivalence of xAB and xA, we require that
LxAB (u) = LxA(u) which implies that xAB↓ = xA↓⊗mB .
It follows that marginalization is reversible only if the
marginalized system is uncorrelated with the rest and is
in a uniform state.

Proposition 14 also implies that the height of the
Lorenz curve at a given value of u in the region [0, 1]
is a nonuniformity monotone, MLorenz,u(x) ≡ Lx(u), and
the set of such heights, {MLorenz,u : u ∈ [0, 1]}, form a
complete set of nonuniformity monotones. Although this
is an infinite set, if x and y are both of finite dimension
(the only case we consider in this article), one can decide
the convertability question by looking at a finite number
of monotones. The following is the pertinent result.

Lemma 17 For x and y of finite dimension, x noisy-
majorizes y if and only if Lx(u) ≥ Ly(u) at the points
u = k/dy for all k = 1, . . . , dy − 1. In other words, it
suffices to consider the dy − 1 monotones

MLorenz,k/dy (x) := Lx(k/dy), k = 1, . . . , dy − 1. (3.10)

The proof is simply that Ly(u) is linear between the dis-
tinguished values of u. Given that Lx(u) is concave, if
Lx(u) ≥ Ly(u) at these points, then Lx(u) ≥ Ly(u) at
all u ∈ [0, 1].

This result can be rephrased in terms of state-
conversion witnesses as follows.

Corollary 18 Each of the functions

∆k(x‖y) := Lx(k/dy)− Ly(k/dy) (3.11)

for k ∈ {1, . . . , dy} is a no-go witness for x
noisy7−→ y. That

is, if ∆k(x‖y) < 0 then it is not the case that x
noisy7−→ y.

The function

∆(x‖y) := min
k∈{1,...,dy}

∆k(x‖y) (3.12)

is a complete witness for the state conversion. That is,

x
noisy7−→ y if and only if ∆(x‖y) ≥ 0.

In Section V.E, we will discuss how this result implies
the inadequacy of the standard formulation of the second
law of thermodynamics.

3. Implementation

In the previous section, we determined the conditions
under which it is possible to transform x to y by a noisy
operation, but the proof was not constructive. In this
section, we describe a practical implementation of the
appropriate noisy operation. We begin with states of
equal dimensions.

First of all, we recall the definition of majorization in
terms of a sequence of T-transforms. A T-transform is
a doubly-stochastic matrix that is nontrivial on a sin-
gle 2 × 2 block. For the block corresponding to levels
i and j, we denote the T-transform by Tij . The only
permutations that act only on levels i and j are the iden-
tity, denoted I, and the permutation that swaps i and j,
which we denote by Πij . Therefore, by Birkhoff’s Theo-
rem (Birkhoff, 1946), the most general form of Tij is

Tij = wI + (1− w)Πij ,

where 0 ≤ w ≤ 1. It follows that if x and y are d-
dimensional vectors and y = Tijx, then

yi = wxi + (1− w)xj , (3.13)

yj = wxj + (1− w)xi. (3.14)

Equivalently, defining x̄ij : = 1
2 (xi + xj) and q : =

2
∣∣w − 1

2

∣∣, we have

yi = qxi + (1− q)x̄ij , (3.15)

yj = qxj + (1− q)x̄ij . (3.16)

We see that if w = 1/2 (q = 0), then the weights of
the pair of levels i and j become equal, and if w 6= 0, 1
(q 6= 1), then these weights become closer to equal (as-
suming they were unequal to begin with). In the context
of income inequality, a T-transform is called a “Robin
Hood transfer” (Arnold, 1987).

Lemma 19 (Muirhead, Hardy, Littlewood, Polya)
For states of equal dimensions, x � y if and only if there
is a finite sequence of T-transforms taking x to y. The
number of steps required is at most d− 1, where d is the
dimension.

Proof. We follow the proof in (MOA, Lemma B.1, p.
32). Let x(n) denote the state after the nth step of the
sequence of T-transforms, so that x(0) = x and x(nmax) =
y. Consider the step that takes x(n) to x(n+1). Let jex

denote the largest index such that the weight for that
index is strictly larger for x(n)↓ than it is for x(n+1)↓,

that is, x
(n)↓
jex

> x
(n+1)↓
jex

(“ex” denotes “excess”). Let jdf

denote the smallest index such that the weight for that
index is strictly smaller for x(n)↓ than it is for x(n+1)↓,

that is, x
(n)↓
jdf

< x
(n+1)↓
jdf

(“df” denotes “deficient”). By
definition, we must have jex < jdf. This is illustrated in
Fig. 3.
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FIG. 3 A depiction of the evolution of the state during a
minimal sequence of T-transforms achieving the state conver-

sion x
noisy7−→ y. The left column denotes the uniform-rescaled

histograms of the states, while the right depicts their Lorenz
curves.

We consider a protocol where, in the nth step in the se-
quence, one transfers the maximum weight possible from
level jex to level jdf while ensuring that one still has

x
(n)↓
j ≥ x

(n+1)↓
j for j = jex and for j = jdf (so that,

in particular, x(n) still majorizes x(n+1)). This maxi-
mum weight, denoted δ, cannot exceed the difference of
weights in level jex nor the difference of weights in level
jdf, so

δ = min{x(n)↓
jex
− x(n+1)↓

jex
, x

(n+1)↓
jdf

− x(n)↓
jdf
}.

The resulting transformation is

x
(n+1)↓
jex

= x
(n)↓
jex
− δ, (3.17)

x
(n+1)↓
jdf

= x
(n)↓
jdf

+ δ. (3.18)

Because the transfer tends to make the weights of the two
levels closer to equal, it is clearly a T-transform. Specif-
ically, it is the transform Tjexjdf = wI + (1 − w)Πjexjdf ,

where w = 1 − δ/(x(n)↓
jex
− x(n)↓

jdf
). After the nth step of

the sequence, either the index jex is reduced by 1 or the
index jdf is increased by 1 (or both), so that at the next
step, one is transferring weight between a different pair
of levels. Clearly, if x majorizes y, then a sequence of
such transformations can take x to y in a finite number
of steps.

Finally, we show that at most d− 1 steps are required.
Suppose d(x, y) denotes the number of levels wherein x↓

and y↓ differ in value. Because the number of differences
is reduced by 1 at every step of the sequence, and the
last step takes two differences to no differences, it follows
that one requires d(x, y)−1 steps. d(x, y), however, is at
most d.

This covers the case of states of equal dimension. Next,
we consider how to implement a noisy operation that
achieves deterministic conversion of states of unequal di-
mensions. It follows from Lemma 19 that we can achieve
the transformation by a sequence of T-transforms, with
the number of steps in the sequence being at most
d − 1 where d = LCM(dx, dy). Fig. 3 depicts the set
of T-transforms that maps x ⊗ m1 to y ⊗ m2 (where
dm1

:= d/dx and dm2
:= d/dy) by the protocol described

in the proof of Lemma 19. Note that we must divide the
x-axis into bins of size 1/d to depict how the sequence
of T-transforms acts on the uniform-rescaled histograms.
Note also that this figure provides an intuitive proof of
Proposition 14 (i). Finally, note how the T-transforms
act on the Lorenz curves. Each T-transform acts on the
pair of bins for which the difference between the slope
differential of the Lorenz curves in the first bin and the
slope differential of the Lorenz curves in the second bin is
largest. After a particular T-transform is complete, the
slope differential in one of the two bins becomes zero, and
consequently, the Lorenz curves have the same slope in
that bin. By this process, the Lorenz curve of the initial
state approaches that of the target state.

IV. NONUNIFORMITY MONOTONES

In this section, we discuss the properties and method
of construction of functions which serve as monotones
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under classical noisy operations. A reader interested in
getting a quick introduction to nonuniformity monotones
(without too much technical detail) will find the tables in
this section useful: Table I lists some monotones derived
from convex functions of one real variable, outlining the
steps of the derivation; Table II lists some monotones
which can be derived from the geometry of the Lorenz
curve; and Table III lists the operational significance of
some of the monotones.

Given that noisy operations may change the dimension
of the space, every nonuniformity monotone is really a
family of functions, {Gd : d ∈ Z+}, where Gd : Rd+ → R
is defined on a d-dimensional space. We will denote by
G : R → R the function which reduces to Gd on Rd+.
Thus, ∀x ∈ R,

G(x) = Gdx(x). (4.1)

Where the dimensionality is clear from the context, we
will omit the subscript x in dx.

A monotone is said to be strict if M(x) = M(y) only
on level sets, that is, only when x and y are either noisy-

equivalent (i.e., x
noisy7−→ y and y

noisy7−→ x) or not ordered rela-

tive to one another (i.e., it is neither the case that x
noisy7−→ y

nor that y
noisy7−→ x).

Since appending ancillary systems in the uniform state
is a reversible process under noisy operations, every
nonuniformity monotoneM must satisfyM

(
x⊗m(d)

)
=

M(x) ∀ d ∈ Z+, where m(d) is the uniform state of di-
mension d.

Within a space of fixed dimension, the noisy quasi-
order reduces to the majorization quasi-order, so any
nonuniformity monotone M , when restricted to states
of a fixed dimension, must be a nonincreasing monotone
with respect to the majorizaton quasi-order. The lat-
ter are known as Schur-convex functions and have been
extensively studied. See, e.g., Chapter 3 of MOA.

Definition 20 (Schur-convexity) A function Gd
mapping d-dimensional probability distributions to
the reals is Schur-convex iff for all d-dimensional
distributions x and y,

x � y ⇒ Gd(x) ≥ Gd(y). (4.2)

As it turns out, for a function M : R → R, the con-
ditions that the restriction of M to every d-dimensional
vector space be Schur-convex and that M be invariant
under the addition of a uniform state are necessary and
sufficient for M to be a nonuniformity monotone. We
formalize this in the following.

Proposition 21 A function M : R → R is a nonunifor-
mity monotone if and only if both of the following condi-
tions hold:

1. For each d ∈ Z+, the restriction of M to Rd+ is
Schur-convex.

2. For all d ∈ Z+, for all distributions x ∈ R,

M
(
x⊗m(d)

)
= M(x), (4.3)

where m(d) is the d-dimensional uniform distribu-
tion.

Proof. The forward implication is trivial, so our task
is to show that the pair of conditions imply that M is a
nonuniformity monotone.

We begin by noting that for each d, if the restriction
of M to Rd+ is Schur-convex, then it follows by definition
that if x and y are states of equal dimension, and x ma-
jorizes y, then M(x) ≥M(y). It remains to show that if
x and y are of unequal dimension, and x noisy-majorizes
y, then M(x) ≥M(y).

By assumption, M
(
x⊗m(d)

)
= M(x), for any d.

Then, one can reason as follows. First, we can define
states x⊗m(dy) and y ⊗m(dx) that are of equal dimen-
sion, namely dxdy. Given that x noisy-majorizes y, and
given that adding uniform states does not change the
noisy-equivalence class of a state, it follows that x⊗m(dy)

noisy-majorizes y ⊗m(dx). But since noisy-majorization
between states of equal dimension is just majorization, it
follows that x⊗m(dy) majorizes y⊗m(dx). Then, by the
Schur-convexity of the restriction of M to Rdxdy , we con-
clude that M

(
x⊗m(dy)

)
≥ M

(
y ⊗m(dx)

)
. It follows

that M(x) ≥M(y).
Note that if one takes an arbitrary family of Schur-

convex functions, {Gd : d ∈ Z+} where Gd : Rd+ → R,

then the function G : R → R which reduces to Gd on Rd+
need not be a nonuniformity monotone because it need
not satisfy the requirement of invariance under adjoin-
ing a uniform state, Eq. (4.3). So the problem of defin-
ing nonuniformity monotones is not solved by merely
finding families of Schur-convex functions. Nonetheless,
the powerful characterization theorems for Schur-convex
functions can be exploited to construct and characterize
nonuniformity monotones. We will discuss these theo-
rems in the following.

A. Nonuniformity monotones built from convex functions
on the reals

1. Schur-convexity

The following result is well-known; cf. (MOA, Propo-
sition C.1).

Lemma 22 For every convex function g : R+ → R, the
function Gd : Rd+ → R defined by

Gd(x) :=

d∑

i=1

g (xi)

is Schur-convex for each d ∈ Z+. That is, if x and y are
of equal dimension d, and if x � y, then Gd(x) ≥ Gd(y).
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Proof. Recall that a function g : R→ R is convex if, for
any pair of points a, a′ ∈ R,

g(wa+ (1− w)a′) ≤ wg(a) + (1− w)g(a′)

for all w ∈ [0, 1]. If g is twice differentiable, an equivalent
definition of convexity is that g′′(a) ≥ 0 for all a ∈ R.

Note also that the function Gd(x) is invariant under
permutation of the components of x. Hence it is some-
times described as a symmetric function.

The proof is then straightforward. Given that x � y,
it follows that y = Dx for some doubly-stochastic ma-
trix D. By Birkhoff’s Theorem (Birkhoff, 1946), there
exists a probability distribution (wi) and a set of per-
mutations (Πi) such that y =

∑
i wiΠix. Because Gd is

a sum of convex functions, it is also convex, and there-
fore, Gd(y) ≤ ∑i wiGd(Πix). But we noted above that
Gd is invariant under a reordering of the components of
its argument, so that Gd(Πix) = Gd(x). It follows that
Gd(y) ≤∑i wiGd(x) = Gd(x).

Now that we have seen how to generate families of
Schur-convex functions, the question arises of which of
these families can yield a function that is invariant under
adjoining uniform states.

2. Schur-convexity relative to a distribution q

Towards this end, we introduce the notion of majoriza-
tion relative to a distribution q; see (MOA, Ch. 14, Sec.
B, p. 585).

Within a space of a given dimension d, consider those
stochastic matrices that preserve a particular distribu-
tion q. Call these the q-preserving stochastic matrices.

Definition 23 (Majorization relative to q) A dis-
tribution x is said to majorize another distribution y
relative to the distribution q, denoted x �q y, if there
exists a q-preserving stochastic matrix D such that
y = Dx.

Definition 24 (Schur-convexity relative to q) We
say that a function f : Rd+ → R is Schur-convex relative
to q if x �q y implies f(x) ≥ f(y).

Intuitively, whereas a Schur-convex function quantifies
the distance of some distribution x to the uniform distri-
bution m, a Schur-convex function relative to q quantifies
the distance of x to q.

The following is a useful method of constructing Schur-
convex functions relative to a distribution q, from convex
functions of one real variable.

Lemma 25 Given a distribution q ∈ Rd+ with all qi 6=
0, for every convex function g : R+ → R, the function
G(·‖q) : Rd+ → R defined by

G(x‖q) :=

d∑

i=1

qig
(
xi
qi

)
(4.4)

is Schur-convex relative to q. That is, if x and y are of
equal dimension d, and if x �q y, then G(x‖q) ≥ G(y‖q).

This is Proposition B.3 in Ch. 3 of MOA, proven in
(Veinott, 1971). Functions of the form of Eq. (4.4) have
also been proposed as a generalization of the notion of
relative entropy in (Csiszár, 1967) (where it is called the
g-divergence of x from q) and in (Morimoto, 1963), as
discussed in (Gorban et al., 2010).

Note that if we multiplied each qi by a factor c > 0
in Eq. (4.4), we would still have a Schur-convex function
relative to q (because the function g′(a) := cg(a/c) is also
convex). Nonetheless, the case of c = 1 has a special sta-
tus. Suppose we define a fiducial distribution q for every
system and suppose that the fiducial distribution on a
composite system is the product of the fiducial distribu-
tions on the components, that is, qAB = qA⊗ qB . In this
case, we can prove the following.

Lemma 26 For every convex function g : R+ → R, the
function Mg : R → R defined by Mg(x) ≡ G(x‖q) satis-
fies Mg

(
x⊗ qS

)
= Mg(x) for any system S.

Proof. It suffices to note that

G
(
xA ⊗ qB

∥∥qAB
)

= G
(
xA ⊗ qB

∥∥qA ⊗ qB
)

(4.5)

=
∑

i,j

qAi q
B
j g

(
xAi q

B
j

qAi q
B
j

)
(4.6)

=
∑

i

qAi g
(
xAi
qAi

)
(4.7)

= G
(
xA
∥∥qA

)
, (4.8)

where we have used the fact that
∑
j q

B
j = 1.

It follows that any family of functions (one for every
type of system), each of which is Schur-convex relative to
the fiducial distribution on that system, can be used to
construct resource monotones in a classical resource the-
ory where those fiducial distributions are the free states.

In particular, in the context of the resource theory of
athermality (Brandão et al., 2015, 2013), where the free
states are thermal states, we can construct athermal-
ity monotones from families of functions that are Schur-
convex relative to the thermal state (note that the ther-
mal state of a system depends not only on the dimension
of that system, but also on its Hamiltonian).

3. Schur-convexity relative to the uniform state

By specializing to the case where the fiducial distribu-
tion for a system of dimension d is just the uniform distri-
bution of that dimension, Lemma 26 provides a method
of constructing a nonuniformity monotone from any con-
vex function.
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Theorem 27 For every convex function g : R+ → R,
the function Mg : R → R defined by

Mg(x) := G
(
x
∥∥∥m(dx)

)
=

1

dx

dx∑

i=1

g (dxxi)

is a nonuniformity monotone.

Proof. We must show that the two conditions of Propo-

sition 21 hold. It is given that Mg(x) = G
(
x
∥∥∥m(dx)

)
,

therefore it follows from Theorem 26 that for any d′ ∈
Z+, Mg

(
x⊗m(d′)

)
= Mg(x), and it follows from The-

orem 25 that for any d ∈ Z+, the restriction of Mg to

a d-dimensional space is Schur-convex relative to m(d),
hence Schur-convex.

Note that if a Schur-convex function G can be ex-

pressed in the form G(x) :=
dx∑
i=1

g(xi) for some function

g : R → R, then g is convex [Proposition C.1.c on p. 95
of MOA]. Therefore, the theorem above defines a nonuni-
formity monotone for every Schur-convex function that
is expressible in this form.

Recall that a set of nonuniformity monotones that de-
termines the noisy equivalence class of a state is called
a complete set of monotones. The set of monotones Mg

that is defined by the set of all convex functions g is a
complete set (Hardy et al., 1952). We have also seen that
the monotones describing the height of the Lorenz curve
at every point are a complete set. For other examples,
see Ch. 4, Sec. B of MOA, and (Joe, 1990; Ruch et al.,
1978).

4. Schur-convexity-preserving functions

It is easy to see directly from Definition 20 that the
composition of any Schur-convex function Gd : Rd+ → R
with a function f : R → R that is increasing on its do-
main gives another Schur-convex function f ◦Gd : Rd+ →
R. Similarly, the composition of any Schur-convex func-

tion relative to q, G(·‖q) : Rdq+ → R, with an increasing
function f gives another function that is Schur-convex

relative to q, f ◦G(·‖q) : Rdq+ → R.

Schur-convex functions of x can be understood as gen-
eralizations of the negative entropy, or “negentropy”, of
x and are therefore denoted by −H(·)(x), with a sub-
script labelling the particular such function. Similarly,
functions of x that are Schur-convex relative to q can be
naturally understood as generalizations of the relative en-
tropy of x to q and are therefore denoted by H(·)(x‖q).
Finally, nonuniformity monotones of x will be denoted
I(·)(x).

5. Examples, including order-p Rényi nonuniformities

Table I provides examples of nonuniformity mono-
tones, constructed from various convex functions using
Theorem 27. These are derived as monotones for the clas-
sical resource theory, but, by Corollary 8, we can evaluate
these monotones for the spectrum of a quantum state to
obtain a monotone for the quantum resource theory.

Suppose we take our convex function g : R+ → R to
be

g(a) := a2.

We first construct from this function a family of Schur-
convex functions {Gd : d ∈ Z+} where Gd : Rd+ → R,
using the method of Lemma 22:

Gd(x) :=

d∑

i=1

x2
i .

We then derive, for each Gd, the associated Schur-convex
function relative to some distribution q ∈ R, denoted
G(·‖q):

G(x‖q) :=

dq∑

i=1

x2
i

qi
.

Finally, we construct a nonuniformity monotone Mg :
R → R from this function by taking q to be the uniform
distribution of dimension equal to that of the argument:

Mg(x) := G(x‖m(dx)) = dx

dx∑

i=1

x2
i .

The reader can easily follow this process of definition
for each of the examples provided in Table I. We here
provide some comments on these.

The Amato index is the nonuniformity monotone de-
fined from the convex function g(a) :=

√
1 + a2. It is a

simple example of a monotone which is also easily justi-
fied by considering the geometry of the Lorenz curve, as
we will demonstrate in Section IV.B.

Perhaps the most paradigmatic example of a Schur-
convex function is the negative of the Shannon entropy,
equivalently, the Shannon negentropy, which is generated
by Lemma 22 from the convex function g(a) = a log a
(in this article, all logarithms are base 2). Using the
standard notational convention of H(x) for the Shannon
entropy, the Shannon negentropy is simply

−H(x) :=

dx∑

i=1

xi log xi.

The relative entropy that g(a) = a log a defines is

H(x‖q) :=

dx∑

i=1

xi log

(
xi
qi

)
,
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A sampling of nonuniformity monotones derived from convex functions on the reals

Function pair Schur-convex function on Rd+ Schur-convex function relative to q Classical nonuniformity monotone

g(a) (convex); −H(·)(x) := f ◦Gd(x) H(·)(x‖q) := f ◦G(x‖q) I(·)(x) := H(·)

(
x
∥∥∥m(dx)

)
f(t) (increasing) = f

(
d∑
i=1

g(xi)

)
= f

 dq∑
i=1

qi g

(
xi
qi

) = f

(
dx∑
i=1

1
dx
g (dxxi)

)
g(a) = a2

f(t) = t

d∑
i=1

x2
i

dq∑
i=1

x2
i

qi
dx

dx∑
i=1

x2
i

√
1 + a2 Amato index

t

d∑
i=1

√
1 + x2

i

dq∑
i=1

qi

√
1 +

x2
i

q2
i

IAmato(x) :=

dx∑
i=1

√
1

d2
x

+ x2
i

a log a Shannon negentropy Relative Shannon entropy to q Shannon nonuniformity

t −H(x) :=

d∑
i=1

xi log xi H(x‖q) :=

dq∑
i=1

xi log

(
xi
qi

)
I(x) := H

(
x
∥∥∥m(dx)

)
= log dx −H(x)

− log a Burg negentropy Relative Burg entropy to q Burg nonuniformity

t −HBurg(x) := −
d∑
i=1

log xi
HBurg(x‖q) :=

dq∑
i=1

qi log

(
qi
xi

)
(= H(q‖x))

IBurg(x) := HBurg

(
x
∥∥∥m(dx)

)
= log dx −HBurg(x)(
= H

(
m(dx)

∥∥∥x))
±ap Order-p Tsallis negentropy Order-p Relative Tsallis entropy to q Order-p Tsallis nonuniformity

Sgn(p)

p− 1

(
± t− 1

)
p∈R\{0,1}

−HTs
p (x) :=

Sgn(p)

p− 1

(
d∑
i=1

xpi − 1

) HTs
p (x‖ q) :=

Sgn(p)

p− 1

(
dq∑
i=1

xpi q
1−p
i − 1

) ITs
p (x) := HTs

p

(
x
∥∥∥m(dx)

)
= dp−1

x

(
HTs
p

(
m(dx)

)
−HTs

p (x)
)

±ap Order-p Rényi negentropy Order-p Relative Rényi entropy to q Order-p Rényi nonuniformity
Sgn(p)

p− 1
log
(
± t
)

p∈R\{0,1}

−Hp(x) :=
Sgn(p)

p− 1
log

d∑
i=1

xpi Hp(x‖q) :=
Sgn(p)

p− 1
log

 dq∑
i=1

xpi q
1−p
i

 Ip(x) := Hp
(
x
∥∥∥m(dx)

)
= Sgn(p) log dx −Hp(x)

δa,0 − 1 ≡ −a0 Order-0 Rényi negentropy Order-0 Relative Rényi entropy Order-0 Rényi nonuniformity

− log(−t) (neg-max-entropy)

−H0(x) := − log |supp(x)|

(relative max-entropy) to q

H0(x‖q) := − log

 ∑
i∈supp(x)

qi

 I0(x) := H0

(
x
∥∥∥m(dx)

)
= log dx −H0(x)

Order-∞ Rényi negentropy Order-∞ Relative Rényi entropy Order-∞ Rényi nonuniformity

(neg-min-entropy)

−H∞(x) := log x↓1

(relative min-entropy) to q

H∞(x‖q) := log max
i=1,...,dq

(
xi
qi

) I∞(x) := H∞
(
x
∥∥∥m(dx)

)
= log dx −H∞(x)

Order-(−∞) Rényi negentropy Order-(−∞) Relative Rényi entropy Order-(−∞) Rényi nonuniformity

−H−∞(x) := − log min
i=1,...,d

xi

= − log x↓d

H−∞(x‖q) := − log min
i=1,...,dq

(
xi
qi

)
(

= H∞(q‖x)
)

I−∞(x) := H−∞
(
x
∥∥∥m(dx)

)
= − log dx −H−∞(x)(
= H∞

(
m(dx)

∥∥∥x))
TABLE I The first column specifies a function g which is convex and another function f which is increasing (on the relevant
domains of definition), and the second specifies the Schur-convex family that they define. In the third column, we define the
associated relative Schur-convex function to a distribution q. Finally, in the fourth column, we define a nonuniformity monotone
as the relative Schur-convex function to the uniform state. The last four rows concern the nonuniformity monotones based on
Rényi entropies. The symbol ± denotes a sign that depends on p. It is + for p < 0 and p > 1, and − for 0 < p < 1 (formally,
it equals Sgn(p(p− 1))).
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which we term the relative Shannon entropy of x to q.
It is also known as the Kullback–Leibler divergence of
x from q (Kullback and Leibler, 1951). This yields the
nonuniformity monotone

I(x) := H(x‖m) =

dx∑

i=1

xi log (dxxi)

= log dx −H(x),

which we term the Shannon nonuniformity of x.
Starting from the convex function g(a) = − log a, we

obtain as the corresponding Schur-convex function the
negative of the Burg entropy (Burg, 1967),

−HBurg(x) := −
dx∑

i=1

log xi.

We find the relative Schur-convex function that this de-
fines to be

HBurg(x‖q) :=

dx∑

i=1

qi log

(
qi
xi

)
.

It is straightforward to verify that

HBurg(x‖q) = H(q‖x).

So the relative Burg entropy of x to q is just the relative
Shannon entropy of q to x.

In the context of athermality theory, where q is the
thermal state, the analogous quantity has been discussed
in (Janzing et al., 2000).

As the next example, consider the one-parameter fam-
ily of functions

gp(a) := ±ap (p ∈ R \ {0, 1}), (4.9)

where the sign is chosen such that gp is convex (that is,
+ for p < 0 and p > 1, and − for 0 < p < 1). We

first obtain that G(p)(x) := ±∑dx
i=1 x

p
i is Schur-convex.

Setting f(t) := Sgn(p)(±t− 1)/(p− 1) yields the order-p
Tsallis negentropy (Tsallis, 1988) −HTs

p := f ◦G(p); that
is,

−HTs
p (x) :=

Sgn(p)

p− 1

(
dx∑

i=1

xpi − 1

)

which is therefore Schur-convex. Note that the order-
p Tsallis entropy is usually defined as 1

p−1 (1−∑i x
p
i )

(Tsallis, 1988) so that our terminology only coincides
with the standard one for p ≥ 0, and differs by a neg-
ative sign for p < 0. Nonetheless, we are here adopt-
ing the convention that the term ‘entropy’ (respectively,
‘negentropy’) should be reserved for functions that are
Schur-concave (respectively, Schur-convex).

Applying Theorem 27 (which remains valid under com-
position with f), we obtain the order-p relative Tsallis

entropy to q (Tsallis, 1998):

HTs
p (x‖q) :=

Sgn(p)

p− 1

(
dx∑

i=1

xpi q
1−p
i − 1

)
.

(Again, we deviate from the standard definition by a neg-
ative sign for p < 0.) Finally, taking q to be the uniform
distribution, we obtain what we call the order-p Tsallis
nonuniformity:

ITs
p (x) :=HTs

p

(
x
∥∥∥m(dx)

)

=dp−1
x

(
HTs
p

(
m(dx)

)
−HTs

p (x)
)
.

An interesting fact about gp(a) is that in the limit
p → 1, it converges to a ln a, so that the order-p Tsal-
lis nonuniformity converges to the Shannon nonunifor-
mity (up to the multiplicative factor ln 2) in the limit
p → 1. The p → 0+ and p → ∞ limits are also impor-
tant because they are parent quantities of nonuniformity
monotones based on the max- and min-entropies, which
will be discussed shortly.

Repeating the construction above, with gp as
in (4.9), but alternative choice of function f(t) :=
Sgn(p) log(±t)/(p− 1), we obtain the order-p Rényi neg-
entropy

−Hp(x) :=
Sgn(p)

p− 1
log

dx∑

i=1

xpi ,

which is again Schur-convex. Moving on, we construct
the order-p relative Rényi entropy of x to q,

Hp(x‖q) :=
Sgn(p)

p− 1
log

dx∑

i=1

xpi q
1−p
i ,

and the nonuniformity monotone

Ip(x) := Hp

(
x
∥∥∥m(dx)

)
= Sgn(p) log dx −Hp(x)

which we call the order-p Rényi nonuniformity of x.
Although the functions −Hp, Hp(·‖q) and Ip are not

defined at p ∈ {0, 1}, they do converge in these limits
and in the limits p→ ±∞.

The p → 1 limit is the least interesting: it just yields
the functions H, H(·‖q) and I (the Shannon negentropy,
Shannon relative entropy and Shannon nonuniformity).

The limits p → 0+ and p → ∞ are of special signif-
icance. They will reappear below in different contexts,
and are related to the min- and max-entropies. Since
there are different versions of these entropies in the liter-
ature, we spell out the details in formal definitions. At
this point, we are using the definitions by Renner (Ren-
ner, 2008), but we will later depart from his conventions
in the case of smoothed entropies.

The limit p→ 0+ yields the Schur-convex function

−H0(x) := − log |supp(x)| ,
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which is the negative of what is traditionally called the
max-entropy of x (because H0(x) attains the maximum
value among the Hp(x)) (Gorban et al., 2010). Hence
we call this function the neg-max-entropy. The corre-
sponding Schur-convex function relative to q is called the
relative max-entropy of x to q13:

H0(x‖q) := − log


 ∑

i∈supp(x)

qi


 ,

whence the resulting nonuniformity monotone is

I0(x) := H0

(
x
∥∥∥m(dx)

)

= log dx − log |supp(x)|
= log dx −H0(x). (4.10)

The limit p→∞, on the other hand, yields the Schur-
convex function

−H∞(x) := log max
i∈{1,...,dx}

xi

= log
(
x↓1

)
, (4.11)

which is the negative of what is traditionally known as
the min-entropy of x, and which we term the neg-min-
entropy. The corresponding Schur-convex function rela-
tive to q is what is called the relative max-entropy of x
to q (Datta, 2009):

H∞(x‖q) := log max
i∈{1,...,dx}

(
xi
qi

)
,

whence the resulting nonuniformity monotone is

I∞(x) := H∞

(
x
∥∥∥m(dx)

)

= log dx + log
(
x↓1

)

= log dx −H∞(x). (4.12)

Finally, consider the limit p→ −∞. Here we find that

−H−∞(x) := − log min
i∈{1,...,dx}

xi,

H−∞(x‖q) := − log min
i∈{1,...,dx}

(
xi
qi

)
,

I−∞(x) := H−∞

(
x
∥∥∥m(dx)

)

= − log dx −H−∞(x).

It is straightforward to verify that

H−∞(x‖q) = H∞(q‖x).

13 It has also been called the min-relative entropy in (Datta, 2009)
because among relative entropies, it has the minimum value.

Remark 28 H−∞(x‖q) admits of a simple operational
interpretation: 2−H−∞(x‖q) is the maximum probability
with which the state q can appear in a mixture of states
that yields x14 . The proof is straightforward: if the state
q appears with weight w in a mixture of states that yields
x, then x = wq+ (1−w)z for some state z. In this case,
all the components of x − wq must be positive. Conse-
quently,

w ≤ min
i∈{1,...,dx}

(
xi
qi

)
= 2−H−∞(x‖q).

Because the order-(−∞) Renyi nonuniformity, I−∞, is
obtained by setting q = m in H−∞(x‖q), it follows that
this monotone quantifies the largest probability with which
the uniform state m can appear in a convex decomposition
of x.15

The Rényi p-nonuniformities will have an important
role to play in the discussion of state conversion with a
catalyst. In anticipation of those results, we note two
facts about these monotones. First, they are all additive,
that is,

Ip(x⊗ y) = Ip(x) + Ip(y) (4.13)

for all p ∈ R. This follows from the simple identity

∑

i,j

(xiyj)
p =

(∑

i

xpi

)
∑

j

ypj


 .

Secondly, the different Rényi entropies are ordered as fol-
lows:

I−∞(x) ≥ Ip′(x) ≥ Ip(x), p′ < p < 0, (4.14)

I0(x) ≤ Ip(x) ≤ Ip′(x) ≤ I∞(x), 0 < p < p′. (4.15)

Inequalities (4.15) follow from a similar order relation

over the p-norms ‖x‖p ≡ (
∑
i x

p
i )

1/p
, while (4.14) fol-

low from Lemma 17 of (Brandão et al., 2015). There, it
is proven that for any distribution x with full support,
Hp(x), considered as a function of p, is nondecreasing
over the range p < 0, whereas for any x whose support
is not the full sample space, Hp(x) → −∞ for all p < 0.
Consider first the case of an x with full support. We find
that

lim
p→0−

Hp(x) = − log dx;

lim
p→0+

Hp(x) =:H0(x) = log dx.

14 The analogue of this property for the quantum version of this
quantity has been noted in (Datta, 2013).

15 As such, it is analogous to the one from entanglement theory
called “the separability of a state” and which is defined as the
maximum probability with which a separable state appears in
a convex decomposition of the state (Lewenstein and Sanpera,
1998).
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Therefore,

lim
p→0−

Ip(x) = − log dx − lim
p→0−

Hp(x) = 0;

I0(x) = log dx−H0(x) = 0.

On the other hand, for some x whose support is a
proper subset of the sample space,

lim
p→0−

Ip(x) =− log dx − lim
p→0−

Hp(x) =∞;

I0(x) = log dx −H0(x) = log

(
dx

|supp(x)|

)
.

It follows from the inequalities in (4.14), (4.15) that
for any x (fully-supported or otherwise),

I0(x) = inf
p∈R

Ip(x)

I∞(x) = sup
p∈R+

Ip(x). (4.16)

See also (van Erven and Harremoës, 2010) for a treat-
ment of the connection of the Rényi relative entropies
with majorization and Lorenz curves.

B. Nonuniformity monotones arising from the geometry of
the Lorenz curve

It is also interesting to consider nonuniformity mono-
tones that are inspired by features of the Lorenz curve.
Lorenz curves were originally introduced in economics to
characterize income inequality (MOA). There are a num-
ber of measures of income inequality that were defined
in terms of the Lorenz curve. These immediately yield
interesting nonuniformity monotones.

The Gini index of x is the area of the Lorenz curve of
x over the diagonal (Gini, 1912)16 (see also F.4.a on p.
563 of MOA). This is clearly a monotone because if the
Lorenz curve of x is nowhere below the Lorenz curve of y,
then the area over the diagonal of the Lorenz curve of x
is not less than that of y. A straightforward calculation
yields the value of the Gini index of x in terms of its
components:

MGini(x) =
dx − 1

2dx
− 1

dx

dx∑

i=2

(i− 1)x↓i .

The Schutz index of x is the maximum vertical devia-
tion between the Lorenz curve of x and the line joining
(0,0) to (1,1)(Schutz, 1951) (see also F.4.f on p. 565 of
MOA). If the Lorenz curve of x is everywhere above the
Lorenz curve of y, the vertical deviation for y at any ab-
scissa is no greater than that of x at the same abscissa.
Consequently, the same holds for the maximum vertical

16 In fact, the Gini index is usually defined as twice this area.

deviation. By virtue of the monotonicity of the vertical
deviation over any of the linear segments of the Lorenz
curve of x, the Schutz index of x is given in terms of its
components as

MSchutz(x) = max
k∈1,...,dx

(
k∑

i=1

x↓i −
k

dx

)
.

The length of the Lorenz curve of x is also a nonuni-
formity monotone. In the context of income inequality,
it was proposed in (Amato, 1968) and later in (Kak-
wani, 1980) (see also F.4.h on p. 565 of MOA). We will
call it the Amato index. It is seen to be a monotone by
virtue of the fact that the Lorenz curves of x and y have
the same boundary points and are convex, so that if the
Lorenz curve of x is nowhere below the Lorenz curve of
y, it cannot be shorter. The Amato index of x is given
by

MAmato(x) =

dx∑

i=1

√
1

d2
x

+ x2
i .

It was noted in Section IV.A that this monotone can be
constructed from the convex function g(a) =

√
1 + a2.

The nonuniformity monotones corresponding to vari-
ous limits of the family of Renyi nonuniformities, specif-
ically I∞, I0 and I−∞, have very simple interpretations
in terms of the geometry of the Lorenz curve. Indeed,
this connection allows us to deduce that they are nonuni-
formity monotones merely from the characterization of
noisy-majorization in terms of one Lorenz curve being
everywhere not less than another.

For any Lorenz curve Lx, define the on-ramp to be
the first segment of the curve. Its slope is clearly de-

termined by the largest eigenvalue of x, x↓1. Specifically,

the slope of the on-ramp is mon(x) := x↓1/(1/dx). Recall-
ing the definition of the order-(∞) Renyi nonuniformity,
Eq. (4.12), we conclude that

mon(x) = 2I∞(x). (4.17)

If x is mapped to y by noisy operations, the Lorenz curve
Ly must lie on or below Lx, and consequently, the slope
of the on-ramp of Ly must be less than or equal to that of
Lx. This is an intuitive way to see why I∞ is a monotone.

Similarly, the tail of a Lorenz curve Lx, i.e. the right-
most part where the curve is flat and attains the value
one, is related to the number of zero eigenvalues in x.
The length `(x) of this tail is `(x) = 1

dx
(dx − |supp(x)|),

which by Eq. (4.10), implies that

`(x) = 1− 2−I0(x). (4.18)

Again, if x is mapped to y by noisy operations, the Lorenz
curve Ly must lie on or below Lx, and this is possible only
if the tail lengths satisfy `(y) ≤ `(x). This is a simple
way of seeing why I0 is a nonuniformity monotone.
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A sampling of nonuniformity monotones derived from the geometry of the Lorenz curve

Geometric feature of Lorenz curve Nonuniformity monotone Comments

Height at point u MLorenz,u(x) := Lx(u) = Sbdxuc(x)

u ∈ [0, 1] +
[
Sbdxuc+1(x)− Sbdxuc(x)

]
(dxu− bdxuc)

where Sk (x) :=
∑k
i=1 x

↓
i

Area above diagonal MGini(x) = dx−1
2dx
− 1

dx

dx∑
i=2

(i− 1)x↓i Gini index

Maximum vertical deviation MSchutz(x) = max
k∈{1,...,dx}

(
k∑
i=1

x↓i − k
dx

)
Schutz index

from diagonal

Length of Lorenz curve MAmato(x) =
dx∑
i=1

√
1
d2x

+ x2
i Amato index

Slope of on-ramp mon(x) = 2I∞(x) I∞(x) is the order-(∞) Renyi nonuniformity

Length of tail `(x) = 1− 2−I0(x) I0(x) is the order-(0) Renyi nonuniformity

Negative of slope of off-ramp −moff(x) = −2−I−∞(x) I−∞(x) is the order-(−∞) Renyi nonuniformity

TABLE II The first column specifies a geometric property of the Lorenz curve of the classical distribution x. The second
specifies the classical nonuniformity monotone that this property defines.

Finally, we mention another monotone that is given
by the geometry of the Lorenz curve. Defining the off-
ramp of the curve to be the final segment — the one
that touches the (1,1) point — the monotone is the slope
of the off-ramp. This is zero if the Lorenz curve has a
nontrivial tail and is nonzero otherwise.

This slope is given by moff(x) = 2log dx+log x↓dx where

x↓dx is its smallest component of x (recall that the min-
entropy is defined in terms of the largest component of
x). Recalling the definition of I−∞ (x), the order-(−∞)
Renyi nonuniformity, Eq. (4.12), we conclude that

moff(x) = 2−I−∞(x). (4.19)

Clearly, if the Lorenz curve of x is nowhere below that of
y, the off-ramp slope of x is less than or equal to that of
y. Hence the negative of the off-ramp slope is a nonuni-
formity monotone, which is a simple way of seeing that
I−∞(x) is a monotone.

C. Nonuniformity monotones from other Schur-convex
functions

Not all Schur-convex functions lend themselves to a
decomposition as the sum of a single convex function
evaluated on the components, but we can still construct
nonuniformity monotones from some of these.

Proposition 29 Given a distribution, q ∈ Rdq+ , and a
non-negative function g : R+ → R+, the function Γ(·‖q) :

Rdq+ → R defined by

Γ(x‖q) =

dq∏

j=1

[
g

(
xj
qj

)]qj
(4.20)

is Schur-convex (Schur-concave) relative to q if log g is
convex (concave).

Proof. By taking the log on both sides of (4.20) and
using Lemma 25 we get that log(Γ(x‖q)) is Schur-convex.
Since the log function is monotonically increasing we get
that Γ(x‖q) must also be Schur-convex. The concave case
follows the same lines.

As an example, consider the function g : R+ → R+ de-
fined by g(a) = a. Since log a is concave, the proposition

above implies that the function
∏dq
j=1

(
xj
qj

)qj
is Schur-

concave relative to q and therefore

ΓWG(x‖q) = 1−
dq∏

j=1

(
xj
qj

)qj

is Schur-convex relative to q. Note that the product is the
weighted geometric mean (hence ‘WG’) of the elements
xj/qj with weights qj .

For q = m(dx) this example yields the nonuniformity
monotone

MG(x) := 1− dx
(
dx∏

i=1

xi

) 1
dx

.

Because the weighted geometric mean is uniformly
weighted in this case, it is just the geometric mean (hence
the subscript ‘G’). It is the analogue for nonuniformity of
the G-concurrence entanglement monotone (Gour, 2005).

Note that the product of components,
dx∏
i=1

xi, and the

geometric mean of the components,

(
dx∏
i=1

xi

) 1
dx

are both
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Schur-concave functions, but they generalize to the same
nonuniformity monotone, namely MG(x), because of the
requirement of eq. (4.3).

In fact, the product of all the components is just one
among a whole class of Schur-concave functions: the ele-
mentary symmetric polynomials in the components. The

kth such polynomial is defined as S
(d)
k : Rd+ → R,

S
(d)
k (x) :=

∑

i1<i2...<ik

k∏

j=1

xij , (4.21)

where the sum is over all k-tuples of distinct components.
We have not found a way to construct nonuniformity

monotones from the Schur-concave function S
(d)
k except

for the special cases of k = d and k = 2 (the k = 1 case
is trivial).

Finally, we summarize in Table III the operational in-
terpretations of some of these measures, interpretations
that will be discussed in the rest of this article.

V. EXACT STATE CONVERSION

A. A standard form of nonuniformity: sharp states

It is useful to define a nonuniform state that can serve
as a natural unit for the resource in question. For the re-
source of nonuniformity, the pure state of a two-level sys-
tem, that is, the distribution (1, 0), is an obvious choice.
We refer to such a state as a bit of nonuniformity or as
a pure bit.

The family of pure states of different dimensions also
provides a natural standard relative to which one can
quantify other states’ nonuniformity. A pure state of
dimension d corresponds to the distribution

(1, 0, . . . , 0︸ ︷︷ ︸
d−1

).

Clearly, k pure bits constitute a pure state of dimension
2k, however, pure states for dimensions that are not pow-
ers of 2 cannot be represented as an integer number of
pure bits.

Pure states of different dimensions are themselves sub-
sumed as a special case of a third family of nonuniform
states, which we will call the sharp states. It is the latter
set which is the most versatile and which we will take
in this article to be the standard relative to which we
judge the nonuniformity of states. A sharp state is any
distribution of the form

( 1
du
, . . . , 1

du︸ ︷︷ ︸
du

, 0, . . . , 0

︸ ︷︷ ︸
d

), (5.1)

where d, du ∈ Z+ and du ≤ d, that is, a state of dimension
d that is uniformly distributed over du physical states and
assigns probability zero to the rest.

If we evaluate the Shannon nonuniformity of such a
state, we find log(d/du). Furthermore, one easily veri-
fies that the order-0 and order-∞ Rényi nonuniformities
are equal to the Shannon nonuniformity for this state. It
then follows from Eq. (4.16) that for all p ∈ R+ the order-
p Rényi nonuniformity is equal to the Shannon nonuni-
formity for this state. Indeed, the noisy equivalence class
of this state is the set of all sharp states with the same
ratio of d to du and therefore on the set of sharp states ev-
ery nonuniformity monotone can be expressed as a func-
tion of the Shannon nonuniformity. We will therefore
adopt the convention of refering to log(d/du) as simply
the nonuniformity of the sharp state. Clearly, the possi-
ble values for the nonuniformity of a sharp state is just
the image of the rationals greater than 1 under the log-
arithmic function.

We will adopt as our canonical representative of each
equivalence class of sharp states the one of lowest dimen-
sion within that class, and we will label it by its nonuni-
formity. The canonical sharp state with nonuniformity I
will be denoted sI . Thus, we have

s0 := (1) (5.2)

slog(3/2) := (1/2, 1/2, 0) (5.3)

s1 := (1, 0) (5.4)

slog(7/3) := (1/3, 1/3, 1/3, 0, 0, 0, 0) (5.5)

slog 3 := (1, 0, 0) (5.6)

s2 := (1, 0, 0, 0) (5.7)

Note that a uniform state is a sharp state with nonuni-
formity zero. The canonical sharp state in this class, s0,
is the uniform state of smallest dimension, namely, di-
mension 1 (which we could also denote by m(1)) but it is
of course noisy-equivalent with the uniform state m(d) of
any dimension. A pure bit is the canonical sharp state
with nonuniformity 1, s1. A pure state of dimension d is
the canonical sharp state with nonuniformity log d, slog d.

The Lorenz curves representing sI for various values
of I are depicted in Fig. 4. It is easy to see that the
set of sharp states includes all and only those states for
which the Lorenz curve has the simple form of an on-
ramp and a tail. Recalling Eqs. (4.17) and (4.18), the
on-ramp slope of a sharp state is mon(sI) = 2I , while the
tail length is `(sI) = 1− 2−I . It is clear from the geom-
etry of the Lorenz curves that the set of sharp states are
totally ordered under noisy operations. For any degree
of nonuniformity that is equal to the logarithm of a real
(possibly irrational) number, one can approximate this
arbitrarily closely with a sequence of sharp states whose
nonuniformity converges to that degree of nonuniformity
in the limit of arbitrarily large dimension.

Finally, note that a tensor product of two sharp states,
one with nonuniformity I1 and one with nonuniformity
I2 is another sharp state with nonuniformity I = I1 + I2,
that is, sI1 ⊗ sI2 is noisy-equivalent with sI1+I2 .
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Nonuniformity monotone Operational Interpretation Comments

I−∞(x) := − log dx −H−∞(x) Quantifies maximum weight of uniform state in decomposition See Remark 28

I0(x) := log dx −H0(x) Quantifies single-shot distillable nonuniformity See Lemma 30

I∞(x) := log dx −H∞(x) Quantifies single-shot nonuniformity of formation See Lemma 31

I(x) := log dx −H(x) Quantifies asymptotic rate of interconversion See Lemma 66

Describes total order of states under approximate catalysis See Theorem 69

TABLE III Operational interpretation of some nonuniformity monotones

0 1

1

slog 3 = (1, 0, 0)
pure state of dimension 3

slog(7/3) =
�

1
3 ,

1
3 ,

1
3 , 0, 0, 0, 0

�

s1 = (1, 0)
bit of nonuniformity

slog(3/2) =
�

1
2 ,

1
2 , 0
�

s0 = (1)
uniform state

1

FIG. 4 The Lorenz curves of various sharp states.

B. Nonuniformity of formation and distillable nonuniformity

Given this standard form of nonuniformity, two impor-
tant questions arise:

(i) What is the minimum nonuniformity of sharp state
required to deterministically create (or “form”) a
single copy of state x by noisy operations?

(ii) Given a single copy of state x, what is the maximum
nonuniformity of sharp state that can be determin-
istically extracted (or “distilled”) from it by noisy
operations?

We refer to the answer to the first question as the single-
shot nonuniformity of formation and the answer to the
second question as the single-shot distillable nonunifor-
mity. The term “single-shot” refers to our interest in
forming or distilling only one copy of x.

If we find that the minimum nonuniformity of any
sharp state required to form x is I, then the minimum
number of pure bits required is dIe, where dae denotes
the smallest integer not smaller than a (the ceiling func-
tion). Similarly, if the maximum nonuniformity of any
sharp state that can be extracted is I, then the maxi-
mum number of pure bits that can be extracted is bIc,

where bac denotes the largest integer not larger than a
(i.e. the floor function).

Note that the possession of a pure bit is equivalent, as
a resource, to having access to one implementation of a
one-bit erasure operation17. This follows from the fact
that (a) given one pure bit as a resource, one can im-
plement erasure on a system by swapping the system’s
state with the resource’s state, and (b) given one imple-
mentation of a one-bit erasure operation, a uniform state
(available for free) can be transformed into one bit of
nonuniformity. It is useful to think of this equivalence
class of resources as the ability to do one bit of “infor-
mational work”. So distillation of nonuniformity is the
analogue, within the resource theory of nonuniformity, of
work extraction in the resource theory of athermality. In-
deed, work extraction often involves a two-step procedure
wherein one first distills pure bits, and then uses them in
a Szilard engine to do work (Dahlsten et al., 2009; Egloff
et al., 2012).

Questions (i) and (ii) above are easily answered geo-
metrically by means of Lorenz curves, as illustrated in
Fig. 5. This proof technique was first used in (Horodecki
and Oppenheim, 2013).

0 1
4

1
2

3
4

1

1
2�I1(x) 2�I0(x)

x

sI
I = I0(x)

sI 0
I 0 = I1(x)

1

17 It is similarly evident that a sharp state with nonuniformity log d
is equivalent, as a resource, to having access to an operation that
takes an arbitrary state of dimenstion d to a sharp state with
nonuniformity log d.
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FIG. 5 From the Lorenz curve of x, one easily infers that I0(x)
is the maximum nonuniformity of sharp state that can be
distilled from x and that I∞(x) is the minimum nonuniformity
of sharp state that is required to form x.

For a given state x, its Lorenz curve Lx lies above or on
the Lorenz curve LsI of a sharp state with nonuniformity
I if and only if it has at least as long a tail length, i.e., if
and only if `(x) ≥ `(sI). Given the expression for the tail
length of x, Eq. (4.18), and the fact that the tail length
of sI is simply `(sI) = 1 − 2−I , the condition becomes
I ≤ I0(x). Since I0(x) is the logarithm of a rational,
we can attain the bound using a uniform ancilla of finite
dimension.

Similarly, there is a simple geometric condition that
is necessary and sufficient to guarantee that the Lorenz
curve LsI of a sharp state with nonuniformity I lies on
or above the Lorenz curve Lx of x: namely, the on-
ramp slope of LsI must equal or exceed that of Lx, that
is, mon

sI ≥ mon
x . According to Eq. (4.17) and the fact

that the on-ramp slope of LsI is 2I , this is equivalent to
I ≥ I∞(x). Here, we cannot always attain the bound
with a finite-dimensional ancilla, since I∞(x) can be the
logarithm of an irrational number. However, we can ap-
proach equality arbitrarily closely by using large enough
ancillary uniform states.

We can summarize what we have proven as follows.

Proposition 30 The state conversion x
noisy7−→ sI is possi-

ble if and only if

I ≤ I0(x).

Consequently, the maximum nonuniformity of sharp state
that can be distilled deterministically from a state x by
noisy operations is I0(x), the order-0 Rényi nonunifor-
mity of x.

Proposition 31 The state conversion sI
noisy7−→ x is possi-

ble if and only if

I ≥ I∞(x).

Consequently, the minimum nonuniformity of sharp state
that is required to deterministically form a state x by
noisy operations is I∞(x), the order-(∞) Rényi nonuni-
formity of x.

These results yield an operational interpretation of
I∞(x) (I0(x)) in terms of the single-shot nonuniformity
cost (yield) of a state x18.

18 Note that it is not, strictly speaking, the single-shot cost (yield)
of pure bits because the latter is the integer ceiling (floor) of this
quantity. Nonetheless, as long as one remembers this subtlety,
pure bit cost (yield) is an accurate description and it is often
described this way (Dahlsten et al., 2009; Del Rio et al., 2011;
Faist et al., 2012).

Note that if the system is composite and the state is
a product state, then by virtue of the additivity of I∞
and I0, the distillable nonuniformity and the nonunifor-
mity of formation of the composite state are just the sum
of those of the components. In other words, the maxi-
mum nonuniformity yield and the minimum nonunifor-
mity cost are both achievable by processing the compo-
nents separately. It also follows that if one cannot distill
any nonuniformity from x then one cannot do so from
any number of copies of x either. The analogous fact
was pointed out for athermality theory in (Janzing et al.,
2000).

Also note that if the system consists of several com-
ponents, correlations among the systems is a resource of
nonuniformity. For instance, a pair of bits which are per-
fectly correlated but with uniform marginals on each bit
define a probability distribution x := (1/2, 0, 0, 1/2), cor-
responding to a sharp state with nonuniformity 1. This
is noisy-equivalent to a single pure bit. The point is
that, in the resource theory of nonuniformity, all unitaries
are free, including those that couple together distinct
systems. It follows that how nonuniformity is encoded
within a composite system (locally or in correlations) is
irrelevant.

In the resource theory of athermality, the problem that
is the analogue of finding the maximum single-shot dis-
tillable nonuniformity is finding the maximum amount of
work that can be extracted from a state in a single-shot
protocol. This was first solved in (Horodecki and Oppen-
heim, 2013) and (Åberg, 2013). That the single-shot dis-
tillable nonuniformity is I0(x) is simply the specialization
to energy-degenerate systems of their result. (Horodecki
and Oppenheim, 2013) also determined the work cost of
preparing a state in a single-shot protocol, which in the
case of energy-degenerate systems is just the single-shot
nonuniformity of formation, and their result reduces to
I∞(x) in this case.

Finally, the results on single-shot formation and distil-
lation of nonuniformity yield a simple sufficient condition
for the possibility of a state conversion.

Lemma 32 If x and y are states such that

I0(x) ≥ I∞(y),

then x
noisy7−→ y.

Equivalently, the function

W (x, y) := I0(x)− I∞(y)

is a go witness for the state conversion x
noisy7−→ y, which is

to say that if W (x, y) ≥ 0 then x
noisy7−→ y.

Proof. The result follows from Propositions 30 and 31.
The latter implies that a sharp state with nonuniformity
I∞(y) suffices to form y, and the former implies that
starting from x, we can distill a sharp state with nonuni-
formity I0(x) (recall that 2I0(x) is always rational). Con-
sequently, if I0(x) ≥ I∞(y), we can distill from x a sharp
state that is sufficient to form y.
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C. Nonuniformity cost and yield of state conversion

We have discussed the problem of whether or not x
can be mapped to y by noisy operations. We have also
considered how much nonuniformity (in some standard
form) may be extracted from a state, and how much
nonuniformity is required to create the state. There is
an obvious way in which to combine these questions into
another pair of questions:

(i) If x
noisy7−→ y, what is the maximum nonuniformity

of sharp state that can be distilled in addition to
achieving the state conversion?

(ii) If it is not the case that x
noisy7−→ y, what is the mini-

mum nonuniformity of sharp state that one requires
to make the state conversion possible?

We call the former the nonuniformity yield of the state
conversion and the latter the nonuniformity cost of the
state conversion.

The following lemma will be useful for answering these
questions.

Lemma 33 The operation of adjoining an ancillary sys-
tem in sharp state sI to a system in state x, that is,
x 7→ x ⊗ sI , corresponds to the map Lx(u) 7→ Lx⊗sI (u)
on Lorenz curves, where

Lx⊗sI (u) =

{
Lx(2Iu), u ∈ [0, 2−I ]

1, u ∈ (2−I , 1]
(5.8)

This corresponds to a 2I-fold compression of the Lorenz
curve of x along the u-axis while lengthening the tail an
appropriate amount.

To see this, note that if I = log(d/du), then

(y ⊗ sI)↓ =

(y↓1/du, . . . , y
↓
1/du︸ ︷︷ ︸

du

, . . . , y↓dy/du, . . . , y
↓
dy
/du︸ ︷︷ ︸

du

, 0, . . . , 0︸ ︷︷ ︸
dy(d−du)

),

(5.9)

where the multiplicity of each nonzero coefficient is du
and the mulitplicity of the zeros is dy(d− du). One then
verifies that the Lorenz curve has the form described.

The case of I = 0 corresponds to adjoining an ancil-
lary system in the uniform state, which leaves the Lorenz
curve invariant.

It is also useful to define the following order relation
on states.

Definition 34 (λ-noisy-majorization) We say that x
λ-noisy-majorizes y, where λ ∈ R, if

Lx(u) ≥ Ly(2λu) ∀u ∈ [0, u∗], (5.10)

where u∗ := min{1, 2−λ}, or equivalently,

Lx(2−λu) ≥ Ly(u) ∀u ∈ [0, u−1
∗ ]. (5.11)

We will seek to understand this relation in terms of
the geometry of Lorenz curves. We consider the cases of
λ > 0 and λ < 0 in turn.

For λ > 0, if x λ-noisy-majorizes y then not only is the
Lorenz curve of x everywhere greater than or equal to
the Lorenz curve of y, but it is also the case that one can
implement a 2λ-fold compression of the Lorenz curve of
y along the u-axis (making it rise to 1 more rapidly), and
still find that the Lorenz curve of x is everywhere greater
than or equal to it. Equivalently, it asserts that one can
implement a 2λ-fold stretching of the Lorenz curve of x
along the u-axis (making it rise to 1 less rapidly), and
still find that the Lorenz curve of x is everywhere greater
than or equal to that of y.

From Lemma 33 one can also deduce the physical sig-
nificance of the fact that x λ-noisy-majorizes y when

λ > 0: it implies that x
noisy7−→ y ⊗ sλ, that is, one can

distill a sharp state of nonuniformity λ in addition to
achieving the conversion of x to y. To see this, note that
Eq. (5.10) implies, via Eq. (5.8), that Lx(u) ≥ Ly⊗sλ(u)
in the region u ∈ [0, u∗] where u∗ = 2−λ. The only
subtlety then, is to prove that Lx(u) ≥ Ly⊗sλ(u) also
in the region u ∈ (u∗, 1]. This follows from noting that
at u = u∗, we have Ly⊗sλ(u∗) = 1, but we also have
Lx(u∗) ≥ Ly⊗sI (u∗), and therefore Lx(u∗) = 1. But
because the Lorenz curve of x is concave it follows that
Lx(u) = 1 for u ∈ (u∗, 1] and consequently it cannot be
smaller than Ly(u) in that region.

We now consider the case of λ < 0. In this case, if
x λ-noisy-majorizes y then the Lorenz curve of x must
somewhere be lower than that of y (so that x does not
noisy-majorize y), but if we implement a 2λ-fold com-
pression of the Lorenz curve of y along the u-axis, which,
because 2λ < 1 is a net stretching of the Lorenz curve
of y along the u-axis (making it rise to 1 less rapidly),
then the Lorenz curve of x becomes everywhere greater
than or equal to that of y. Equivalently, it asserts that a
2|λ|-fold net compression of the Lorenz curve of x along
the u-axis (making it rise to 1 more rapidly) can make it
everywhere greater than or equal to that of y.

Physically, if x λ-noisy-majorizes y for λ < 0, then

x⊗ s|λ|
noisy7−→ y, that is, a sharp state of nonuniformity |λ|

can make the conversion of x to y possible.

This time, the proof begins with Eq. (5.11), which im-
plies, via Eq. (5.8), that Lx⊗s|λ|(u) ≥ Ly(u) in the region

u ∈ [0, u−1
∗ ] where u−1

∗ = 2λ. Again, one can easily infer
that this inequality also holds in the region u ∈ (u−1

∗ , 1],
and so holds for all u ∈ [0, 1].

Standard noisy-majorization is λ-noisy-majorization
with λ = 0.

Note that the sign of λ determines whether λ-noisy
majorization is a strengthening or a weakening of noisy-
majorization: if x λ-noisy-majorize y for a strictly posi-
tive λ, then it has more nonuniformity than is required
for it to noisy-majorize y, while if x λ-noisy-majorizes
y for negative λ, then it has less nonuniformity than is
required for it to noisy-majorize y.
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FIG. 6 An illustration of the nonuniformity yield of state conversion (Λ(x‖y) when Λ(x||y) ≥ 0) and bounds thereon. The
Lorenz curves of x and y are depicted, as well as the Lorenz curve of y⊗ sI (dashed) for various values of I. According to (5.8),
the curve of y ⊗ sI is obtained by linearly compressing the curve of y along the u-axis. The nonuniformity yield is the largest
value of I such that x 7→ y⊗sI , i.e. such that this linearly compressed curve is still below or on the curve of x. This is illustrated
in (6a): we compress the curve of y until it touches the curve of x, and the resulting value of I equals the nonuniformity yield
I = Λ(x‖y). In (6b), it is shown how the upper bound I ′ := I0(x) − I0(y) ≥ Λ(x‖y) from Proposition 38 can be derived
graphically: compress the Lorenz curve of y such that the leftmost point on its tail is brought to lie on top of the leftmost point
on the tail of the Lorenz curve of x. It is clear that the curve Ly cannot be compressed any further without crossing Lx, which
gives on upper bound on Λ(x‖y); in our example, the upper bound is strict, since Ly⊗sI′ already crosses Lx. As a curve’s tail
is related to I0 as shown in Fig. 5, this graphical observation gives the desired upper bound by simple algebra. By considering
the amount of compression of Ly that keeps the on-ramp slope of the resulting Lorenz curve less than that of Lx, we can obtain
the upper bound I∞(x)− I∞(y) (not shown). Fig. (6c) provides a graphical proof of the lower bound I0(x)− I∞(y) ≤ Λ(x‖y).
The grey dotted line connects the origin with the leftmost point on the tail of Lx; it defines the on-ramp of a sharp state of
nonuniformity I0(x) that can be distilled from x. Then I∞(y) bits of nonuniformity are spent to form y; graphically, the curve
of y is compressed until its on-ramp slope agrees with that of the sharp state.

Finally, we require a definition before formalizing the
answers to the questions that headed this section.

Definition 35 The maximum factor λ by which x λ-
noisy-majorizes y is denoted Λ(x‖y),

Λ(x‖y) := max
{
λ : Lx(u) ≥ Ly(2λu) ∀u ∈ (0, u∗]

}
,

(5.12)
where u∗ := min{1, 2−λ}.

Given that x
noisy7−→ y ⊗ sI if and only if x λ-noisy-

majorizes y by a factor λ = I, it is clear that if the
maximum such factor, Λ(x‖y), is positive, then it quan-
tifies the maximum nonuniformity of sharp state that can
be distilled while achieving the state conversion x 7→ y.

Similarly, given that x ⊗ sI noisy7−→ y if and only if x λ-
noisy-majorizes y by a factor λ = −I, it is clear that
if the maximum such factor, Λ(x‖y), is negative, then
it quantifies the minimum nonuniformity of sharp state
that is required to achieve the state conversion x 7→ y.

To summarize:

Proposition 36 If Λ(x‖y) > 0, then the state conver-

sion x
noisy7−→ y ⊗ sI is possible if and only if

I ≤ Λ(x‖y).

That is, one can distill a sharp state of nonuniformity at
most Λ(x‖y) in addition to achieving the conversion of x
to y.

Proposition 37 If Λ(x‖y) < 0, then the state conver-

sion x⊗ sI noisy7−→ y is possible if and only if

I ≥ −Λ(x‖y).

That is, in order to achieve the conversion of x to y it
costs a sharp state of nonuniformity at least |Λ(x‖y)|.

In general, there is not a simple expression for Λ(x‖y)
because it depends on the details of the shape of the
Lorenz curves of x and y.

Nonetheless, one can compute Λ(x‖y) by finite means.
For every height h in the plot of the Lorenz curves of
x and y, one obtains a bound on Λ(x‖y) in terms of the
ratio L−1

y (h)/L−1
x (h). However, because Ly(u) and Lx(u)

are concave, it suffices to compute these ratios only at
the heights h corresponding to the elbows of Lx(u) and
Ly(u). Therefore, there are at most dx + dy − 1 such
comparisons that need to be made. It follows that one
can define Λ(x‖y) by

Λ(x‖y) := max
{
λ : Lx(u) ≥ Ly(2λu) ∀u ∈ U

}
, (5.13)
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FIG. 7 An illustration of the nonuniformity cost of state conversion (|Λ(x||y)| when Λ(x||y) < 0) and bounds thereon. The
Lorenz curves of x and y are depicted, as well as the Lorenz curve of x⊗ sI (dashed) for various values of I. The nonuniformity
cost is the least value of I such that x⊗sI 7→ y, which is graphically related to the least amount of compression in the u-direction
which is necessary such that the compressed curve of x is on or above the curve of y. This is illustrated in Fig. (7a). The value
of I corresponding to this least amount of compression defines the nonuniformity cost of converting x to y, and the quantity
Λ(x‖y) is defined as the negative of this cost, I = |Λ(x‖y)|. Fig. (7b) provides a graphical demonstration of the lower bound
on the nonuniformity cost |Λ(x‖y)| ≥ I0(y)− I0(x). The curve of x has to be compressed by a factor at least equal to the one
that makes the tail of the resulting Lorenz curve as long as the tail of the Lorenz curve of y. In other words, the leftmost point
of the tail of Lx has to be brought to lie on top of the leftmost point of the tail of Ly (these points are indicated by grey dots).
Considering the compression of Lx required to make the on-ramp slope of the resulting Lorenz curve at least as great as that
of Ly yields the lower bound I∞(y)− I∞(x) (not shown). Fig. (7c) provides a graphical demonstration of the upper bound on
the nonuniformity cost |Λ(x‖y)| ≤ I∞(y)− I0(x). The grey dotted line extends the on-ramp of Ly, and its intersection with the
horizontal line of height one is indicated by a gray dot. The leftmost point of the tail of Lx is also indicated by a grey dot. If
the Lorenz curve of x is compressed to such an extent that the second dot comes to lie on top of the first, then the new Lorenz
curve x⊗ sI is clearly everywhere on or above the curve of y.

where U : =
(
{ 1
dx
, 2
dx
, . . . , 1} ∪ { 1

dy
, 2
dy
, . . . , 1}

)
∩ (0, u∗]

with u∗ := min{1, 2−λ}.
In addition, even without solving the optimization

problem, one can determine some nontrivial bounds on
Λ(x‖y).

Proposition 38 Λ(x‖y) is bounded above and below as
follows:

I0(x)− I∞(y) ≤ Λ(x‖y), (5.14)

Λ(x‖y) ≤ min{I0(x)− I0(y), I∞(x)− I∞(y)}.
(5.15)

If x is a sharp state then

Λ(x‖y) = I(x)− I∞(y).

If y is a sharp state then

Λ(x‖y) = I0(x)− I(y).

If both x and y are sharp states then

Λ(x‖y) = I(x)− I(y).

To see the proof of these bounds, we consider the cases
of Λ(x‖y) ≥ 0 and Λ(x‖y) < 0 separately, and use intu-
itions concerning nonuniformity cost and yield of state

conversions. See Figs. 6 and 7 for the associated Lorenz
curves.

Consider the case Λ(x‖y) ≥ 0 for instance. The lower
bound Λ(x‖y) ≥ I0(x) − I∞(y) is evident from the fact
that one can always achieve a yield which is at least the
excess of the single-shot distillable nonuniformity of x,
I0(x), over the single-shot nonuniformity of formation of
y, I∞(y). We obtain the upper bounds on the nonunifor-
mity yield from the monotonicity and additivity of I∞
and of I0. For instance, we have I0(x) ≥ I0(y ⊗ sI) =
I0(y) + I, which implies that I ≤ I0(x) − I0(y). Similar
arguments hold for the case of Λ(x‖y) < 0.

Finally, recalling that for a sharp state s, I(s) =
I0(s) = I∞(s), it follows that if either x or y or both
are sharp states, the upper and lower bounds coincide
and consequently we obtain an exact expression for Λ.

Note that if y is a uniform state m (which is a sharp
state of nonuniformity 0), then Λ(x‖y) = Λ(x‖m) =
I0(x), which is positive, so the result predicts a nonuni-
formity yield of I0(x). Given that one can prepare m
for free, the nonuniformity yield of this state conver-
sion problem is just the nonuniformity that can be dis-
tilled from x. This is indeed I0(x), as demonstrated in
Lemma 30.

Similarly, if x is a uniform state m, then Λ(x‖y) =
Λ(m‖y) = −I∞(y), which is negative, so the result pre-
dicts a nonuniformity cost of I∞(y). Given that m is free,
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this state conversion problem is just the problem of form-
ing the state y. This reproduces the result of Lemma 31
that the nonuniformity of formation is I∞(y).

A state conversion process that has been of particular
interest in the literature is that of erasure, which for a
system of dimension d is defined as the process which
takes an arbitrary state x to a pure state of dimension d.
Because such a pure state is a sharp state with nonuni-
formity log d, we can immediately infer from our result
that the nonuniformity cost of erasure of a state x of a
d-dimensional system is

log d− I0(x) = H0(x),

the Rényi 0-entropy of x. Note that in the athermality
theory, where the free states are thermal states at tem-
perature T , the work cost of erasure is simply the nonuni-
formity cost multiplied by kT ln 2. And hence, the work
cost of erasure of a state x is kT ln 2H0(x). In particular,
if x is the uniform state of a binary variable, m(2), then
the work cost is kT ln 2. This is a form of Landauer’s
principle (Landauer, 1961). Similarly, pure states can be
used to do work in the athermality theory. Bennett was
perhaps the first to suggest that an initialized memory
tape was capable of storing work (Bennett, 1982).

If we imagine having a reservoir in a sharp state of
arbitrarily large nonuniformity, then for any pair of states
x and y, one can ask: what is the minimum value of

λ2 − λ1 such that x ⊗ sλ1

noisy7−→ y ⊗ sλ2
? If this value is

positive, there is a yield of nonuniformity, while if it is
negative, there is a cost. As it turns out, if this conversion
is possible, then either it is possible with λ1 = 0 or it is
possible with λ2 = 0. The presence of the sharp state
reservoir does not increase the yield or reduce the cost
of any state conversion. This is a consequence of the
uselessness of sharp states as catalysts, Proposition 41
below.

For any given state y, if we consider Λ(x‖y) as a func-
tion over states x, it is a nonuniformity monotone. Sim-
ilarly, for any given state x, if we consider −Λ(x‖y) as a
function over states y, it is a nonuniformity monotone.

The idea of quantifying “how much” one state ma-
jorizes another is from (Egloff et al., 2012). The maxi-
mum λ for which x λ-noisy-majorizes y, which we have
denoted Λ(x‖y), was there called the “relative mixed-
ness”. The order relation that we have called λ-noisy-
majorization was first introduced in (Faist et al., 2012)
as simply “λ-majorization”. We use the term “noisy-
majorization” because we are reserving the term “ma-
jorization” for the case where the states are of the same
dimension, to accord with standard usage. The identifi-
cation of the nonuniformity yield of the state conversion
x 7→ y as Λ(x‖y) was also made in (Faist et al., 2012).
This yield translates, in the athermality theory, to work
extraction, featured in (Egloff et al., 2012; Skrzypczyk
et al., 2013, 2014), and to cooling, featured in (Janzing
et al., 2000). That Λ(x‖y) simplifies to the nonunifor-
mity of formation when x is a uniform state was noted
in (Egloff et al., 2012). That paper also presents the

athermality cost of a particular erasure. The upper and
lower bounds on the nonuniformity cost of state con-
version, together with the exact expressions in the case
where one of the states is sharp, have not previously been
noted.

Finally, it is worth noting that these results provide
necessary and sufficient conditions for a state conversion
to be possible.

Proposition 39 The maximum factor λ such that x λ-
noisy-majorizes y, denoted Λ(x‖y), is a complete witness

for the state conversion x
noisy7−→ y, that is, Λ(x‖y) ≥ 0 if

and only if x
noisy7−→ y.

Proof. By Proposition 36, Λ(x‖y) ≥ 0 implies that

x
noisy7−→ y ⊗ sI with I ≥ 0 and because marginalizing over

sI is a free operation, this implies that x
noisy7−→ y. Simi-

larly, by Proposition 37, Λ(x‖y) < 0 implies that x 67→ y
by noisy operations.

This criterion was first proposed as a necessary and
sufficient condition for state conversion in (Egloff et al.,
2012). In fact, they provided the generalization of this
condition for the resource theory of athermality. The
criterion was rederived in (Faist et al., 2012).

D. Catalysis

Definition 40 In any given resource theory, if x 67→ y
under the free operations, but there exists a state z such
that x⊗ z 7→ y⊗ z, then z is said to be a catalyst for the
conversion of x to y.

In the resource theory of nonuniformity, there are non-
trivial examples of catalysis. This is true both for state
conversions between states of equal dimension and be-
tween states of unequal dimension. In the latter case, we
have the following example, adapted from (Jonathan and
Plenio, 1999). The two states are

x = (0.5, 0.25, 0.25, 0), (5.16)

y = (0.8, 0.2), (5.17)

and the catalyst is

z = (0.6, 0.4). (5.18)

Here, x 67→ y by noisy operations, but x ⊗ z noisy7−→ y ⊗ z.
Specifically, there is a permutation taking x ⊗ z to y ⊗
m(2) ⊗ z where m(2) is the uniform state on a bit. One
then marginalizes over m(2) to obtain y ⊗ z.

Although we have seen that Lorenz curves are ex-
tremely useful tools for many notions of state conversion
under noisy operations, they are of limited usefulness in
understanding catalysis. Nonetheless, they do make evi-
dent one simple result:
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Proposition 41 A sharp state is useless as a catalyst,

that is, for all finite I ∈ R+, x⊗sI noisy7−→ y⊗sI if and only

if x
noisy7−→ y. 19

To see that this is the case, recall from Lemma 33 that
the operation of joining a sharp state with nonunifor-
mity I to a state x, x 7→ x⊗sI , is represented in terms of
Lorenz curves as a 2I -fold compression along the u-axis
towards the origin, and appending a tail of the appropri-
ate length. As such, if the Lorenz curve of x does not lie
everywhere above or on the Lorenz curve of y, then the
same relationship will hold between the Lorenz curve of
x⊗ sI and that of y ⊗ sI .

As an aside, this result has an interesting consequence
for the role of ideal measurements in the resource the-
ory of nonuniformity. It is clear that the capacity to
implement an ideal measurement requires a resource of
nonuniformity because it requires the pointer to be ini-
tialized in a sharp state. Nonetheless, one might wonder
whether such an ideal measurement device might some-
times be used in order to make possible a state conver-
sion that would otherwise be impossible, without con-
suming any of the nonuniformity in the device. In short,
one might wonder whether an ideal measurement device
might sometimes act as a catalyst. However, insofar as
such a device is modelled by a sharp state, Proposition 41
implies that it is useless as a catalyst. Whatever state
conversion can be done with a measurement device that
is used catalytically can also be achieved without it.

Proposition 41 also implies that removing zero compo-
nents from a state (or from another state that is noisy-
equivalent to it) cannot change its effectiveness as a cat-
alyst. To express this claim compactly, it is useful to
introduce a notation for removing zero components.

Definition 42 For any state x and I ≤ I0(x), define
x〈I〉 to be the smallest-dimensional state such that x〈I〉⊗
sI is noisy-equivalent to x.

Clearly, the Lorenz curve of x〈I〉 is that of x stretched
by a factor of 2I only the u-axis, thereby shortening its
tail length. If I = I0(x), then the Lorenz curve of x〈I〉

is that of x stretched to the point where its tail length
goes to zero. The map x 7→ x〈I〉 will be referred to as a
truncation of x.

Corollary 43 For any I ≤ I0(z), z catalyzes the con-
version of x to y under noisy operations if and only if

z〈I〉 does as well, that is, x ⊗ z noisy7−→ y ⊗ z if and only if

x⊗ z〈I〉 noisy7−→ y ⊗ z〈I〉.

To see that this is the case, it suffices to note that z

is noisy-equivalent to z〈I〉 ⊗ sI , so that x⊗ z noisy7−→ y⊗ z if

19 This result is the analogue of the fact that maximally entangled
states are useless as catalysts in entanglement theory (Jonathan
and Plenio, 1999).

and only if x ⊗ z〈I〉 ⊗ sI noisy7−→ y ⊗ z〈I〉 ⊗ sI , and then to
apply Proposition 41. It follows that states which act as
nontrivial catalysts do not need to contain any zeros.

1. Quasi-order of states under noisy operations assisted by a
catalyst

A quasi-order over states that is induced by a set of
free operations assisted by a catalyst has been called a
trumping quasi-order (Nielsen, 2002). We will refer to
the trumping quasi-order induced by noisy operations as
the noisy-trumping quasi-order.

At first glance, one might expect that the definition of
noisy-trumping ought to be that x noisy-trumps y if there

exists a catalyst z such that x⊗z noisy7−→ y⊗z. However, we
will see that this definition leads to some mathematical
complications that are not physically significant, and we
will consequently be led to consider modifications of this
definition wherein either the input or the output state
is allowed to be arbitrarily well approximated by x or y
respectively. This move is analogous to how we chose to
define noisy operations (Definition 1) as those that can be
arbitrarily well approximated by maps of the form (2.1)
rather than those that are precisely of that form.

We start by recapitulating the part of the results
of (Klimesh, 2007) and (Turgut, 2007) which is the basis
of all that follows.

Lemma 44 (Klimesh (2007)) Let x and y be states of
the same dimensionality (i.e. dx = dy =: d) that do not
both contain zero components and that satisfy x↓ 6= y↓.

Then there is a catalyst z such that x⊗z noisy7−→ y⊗z if and
only if fr(x) > fr(y) for all r ∈ R, where

fr(x) =





ln
∑d
i=1 x

r
i if r > 1,∑d

i=1 xi lnxi if r = 1,

− ln
∑d
i=1 x

r
i if 0 < r < 1,

−∑d
i=1 lnxi if r = 0,

ln
∑d
i=1 x

r
i if r < 0.

This result resembles our notion of a complete set of
monotones, introduced in Subsection IV.A.3 as describ-
ing a set of monotones that completely characterize state
transformations: the lemma states that the functions fr
almost have this property – but not exactly. Namely,
while fr(x) > fr(y) for all r implies that x can be cat-
alytically converted to y, we cannot infer anything in the
case where fr(x) ≥ fr(y) (and equality, for example, is
attained at only one single value of r).

Not only is this at odds with the definition of a com-
plete set of monotones; it also indicates a certain un-
physical kind of discontinuity. Imagine some fixed state
x, and a sequence of states yn, all of the same dimen-
sionality, which converge to y in the limit of large n,
i.e. limn→∞ yn = y. It may well be the case that
fr(x) > fr(yn) for all r ∈ R and n ∈ N, but that only the
non-strict inequality survives the limit, i.e. fr(x) ≥ fr(y)
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with actual equality for some r. In this case, we could
convert x catalytically into any of the states yn, but not
into the state y.

The physical interpretation would be odd: it would tell
us that we cannot produce y perfectly (catalytically from
x), but we can produce it to arbitrary accuracy. How-
ever, in actual physical situations, we can never expect to
produce any state perfectly; conversion to arbitrary ac-
curacy is the best we can hope for. Therefore, we would
like to have a definition of trumping that takes this phys-
ical limitation into account, and that includes situations
where one can obtain y from x catalytically to arbitrary
accuracy, even if one cannot obtain it perfectly.

The most straightforward way to obtain a definition
like this would be to say that x noisy-trumps y if and
only if x can be catalytically converted to an arbitrar-
ily good approximation of y by a suitable catalyst. In
Appendix B, we will analyze this definition, recovering
and elaborating some results from (Brandão et al., 2015).
However, we will see that this definition still contains a
discontinuity that has no physical counterpart, namely,
that input states which contain zero components behave
differently from input states that have arbitrarily small
components, even though the two could never be physi-
cally distinguished.

To achieve a physically sensible definition of noisy
trumping, we must instead allow that the input state re-
quired to form y catalytically be merely arbitrarily close
to the noisy equivalence class of x, rather than a perfect
copy of x. In order to avoid the mathematical subtleties
of defining a metric over a set of states of differing di-
mensions, we will adopt a specific type of approximation
to the noisy equivalence class of x, namely, the state that
is the composite of x and a sharp state that is arbitrarily
close to the uniform state. This sort of definition was
also suggested in (Brandão et al., 2015) where it was de-
scribed as allowing some nonuniformity to be consumed
in the process, as long as the amount of nonuniformity
can be made arbitrarily small.

Definition 45 (Noisy trumping) We say that x
noisy-trumps y if for any δ > 0, no matter how small,
there is a catalyst z such that

x⊗ sδ ⊗ z noisy7−→ y ⊗ z.

It turns out that the ability to consume an arbitrarily
small amount of nonuniformity unlocks potential state
transformations that are otherwise impossible.

Clearly, if x ⊗ z noisy7−→ y ⊗ z for some catalyst z, then x
noisy-trumps y (because for the input state x ⊗ sδ ⊗ z,
one can simply marginalize over sδ and then implement

x ⊗ z
noisy7−→ y ⊗ z). However, the converse is not true:

it is impossible to obtain x ⊗ z
noisy7−→ y ⊗ z as a formal

“limit δ → 0” of the definition of noisy trumping. This
will be established below, by showing that the conditions
for noisy-trumping are different from the conditions in
Lemma 44.

It is no restriction to demand that the target state y
be produced perfectly: as we show in Corollary 47 below,
it is an automatic consequence of Definition 45 that the
ability to produce arbitrarily good approximations of y
implies the ability to produce y perfectly.

Note also that Definition 45 requires that the final state
of the catalyst be precisely equal to its initial state. This
implies that the catalyst can be reused arbitrarily many
times and consequently that any nonuniformity required
to form y must have been drawn from x, or a state arbi-
trarily close to it, and not from the catalyst.20

Finally, note that in this article, we refer to state
conversions between arbitrarily good approximations of
states as exact. A state conversion is only described as
approximate if the degree of approximation is finite. Sec-
tion VI considers approximate state conversion.

The results by Klimesh and Turgut, Lemma 44, imply
the following characterization of noisy-trumping:

Lemma 46 (Conditions for noisy-trumping) Let x
and y be any pair of states. Then x noisy-trumps y if
and only if

Ip(x) ≥ Ip(y) for all p ≥ 0. (5.19)

In other words, the set of Rényi p-nonuniformities for
nonnegative p, {Ip : p ≥ 0} defined in Table I (the p = 1
case corresponds to the Shannon nonuniformity), is a
complete set of monotones for the noisy trumping rela-
tion.

Proof. Necessity of these conditions for noisy-trumping
is straightforward to prove. Applying the fact that every
Ip is a nonuniformity monotone (cf. Subsection IV.A.5)
to Definition 45, we obtain

Ip(x⊗ sδ ⊗ z) ≥ Ip(y ⊗ z)

for every δ > 0, and using additivity of Ip as well as
Ip(sδ) = δ, this becomes

Ip(x) + δ ≥ Ip(y) for all δ > 0,

which implies that Ip(x) ≥ Ip(y).
Sufficiency of the conditions for noisy-trumping are

much more difficult to prove. We will do so by ap-
pealing to the results of (Klimesh, 2007), summarized
in Lemma 44.

We begin by noting that if the states under consider-
ation are of unequal dimensions, dx 6= dy, then we can

simply replace x by x⊗m(dy) and replace y by y⊗m(dx),

20 Note that this verdict on the reusability of the catalyst would
not change even if we interpreted the sharp state sδ as being
a modification of the initial state of the catalyst rather than a
modification of the initial state of x. For any given number N
of reuses of the catalyst, one could still take Nδ to be arbitrarily
small.



31

because the replacement does not alter the values of any
of the Ip’s, the property of containing zeros or not, or
the noisy-trumping property. Thus, we may assume that
dx = dy.

So suppose that Ip(x) ≥ Ip(y) for all p ≥ 0. Fix any
δ > 0 which is the logarithm of a rational number. We
start by removing common zeros from x and y in the
sense of Definition 42. Set y′ := y〈I0(y)〉. Since I0(x) ≥
I0(y), the state x′ := x〈I0(y)〉 is well-defined. We will be
considering a state conversion with initial state x′ ⊗ sδ
and a final state in the noisy equivalence class of y′. To
apply Lemma 44, we need to ensure that the dimensions
of the initial and final states are equal, so we take the
final state to be y′ ⊗m(dsδ ) where dsδ is the dimension
of the space on which sδ is defined. We now show that
Ip(x

′ ⊗ sδ) > Ip(y
′ ⊗m(dsδ )) for all p ≥ 0.

By definition of x′, x′ ⊗ sI0(y) is noisy-equivalent to
x. Recalling the additivity of the Ip’s and the fact that
Ip(sI) = I, we have that Ip(x

′) + I0(y) = Ip(x). For
similar reasons, Ip(y

′) + I0(y) = Ip(y). This implies that

Ip(x
′ ⊗ sδ) = Ip(x)− I0(y) + δ

> Ip(y)− I0(y) = Ip(y
′ ⊗m(dsδ ))

for all p > 0. We note that the monotonicity of the family
of functions {fp | p > 0} is equivalent to the monotonic-
ity of the family {Ip | p > 0} of Rényi p-nonuniformities.

Therefore, we obtain fp(x
′ ⊗ sδ) > fp(y

′ ⊗ m(dsδ )) for

all p > 0. Since x′ ⊗ sδ contains zeros, but y′ ⊗m(dsδ )

does not, it follows that for all p ≤ 0 we have ∞ =
fp(x

′⊗sδ) > fp(y
′⊗m(sδ)). Thus, Lemma 44 shows that

there is a catalyst z such that

x′ ⊗ sδ ⊗ z noisy7−→ y′ ⊗m(dsδ ) ⊗ z.

By adding on a sharp state sI0(y) on both sides (which is
not touched during the state conversion), and using again
the noisy-equivalence of x′ ⊗ sI0(y) and x (and similarly
for y), and the fact that one can marginalize over the

uniform state, we see that x ⊗ sδ ⊗ z noisy7−→ y ⊗ z. Since
δ > 0 was chosen arbitrarily, this proves that x noisy-
trumps y.

An immediate consequence of Lemma 46 is a certain
continuity (or closedness) property which is desirable
from the point of view of physical interpretation.

Corollary 47 Suppose that x is any state, and (yn)n∈N
is any sequence of states of common dimensionality which
converges to some state y, i.e. limn→∞ yn = y. If x
noisy-trumps every yn then x noisy-trumps y.

Proof. According to Lemma 46, if x noisy-trumps every
yn then Ip(x) ≥ Ip(yn) for every n ∈ N and p ≥ 0.
Since every Ip is continuous if p > 0, it follows that
Ip(x) ≥ Ip(y) for p > 0. Even though I0 is not con-
tinuous, we can express it as I0 = limp↘0 Ip, and so we
also obtain I0(x) ≥ I0(y) by taking the limit p ↘ 0.

Invoking Lemma 46 again shows that x noisy-trumps y.

Lemma 46 can also be expressed in terms of the ex-
istence of a complete witness for noisy-trumping, as fol-
lows.

Definition 48 For an arbitrary pair of states x and y,
define

Λcat(x‖y) := inf
p≥0

(
Ip(x)− Ip(y)

)
.

Proposition 49 For an arbitrary pair of states x and y,
x noisy-trumps y if and only if

Λcat(x‖y) ≥ 0. (5.20)

Equivalently, the function Λcat(x‖y) is a complete wit-
ness for noisy-trumping.

The necessary and sufficient conditions for noisy-
trumping are a strict subset of those for noisy-
majorization because noisy-majorization implies noisy-
trumping but not vice-versa. It follows that one must
add conditions to those of Lemma 46 in order to char-
acterize noisy-majorization. In other words, Rényi p-
nonuniformities alone cannot decide whether a given non-
catalytic state conversion is possible. This is true even
if we take the Rényi p-nonuniformities of orders p < 0
into account. The reason is as follows. Every Rényi p-
nonuniformity is additive and therefore is nonincreasing

under x
noisy7−→ y if and only if it is nonincreasing under

x⊗ z noisy7−→ y ⊗ z for any state z. To do justice to the dis-
tinction between noisy-majorization and noisy-trumping,
therefore, one must consider one or more monotones that
are not additive, hence one must go beyond the Rényi
nonuniformities.

2. Nonuniformity of formation and distillable nonuniformity in
the presence of a catalyst

The nonuniformity of formation and the distillable
nonuniformity (as determined in Proposition 30 and 31)
are not changed by having access to a catalyst.

Corollary 50 x noisy-trumps sI if and only if

I ≤ I0(x),

that is, the maximum nonuniformity of sharp state that
can be distilled from x under noisy operations assisted by
a catalyst is I0(x).

Proof. Sufficiency is trivial because if I ≤ I0(x), then by
the result on distillable nonuniformity (Proposition 30) it

follows that x
noisy7−→ sI , so that one does not even require

a catalyst to achieve the conversion. It suffices, there-
fore, to prove necessity. But this follows from Lemma 46,
which shows that I0 is a noisy-trumping monotone, hence
I0(x) ≥ I0(sI) = I.
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Corollary 51 sI noisy-trumps x if and only if

I ≥ I∞(x),

that is, the minimum nonuniformity of sharp state that
is required to form x under noisy operations assisted by
a catalyst is I∞(x).

Proof. Again, sufficiency is straightforward to establish
because if I ≥ I∞(x) then by the result on the nonuni-
formity of formation (Proposition 31) we can infer that

sI
noisy7−→ x, so that the conversion can be achieved even

without a catalyst. To establish necessity, we use again
Lemma 46: the limit p → ∞ shows that I∞ is a noisy-
trumping monotone, hence I = I∞(sI) ≥ I∞(x).

3. Nonuniformity cost and yield of catalytic state conversion

In catalytic state conversion, we also have a result akin
to Propositions 36 and 37. This was described in the
context of the theory of athermality in (Brandão et al.,
2015).

Proposition 52 If Λcat(x‖y) > 0, then x noisy-trumps
y ⊗ sI if and only if

I ≤ Λcat(x‖y).

That is, if Λcat(x‖y) is positive, then using a catalyst
one can distill a sharp state of nonuniformity at most
Λcat(x‖y) in addition to achieving the conversion of x to
y.

Proof. We note that

Λcat(x‖y ⊗ sI) = inf
p≥0

(
Ip(x)− Ip(y ⊗ sI)

)

= inf
p≥0

(
Ip(x)− Ip(y)

)
− I

= Λcat(x‖y)− I,
where we have made use of the additivity of Ip and the
fact that Ip(sI) = I for p ≥ 0. According to Proposi-
tion 49, x noisy-trumps y⊗sI if and only if Λcat(x‖y⊗sI)
is non-negative, hence if any only if Λcat(x‖y) ≥ I.

Proposition 53 If Λcat(x‖y) < 0, then x ⊗ sI noisy-
trumps y if and only if

I ≥ −Λcat(x‖y).

That is, if Λcat(x‖y) is negative, then in order to achieve
the conversion of x to y with the aid of a catalyst, it costs
a sharp state of nonuniformity at least |Λcat(x‖y)|.

Proof. We have

Λcat(x⊗ sI‖y) = inf
p≥0

(
Ip(x⊗ sI)− Ip(y)

)

= I + inf
p≥0

(
Ip(x)− Ip(y)

)

= I + Λcat(x‖y).

According to Proposition 49, x⊗sI noisy-trumps y if and
only if Λcat(x⊗ sI‖y) is non-negative, hence if and only
if I ≥ −Λcat(x‖y).

We again recover the results about formation and dis-
tilation as special cases: the distillable nonuniformity of
x under catalyzed noisy operations is simply the nonuni-
formity yield of the conversion of x to the uniform state
m, and Λcat(x‖m) = infp∈R Ip(x) = I0(x); similarly, the
nonuniformity of formation of x in the presence of a cat-
alyst is recovered from −Λcat(m‖x) = supp≥0 Ip(x) =
I∞(x).

E. Inadequacy of the second law as a criterion for state
conversion

In the context of the resource theory of nonuniformity,
we might imagine that the role of the second law of ther-
modynamics is to provide a criterion under which a state
conversion x 7→ y is possible by noisy operations. The
usual statement of the second law is, however, inadequate
to this task.

The second law asserts that the Shannon entropy must
be nondecreasing in the evolution of a state. In the
context of states of equal dimension, this is equivalent
to saying that the Shannon negentropy or the Shannon
nonuniformity must be nonincreasing.

The first inadequacy is that for conversions between
states of unequal dimension, it is insufficient to look
at the Shannon entropy (or the Shannon negentropy).
One must look instead at the Shannon nonuniformity.
For instance, for the pair of states y = (1/2, 1/2) and
x = (1/3, 1/3, 1/3, 0), the entropies are H(y) = 1 and
H(x) = log 3, so that H(y) < H(x). And yet the state
conversion x 7→ y is possible by noisy operations, despite
involving a decrease in entropy. This is to be expected,
because marginalization is an instance of a noisy oper-
ation and it can easily reduce the entropy. The Shan-
non nonuniformity, on the other hand, is nonincreasing
under noisy operations. In particular, in our example
I(x) = log(4/3) while I(y) = 0.

The second inadequacy regards sufficiency of the con-
dition. Even if we consider a conversion between states
of equal dimension, so that the Shannon nonuniformity
is nonincreasing if and only if the Shannon entropy is
nondecreasing, the nondecrease of the Shannon entropy
is not a sufficient condition for the state conversion to be
possible. This is because one can easily construct exam-
ples wherein H(x) ≤ H(y) (equivalently I(x) ≥ I(y)) but

it is not the case that x
noisy7−→ y. For instance, for states

x = (2/3, 1/6, 1/6) and y = (1/2, 1/2, 0) one can easily
verify (for instance, via the Lorenz curves) that x 67→ y
by noisy operations. Yet, H(x) ' 0.811 and H(y) = 1.

Furthermore, one can never rehabilitate the second law
by simply replacing entropy with some other nonunifor-
mity monotone because the set of states forms a quasi-
order under noisy operations, and therefore no single
nonuniformity monotone can decide every state conver-
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sion problem. To provide necessary and sufficient con-
ditions for state conversion, one must look at the val-
ues of a complete set of nonuniformity monotones. To
our knowledge, this point was first made in (Ruch and
Lesche, 1978).

Note, however, that if a complete set of monotones is
of infinite cardinality, then such a criterion will not be
of much practical use. Thus, we would like to also re-
quire that our criterion for state conversion be decidable
by finite means. In many cases this can be accomplished
by considering state conversion witnesses, defined in Sec-
tion II.A.

In this article, we have seen two examples of complete
witnesses for state conversion under noisy operations.
These were defined in Eqs. (3.12) and (5.12). It follows
that a rehabilitated second law of thermodynamics, in
the context of the resource theory of nonuniformity, can

be stated thus: x
noisy7−→ y if and only if either of the follow-

ing equivalent conditions hold:

• ∆(x‖y) ≥ 0 where

∆(x‖y) := min
k∈{1,...,dy}

(Lx(k/dy)− Ly(k/dy))

• Λ(x‖y) ≥ 0 where

Λ(x‖y) := max
{
λ : Lx(u) ≥ Ly(2λu) ∀u ∈ U

}
,

with

U :=
(
{ 1
dx
, 2
dx
, . . . , 1} ∪ { 1

dy
, 2
dy
, . . . , 1}

)
∩ (0, u∗]

and u∗ := min{1, 2−λ}.
Evaluating these functions requires an optimization over
a finite number of expressions, so that the conversion
problem becomes decidable by finite means.

Note that in the resource theory of athermality, the
free energy plays the role of the Shannon nonuniformity,
but because a single athermality monotone cannot cap-
ture the quasi-order of athermal states, the free energy
is also inadequate to the task of providing necessary and
sufficient conditions for state conversion.

One might think that the role of the second law is to
provide a criterion for catalytic state conversion rather
than the regular variety. Indeed, many statements of the
second law allow for the environment of the system to
undergo a change, as long as the process is cyclic, which
is to say that in the end, the environment is returned
to its initial state. In the language of resource theories,
the environment is allowed to be a catalyst for the state
transition (Brandão et al., 2015). However, even under
this interpretation, the standard formulation of the sec-
ond law is inadequate. For states of equal dimension,
the nondecrease of entropy remains only a necessary, but
not a sufficient, condition for the state conversion to be
possible. The quasi-order of states under catalytic noisy
operations cannot be captured by any single nonunifor-
mity monotone.

However, a complete witness for state conversion under
catalytic noisy operations is implied by Propositions 52
and 53, namely: x noisy-trumps y if and only if

• Λcat(x‖y) ≥ 0 where

Λcat(x‖y) := inf
p≥0

(
Ip(x)− Ip(y)

)
.

It remains an open problem to provide a criterion for cat-
alytic state conversion that is decidable by finite means.

VI. APPROXIMATE STATE CONVERSION

A. Metrics over state space

So far, we have discussed the question under what con-
ditions noisy operations can transform a given state into
another state exactly or to arbitrary precision. However,
in most physically relevant cases, this is too stringent a
requirement, and a different problem becomes important:
Under what conditions can noisy operations transform a
given state into another state which is ε-close to the de-
sired target state for some fixed ε?

Two immediate questions arise in the study of this
problem. First, what kind of distance measure on the
set of states should we use? Second, can the quantum
problem be reduced to the classical problem in the same
way as in the case of exact state conversion?

The answer to the latter question turns out to be
yes, given that we restrict our attention to distance
measures—that is, metrics—on the quantum states and
the classical probability distributions that have the cru-
cual property of contractivity :

Definition 54 A contractive metric on the quantum
states is a map D that assigns to two quantum states
ρ, σ on the same underlying Hilbert space of dimension
dρ = dσ a non-negative real number D(ρ, σ) satisfying
the axioms of a metric

• D(ρ, σ) = D(σ, ρ),

• D(ρ, σ) = 0⇔ ρ = σ,

• D(ρ, σ) ≤ D(ρ, τ) + D(τ, σ) for all quantum states
τ with dτ = dσ = dρ,

such that every completely positive, trace-preserving map
Φ is a contraction, i.e.

D
(
Φ(ρ),Φ(σ)

)
≤ D(ρ, σ).

Analogously, a contractive metric on the classical (dis-
crete) probability distributions is a map D that assigns to
two probability distributions x, y with the same dimension
of the underlying sample space dx = dy a non-negative
real number D(x, y) that satisfies the classical analogs of
the axioms above.
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In this definition, the classical analog of a completely pos-
itive trace-preserving map Φ is a channel Φ, i.e. a linear
map that is described by a finite stochastic matrix, or
equivalently, a linear map that maps probability distri-
butions to probability distributions.

Note that D(ρ, σ), respectively D(x, y), is undefined if
dρ 6= dσ, respectively dx 6= dy; however, this does not
mean that the values of D for different dimensions are
completely unrelated. In fact, contractivity implies some
relations between the distances of states of different di-
mensionalities. For example, if τ is an arbitrary fixed
finite-dimensional quantum state, then the map ρ 7→ ρ⊗τ
is a quantum operation, hence D(ρ⊗ τ, σ⊗ τ) ≤ D(ρ, σ).
On the other hand, taking the partial trace over the sec-
ond system is a quantum operation too, implying the
converse inequality, such that we get

D(ρ⊗ τ, σ ⊗ τ) = D(ρ, σ).

If we are given a contractive metric D on the quantum
states, then we can construct a contractive metric on
the classical probability distributions by restricting D to
diagonal matrices; we will call this the classical metric
that corresponds to the respective quantum metric. For
example, the trace distance on quantum states

Dtr(ρ, σ) :=
1

2
tr|ρ− σ| = 1

2
‖ρ− σ‖1

has the corresponding classical metric

Dtr(x, y) =
1

2

dx∑

i=1

|xi − yi| (6.1)

(note that dx = dy, otherwise the expression D(x, y)
is undefined). Another contractive metric that satis-
fies the conditions of our definition is the purified dis-
tance (Tomamichel, 2012)

Dp(ρ, σ) :=
√

1− F (ρ, σ)2

with F (ρ, σ) := ‖√ρ√σ‖1 the fidelity, which has the cor-
responding classical contractive metric

Dp(x, y) =

√√√√1−
(∑

i

√
xiyi

)2

. (6.2)

A consequence of contractivity is unitary equivalence: if
U is unitary, then

D(UρU†, UσU†) = D(ρ, σ).

This is because the unitary map as well as its inverse are
quantum operations, and therefore contractivity implies
inequalities in both directions. It follows that classical
contractive metrics are left invariant if we permute the
entries of the two probability vectors in its argument in
the same way.

In the case of contractive metrics, approximate state
transformation in the quantum case can be reduced to
the classical problem:

Lemma 55 Let ε > 0, let ρ and σ be two quantum
states, and let D be any contractive metric on the quan-
tum states. Then the following two statements are equiv-
alent:

(i) There exists a quantum state σ̃ with D(σ, σ̃) ≤ ε
such that noisy quantum operations can transform
ρ to σ̃.

(ii) There exists a distribution s̃ with D(λ(σ), s̃) ≤ ε
such that noisy classical operations can transform
λ(ρ) to s̃.

Here, the metric D in (ii) is the classical contractive met-
ric corresponding to the quantum contractive metric D.
Note that in general s̃ 6= λ(σ̃).

Proof. (ii)⇒(i): with σ =
∑
k λk(σ)|k〉〈k|, define

σ̃ :=
∑
k s̃k|k〉〈k|, then D(σ, σ̃) ≤ ε. Since noisy clas-

sical operations can transform λ(ρ) into λ(σ̃), Lemma 7
applies and proves that noisy operations can transform ρ
into σ̃.

To see (i)⇒(ii), let Φ be the quantum operation
that dephases in the eigenbasis of σ; i.e. Φ(τ) :=∑
k〈k|τ |k〉|k〉〈k|, and set s̃k := 〈k|σ̃|k〉, then Φ(σ̃) =∑
k s̃k|k〉〈k|, and

D(λ(σ), s̃) = D(σ,Φ(σ̃)) = D(Φ(σ),Φ(σ̃)) ≤ D(σ, σ̃) ≤ ε.

Again, due to Lemma 7, the assumption that ρ
noisy7−→ σ̃

implies that λ(ρ)
noisy7−→ λ(σ̃). Furthermore, according to

Exercise II.1.12, “Schur’s Theorem” in (Bhatia, 1997),
the eigenvalues of σ̃ majorize the diagonal elements of σ̃
in the eigenbasis of σ, hence λ(σ̃) � s̃, and consequently

λ(σ̃)
noisy7−→ s̃. It follows that λ(ρ)

noisy7−→ s̃.

This lemma allows us to study approximate state con-
version in purely classical terms. Hence, in the follow-
ing, when we refer to a contractive metric D, we always
assume that it is a contractive metric on the classical
probability distributions.

For convenience, we will make use of the following no-
tational convention:

Definition 56 (ε-approximate state conversion)

We write x
ε-noisy7−→ y if there exists a noisy classical

operation taking x to a state that is ε-close to y relative
to a contractive metric D.

The following transitivity property will be used several
times: if we have both

x
ε-noisy7−→ y and y

δ-noisy7−→ z

then it follows that

x
(ε+ δ)-noisy7−→ z.
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B. Smoothed entropies

As we have seen in Subsection V.B, the order-∞ and
order-0 Rényi nonuniformities determine the single-shot
nonuniformity of formation and distillable nonuniformity
of a state. When the state preparation is allowed to be
approximate, these quantities turn out to be given by
smoothed versions of these Rényi nonuniformities. We
begin, therefore, with a discussion of smoothing.

Definition 57 Fix any contractive metric D. For proba-
bility distributions x and ε ≥ 0, define the smooth order-0
and order-∞ Rényi entropies as

Hε
∞(x) := max

x′:D(x,x′)≤ε
H∞(x′),

Hε
0(x) := min

x′:D(x,x′)≤ε
H0(x′).

Similarly, we define the smooth order-0 and order-∞
Rényi nonuniformities as

Iε∞(x) := log dx −Hε
∞(x) = min

x′:D(x,x′)≤ε
I∞(x′),

Iε0(x) := log dx −Hε
0(x) = max

x′:D(x,x′)≤ε
I0(x′).

It is clear that the values of these quantities depend on
the choice of metric D. In the following, we will always
assume that the reader is aware of this freedom of choice,
and we will not always repeat that the statements are
contingent on the choice of D.

Note that the optimizations in Definition 57 are over
normalized classical probability distributions x′. This
differs from some places in the literature where subnor-
malized (quantum) states are taken into account, for ex-
ample in (Tomamichel, 2012).

In Lemma 55 above, we have shown that we can with-
out loss of generality restrict our analysis to classical
probability distributions. However, some readers may
be interested in translating some results of this section
directly into the quantum case, in order to apply them in
other contexts. This turns out to be possible whenever
we speak about the smooth Rényi ∞-entropy : defining
the quantum version of the smooth Rényi ∞–entropy in
the usual way, the resulting quantity agrees with the clas-
sical version applied to the spectrum:

Sε∞(ρ) := max
ρ′: D(ρ,ρ′)≤ε

S∞(ρ′) = Hε
∞(λ(ρ)), (6.3)

where S∞(σ) := − log ‖σ‖∞. [This definition resem-
bles that in (Renner, 2008) and (Tomamichel, 2012) but
involves any contractive metric and involves smoothing
over only normalized states.] However, we do not know
whether the analogous relation holds for the smooth
Rényi 0-entropy Hε

0 in general; only that

Sε0(ρ) := min
ρ′: D(ρ,ρ′)≤ε

S0(ρ′) ≤ Hε
0(λ(ρ)).

Note that, unlike eq. (6.3), we have an inequality here.
We do get equality in the special case where the con-
tractive metric is chosen to be the trace distance Dtr

from (6.1), as the following lemma asserts (proof in Ap-
pendix A):

Lemma 58 Let D be any contractive metric on the quan-
tum states for which there exists a norm ‖ · ‖ on the self-
adjoint matrices such that D(ρ, σ) = ‖ρ−σ‖ (for example
the trace distance, D = Dtr with ‖ · ‖ = 1

2‖ · ‖1). Then
the quantum version of the smooth max-entropy,

Sε0(ρ) := min
ρ̄: D(ρ,ρ̄)≤ε

S0(ρ̄),

with S0(ρ̄) := log rank(ρ̄), agrees with the classical smooth
max-entropy on the spectrum of ρ:

Sε0(ρ) = Hε
0(λ(ρ)).

The fact that this restriction is necessary is a first man-
ifestation of the fact that Hε

0 behaves in some ways “less
nicely” than Hε

∞, as we will see several times below, for
example in the following lemma:

Lemma 59 For every ε > 0, the quantity Iε∞ is a
nonuniformity monotone, but Iε0 is not, in general.

Proof. To prove that Iε∞ is a nonuniformity mono-
tone, suppose that x and y are distributions such that
y = N(x) for some noisy operation N . Then, due to con-
tractivity, the set of states y′ with D(y, y′) ≤ ε contains
the set of distributions N(x′) with D(x, x′) ≤ ε. More-
over, we know that I∞ (without the ε) is a nonuniformity
monotone. Thus

Iε∞(N(x)) = min
y′:D(y,y′)≤ε

I∞(y′)

≤ min
x′D(x,x′)≤ε

I∞(N(x′))

≤ min
x′:D(x,x′)≤ε

I∞(x′) = Iε∞(x).

Now we consider Iε0 . Any nonuniformity monotone
M must satisfy M(x ⊗ m(d)) = M(x) for m(d) =
(1/d, . . . , 1/d) the uniform state on Rd (as mentioned in
Eq. (4.3)). But this equation is not generally true for Iε0 .

As a concrete counterexample, let 0 < ε < 1
2 ,

d ≥ max {1/(2ε), 3}, and consider the trace distance
Dtr. If x = m(2) is the maximally mixed state on
one bit, then Iε0(x) = 0. Let y be the distribution(

1
d ,

1
2d ,

1
2d , . . . ,

1
2d , 0

)
∈ R2d. Then Dtr(y, x ⊗ m(d)) =

1/(2d) ≤ ε, so Hε
0(x⊗m(d)) ≤ H0(y) = log(2d− 1), and

Iε0(x⊗m(d)) ≥ log(2d)− log(2d− 1) > 0.
In the case that the reference metric is chosen to be

the trace distance Dtr, the smooth Rényi 0-entropy Hε
0

and the corresponding nonuniformity Iε0 can be evaluated
explicitly.

Lemma 60 If the trace distance Dtr is chosen as refer-
ence metric, then any distribution x has smooth Rényi
0-entropy

Hε
0(x) = log k,
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where k ≥ 1 is chosen as the smallest integer such that∑k
i=1 x

↓
i ≥ 1 − ε, with x↓1 ≥ x↓2 ≥ . . . denoting the com-

ponents of x in non-increasing order.

The proof is given in Appendix A.
This lemma shows how Iε0(x) can be determined graph-

ically in terms of the Lorenz curve of x, if the reference
metric is the trace distance: denoting the two coordi-
nates for the plot of the Lorenz curve by u and v, draw
the line v = 1 − ε parallel to the u-axis, and determine
the left-most elbow u0 of the Lorenz curve that lies on or
above that line. Then Iε0(x) = − log u0. This procedure
is depicted in Fig. 8.
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FIG. 8 If the trace distance is used as the reference metric,
the smooth order-0 Rényi nonuniformity Iε0(x) can be deter-
mined graphically in terms of the Lorenz curve of x: draw the
horizontal line v = 1 − ε, and mark the left-most elbow that
is on or above that line. Denote its u-coordinate by u0, then
Iε0(x) = − log u0. Since this quantity does not only depend
on the Lorenz curve, but also on the number and location
of its elbows, it is clear that Iε0 cannot be a nonuniformity
monotone.

This gives a simple geometric explanation why Iε0
is not a nonuniformity monotone, as demonstrated in
Lemma 59: this quantity does not only depend on the
Lorenz curve of the state, but also on its elbows. The
map x 7→ x⊗m(d) changes the set of elbows (but not the
Lorenz curve), and thus changes the value of Iε0 (but not
that of any nonuniformity monotone).

C. Nonuniformity of formation and distillable nonuniformity
for approximate state preparation

The quantity Iε∞ turns out to quantify the single-shot
nonuniformity of formation if the formation is allowed to
be achieved only approximately.

Lemma 61 The minimum I such that sI
ε-noisy7−→ x, is

given by the ε-smoothed order-(∞) Rényi nonuniformity,

Iε∞(x).

Proof. According to Lemma 31, in order to create a
state x′ with D(x, x′) ≤ ε, one needs a sharp state of
nonuniformity at least I∞(x′). Optimizing over all pos-
sible x′ yields the minimal nonuniformity of any sharp
state needed to create some state x′ which is ε-close to
x:

min
x′:D(x,x′)≤ε

I∞(x′) = Iε∞(x).

As it turns out, it is not so simple to prove an analogous
statement for the distillable nonuniformity. While one
can achieve distillation of a sharp state of nonuniformity
Iε0(x) from x, this is not in general the optimal result.

Lemma 62 It is possible to achieve x
ε-noisy7−→ sI , for I

equal to the ε-smoothed order-0 Rényi nonuniformity,

Iε0(x).

Proof. Choose x′ such that Iε0(x) = I0(x′) and
D(x, x′) ≤ ε. According to Lemma 30, one can distill
a sharp state sI of nonuniformity I = I0(x′) by noisy
operations from x′. Denote this noisy operation by N ,
then N(x′) = sI . Set y := N(x), then

D(y, sI) = D(N(x), N(x′)) ≤ D(x, x′) ≤ ε,

proving the claim.
If the expression in this lemma were optimal – that

is, if Iε0(x) gave the maximal nonuniformity of any sharp
state that can be extracted from x – then Iε0 would have
to be a nonuniformity monotone. However, we know from
Lemma 59 that it is not. Therefore, the optimal expres-
sion for distillable uniformity must be different. In fact,
as a simple corollary of Lemma 62, we see immediately
that nonuniformity

Iε0(x⊗m(d)) (6.4)

for the d-dimensional uniform state m(d) (with d arbi-
trary) can be achieved as well: we can add on the uni-
form state m(d) for free, and apply Lemma 59 to x⊗m(d).
As shown in Lemma 59, this quantity can be larger than
the corresponding one for x alone. In fact, we will show
in the appendix that expression (6.4) is increasing in d,
and the maximal nonuniformity of any sharp state that
can be extracted from x is given by

Jε0 (x) := lim
d→∞

Iε0(x⊗m(d)). (6.5)

The result from Lemma 62, though not optimal, will be
sufficient for all further applications: it will allow us to
obtain conditions for state conversion and compute the
optimal asymptotic transition rate. Therefore, we defer
the formal proof of (6.5) to the appendix.

However, we note that in the case that the reference
metric is the trace distance, the expression (6.5) can be
evaluated directly in terms of the Lorenz curve of x:
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adding on the uniform state m(d) to x with increasing
d does not change the Lorenz curve, but adds more and
more elbows. In the limit of d → ∞, the set of elbows
becomes dense on the Lorenz curve. Applying the pre-
scription from Fig. 8 to determine Iε0(x⊗m(d)) means –
in the limit of large d – to simply determine the point
u0 where the line v = 1 − ε intersects the Lorenz curve.
Then Jε0 (x) = − log u0.
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FIG. 9 If the trace distance is used as the reference metric,
the distillable nonuniformity Jε0 (x) = limd→∞ I

ε
0(x⊗m(d)) of

any state x can be determined graphically by means of the
Lorenz curve of x: determine the (smallest) value u0 such
that Lx(u0) = 1−ε, i.e. the intersection of the horizontal line
v = 1− ε and the Lorenz curve. Then Jε0 (x) = − log u0.

This reproduces the smoothing procedure for the “min-
free energy” in (Horodecki and Oppenheim, 2013) in the
case of trivial Hamiltonians H = 0 (cf. their Supplemen-
tary Figure S2). It is depicted in Fig. 9. It is intriguing
that the Lorenz curve again turns out to be a natural and
useful tool also in the case of approximate distillation of
nonuniformity. However, note that the Lorenz curve pro-
cedure to determine Jε0 is only valid if the trace distance
is used as the reference metric. Expression (6.5) is more
general: it is valid for all contractive metrics.

Our results above also give a qualitative confirmation
of the statements in (Dahlsten et al., 2009): Iε0 quan-
tifies the extractable nonuniformity (and thus work) in
their Theorem I. Since Iε∞ quantifies the nonuniformity
needed to construct a state, any attempt to obtain more
nonuniformity (and thus work) back from a given state
will only be possible with very small probability of suc-
cess, coming from mere chance by guessing bits correctly.
This is reflected in Theorem II in their paper. However,
note that the scenario in their paper differs from ours.
For example, while the resource theory of nonuniformity
allows one to add on uniform states for free, the number
of bits (or Szilard engines) in (Dahlsten et al., 2009) is
fixed at some number n.

In Section V.B, a sufficient condition for exact state
conversion was derived from the expressions for the
nonuniformity of formation and distillable nonuniformity.
In this section, we determine an analogous condition for

approximate state conversion, based on the results of the
previous section. As in Subsection VI.C, we will assume
that D is an arbitrary contractive metric as defined in
Definition 54. The two quantities Iε∞ and Iε0 yield a suffi-
cient condition for approximate state interconvertibility:

Lemma 63 If x and y are states such that

I
ε/2
0 (x) ≥ Iε/2∞ (y),

then x
ε-noisy7−→ y.

Proof. We have already provided the proof for the ε = 0
case in Lemma 32. To extend the result to ε > 0, note
that

I
ε/2
0 (x) = max

x̄:D(x̄,x)≤ε/2
I0(x̄),

Iε/2∞ (y) = min
ȳ:D(ȳ,y)≤ε/2

I∞(ȳ).

Let x̄ and ȳ be states that achieve the maximum respec-
tively minimum in these optimizations. Then

I0(x̄) = I
ε/2
0 (x) ≥ Iε/2∞ (y) = I∞(ȳ).

Due to Lemma 32, there is a noisy operation N such that
N(x̄) = ȳ. Now let y′ := N(x). Then

D(y′, y) ≤ D(y′, ȳ) +D(ȳ, y)

= D(N(x), N(x̄)) +D(ȳ, y)

≤ D(x, x̄) + ε/2 ≤ ε.

This proves the claim.
The previous lemma gives a sufficient condition for ap-

proximate convertibility. Similarly, we can obtain a nec-
essary condition:

Lemma 64 If x and y are states such that

x
ε-noisy7−→ y,

then Iε+δ∞ (y) ≤ Iδ∞(x) for every δ ≥ 0.

Proof. Denote the state which is ε-close to y and gen-
erated from x by y′. Lemma 59 implies that Iδ∞(x) ≥
Iδ∞(y′). Let ȳ be any state such that Iδ∞(y′) = I∞(ȳ) and
D(y′, ȳ) ≤ δ. Then D(y, ȳ) ≤ D(y, y′) +D(y′, ȳ) ≤ ε+ δ,
and we obtain Iε+δ∞ (y) ≤ I∞(ȳ) = Iδ∞(y′) ≤ Iδ∞(x).

D. Asymptotic state conversion

Our previous results on single-shot ε-noisy nonunifor-
mity distillation and dilution, Lemmas 63 and 64, al-
low us to recover (and slightly generalize) the result
in (Horodecki et al., 2003a,b) on the asymptotic con-
version rate between two nonuniform states. Due to
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Lemma 55, it is again sufficient to consider conversion
between classical probability distributions.

The question we are interested in is the following. Sup-
pose we are given n copies of some state x, which we
would like to use to create as many copies of another
state y as possible, using only noisy operations. That
is, we would like to transform x⊗n into y⊗m, with m as
large as possible. However, we do not demand that the
transformation is perfect—instead, we allow a small error
ε. That is, for every n, we ask for the maximal integer
mn such that

x⊗n
εn-noisy7−→ y⊗mn ,

and εn → 0 as n → ∞. In particular, we are interested
in how mn scales with n. We will first answer this ques-
tion for the case of constant error, i.e. εn = ε for all n;
afterwards, we will obtain the answer for asymptotically
vanishing error εn → 0 as a simple corollary.

We have previously obtained necessary and sufficient
conditions for approximate state conversion in terms of
smooth order-0 and order-∞ Rényi entropies. It is a well-
known fact that these entropies converge to the Shannon
entropy in the asymptotic limit of many copies of a state:

Lemma 65 If the reference metric is taken to be either
the purified distance Dp from (6.2) or the trace distance
Dtr from (6.1), then we have for every 0 < ε < 1

lim
n→∞

1

n
Hε
∞(x⊗n) = H(x) (6.6)

lim
n→∞

1

n
Hε

0(x⊗n) = H(x) (6.7)

for all finite probability distributions x, where H(x) =
−∑i xi log xi is the Shannon entropy.

Several versions of this statement can be found in the lit-
erature; for example, in (Tomamichel, 2012). Some care
has to be taken, however, with respect to the slightly
different definitions of the smooth entropies. For exam-
ple, in contrast to (Tomamichel, 2012), we are here only
considering classical probability distributions, we define
smooth entropies in terms of optimization over normal-
ized states (not subnormalized ones), and we define the
smooth max-entropy as Hε

0 and not as Hε
1/2, with Hα

the Rényi entropy. For completeness, we give a proof of
Lemma 65 in Appendix A.

In contrast with Section VI.C, where we allowed an ar-
bitrary choice of contractive metric, the previous lemma
is only proven for the trace distance and the purified
distance. This is not completely unexpected: it simply
cannot be true for all contractive metrics; for example, it
fails for the discrete metric

D(x, y) :=

{
0 if x = y,

1 if x 6= y.

Furthermore, the trace distance and purified distance are
the most frequently used metrics with clear operational

meaning. We leave it open whether the lemma above –
or the following one – can be proven in greater generality.

Now we recover the result in (Horodecki et al., 2003a,b)
on the asymptotic conversion rate. Our proof turns
out to be considerably simpler than the original one: it
suffices to combine the single-shot results, Lemmas 63
and 64, with the asymptotic equipartition property,
Lemma 65, to obtain the rate directly.

Lemma 66 Let x and y be two states of possibly different
dimensionalities that are not both uniform, let 0 < ε <
1, and choose either the trace distance or the purified
distance as reference metric. For every n ∈ N, let mn be
the largest integer such that

x⊗n
ε-noisy7−→ y⊗mn .

Then

lim
n→∞

mn

n
=
I(x)

I(y)
,

where I(z) := log dz−H(z), with H the Shannon entropy.
Similarly, let kn be the smallest integer such that

x⊗kn
ε-noisy7−→ y⊗n.

Then

lim
n→∞

kn
n

=
I(y)

I(x)
.

Remark. Due to Lemma 55, the analogous statement
for quantum states follows immediately. Thus, we fully
recover the result in (Horodecki et al., 2003a,b), general-
ized to constant error ε.

Proof. A moment’s thought shows that the statement
of the lemma is trivially true if either x or y is uniform
(such that I(x) = 0 or I(y) = 0); hence we only have
to prove the case that I(x) > 0 and I(y) > 0. We only
prove the first claim; the proof of the second claim is
analogous. Clearly mn is increasing in n. Since for every
m ∈ N, we have

I
ε/2
0 (x⊗n) = n · I(x) + o(n) > Iε/2∞ (y⊗m)

for n large enough, Lemma 63 implies that mn → ∞ as
n → ∞. After some rearranging, Lemma 63 also says
that if the inequality

m

n
≤

1
nI

ε/2
0 (x⊗n)

1
mI

ε/2
∞ (y⊗m)

is satisfied, then noisy operations can transform x⊗n into
a state that is ε-close to y⊗m. By construction, this is
impossible for m := mn + 1, so

mn + 1

n
>

1
nI

ε/2
0 (x⊗n)

1
mn+1I

ε/2
∞ (y⊗(mn+1))

.
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Thus, we obtain

lim inf
n→∞

mn

n
≥ lim inf

n→∞

1
nI

ε/2
0 (x⊗n)

1
mn+1I

ε/2
∞ (y⊗(mn+1))

=
log dx − limn→∞

1
nH

ε/2
0 (x⊗n)

log dy − limm→∞
1
mH

ε/2
∞ (y⊗m)

=
log dx −H(x)

log dy −H(y)
.

Conversely, choose δ ∈ (0, 1 − ε) arbitrarily (such that
ε+ δ < 1), then Lemma 64 shows that the inequality

mn

n
≤

1
nI

δ
∞(x⊗n)

1
mn

Iε+δ∞ (y⊗mn)
.

holds for every n, from which we can analogously infer
by computing the limit of the right-hand side that

lim sup
n→∞

mn

n
≤ log dx −H(x)

log dy −H(y)
.

This proves that the limit limn→∞mn/n exists and
equals I(x)/I(y).

As a simple corollary, we recover the result for asymp-
totically vanishing error, i.e. for the case that εn → 0
as n → ∞ (however slowly). The proof idea is simple:
use the method from Lemma 66 to achieve fixed error ε;
then, as n grows, decrease ε to zero, but do this slowly
enough such that the fraction mn/n still has the same
limit as in Lemma 66. In the appendix, we give a proof
that formally shows that this idea works.

By a protocol, we mean any choice of integers (mn)n∈N
and noisy operations that transform x⊗n into y⊗mn up
to error εn for every n. With this definition, we can
formalize the above idea into

Lemma 67 There is a protocol for transforming n copies
of x into mn copies of y with asymptotically vanishing
error at rate

r := lim
n→∞

mn

n
=
I(x)

I(y)
;

however, no higher rate is achievable by any protocol of
this kind.

The proof is provided in Appendix A.

E. Nonuniformity cost and yield of asymptotic state
conversion

Now we return to the problem posed in Subsec-
tion V.C, which is to quantify the nonuniformity cost
and yield of state conversion. We can analyze this prob-
lem in the asymptotic case, and the answer turns out to
be simple. Suppose that I(x) < I(y), then – for n large
enough – the approximate state conversion

x⊗n
ε-noisy7−→ y⊗n (6.8)

is impossible – otherwise we would have I(x) ≥ I(y)
according to Lemma 66 above. However, we may be able
to create y⊗n if, in addition to consuming x⊗n, we can
consume a certain number, mn, of pure bits (i.e. sharp
states of nonuniformity 1), that is,

x⊗n ⊗ s⊗mn1

ε-noisy7−→ y⊗n.

It is natural to try and determine the minimum value of
mn such that one can still achieve this conversion.

Similarly, if I(x) > I(y), then the conversion (6.8) is
possible, but “inefficient” – in addition to y⊗n, it will
be possible to extract a certain number mn of pure bits,
such that

x⊗n
ε-noisy7−→ y⊗n ⊗ s⊗mn1 .

It is also natural to ask what the maximal value of mn is
such that this conversion can be achieved.

In Subsection V.C, we answered the analogous ques-
tions for the case of single states x and y (not x⊗n or
y⊗n) and for exact conversion. We provide the answer
in the asymptotic case, for approximate conversion, in
Lemma 68 below.

There are two natural ways to prove Lemma 68. One
is to directly generalize the proof of Lemma 66, and to
use the inequalities (for ε, δ ≥ 0)

Iε+δ∞ (x⊗ y) ≤ Iε∞(x) + Iδ∞(y),

Iε+δ0 (x⊗ y) ≥ Iε0(x) + Iδ0 (y)

(following from analogous inequalities for smooth en-
tropies) to split information measures of tensor products
of states into parts. However, there is a simpler proof
which establishes Lemma 68 as a corollary of Lemma 66
directly. It will be given below.

Lemma 68 (Asymptotic yield/cost of conversion)
Let x and y be two states of possibly different dimen-
sionalities, let 0 < ε < 1, and choose either the trace
distance or the purified distance as reference metric.
Consider the following two cases, characterized by the
nonuniformity monotone I(z) := log dz − H(z), with H
the Shannon entropy:

• Suppose that I(x) ≤ I(y). Let mn be the smallest
integer such that

x⊗n ⊗ s⊗mn1

ε-noisy7−→ y⊗n.

Then lim
n→∞

mn

n
= I(y)− I(x).

• Suppose that I(x) ≥ I(y). Let mn be the largest
integer such that

x⊗n
ε-noisy7−→ y⊗n ⊗ s⊗mn1 .

Then lim
n→∞

mn

n
= I(x)− I(y).
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Proof. If x or y is uniform, the statement of the lemma
follows directly from Lemma 66; thus, we will assume
that I(x) > 0 and I(y) > 0. We give the proof of the
first case, I(x) ≤ I(y), only; the proof of the second case
is analogous. Denote by kn the largest integer such that

x⊗n
ε/2-noisy7−→ s⊗kn1 . (6.9)

According to Lemma 66, we have limn→∞ kn/n = I(x).
Now let ln be the smallest integer such that

s⊗ln1

ε/2-noisy7−→ y⊗n. (6.10)

According to Lemma 66, we have limn→∞ ln/n = I(y).
Set m := max{ln − kn, 0}. From (6.9), we obtain

x⊗n ⊗ s⊗m1

ε/2-noisy7−→ s
⊗(kn+m)
1 .

Since kn + m ≥ ln, we can first perform this conversion
(and possibly discard some pure bits) and then perform
conversion (6.10), in total yielding the conversion

x⊗n ⊗ s⊗m1

ε-noisy7−→ y⊗n.

Thus mn ≤ m ≤ |ln − kn|. Dividing by n and taking the
lim sup of both sides yields

lim sup
n→∞

mn

n
≤ I(y)− I(x).

If I(x) = I(y) then

lim inf
n→∞

mn

n
≥ I(y)− I(x) (6.11)

is trivially true. Thus, assume I(x) < I(y), then it is
clear that mn → ∞ as n → ∞. Choose δ > 0 such that
ε+ δ < 1, and let in be the smallest integer such that

x⊗in
δ-noisy7−→ s⊗n1 .

According to Lemma 66, we have limn→∞ in/n = 1/I(x).
Furthermore, let jn be the smallest integer such that

x⊗jn
(ε+ δ)-noisy7−→ y⊗n.

Due to Lemma 66, we have limn→∞ jn/n = I(y)/I(x).
Moreover, we have the chain of conversions

x⊗(n+imn ) = x⊗n ⊗ x⊗imn δ-noisy7−→ x⊗n ⊗ s⊗mn1

ε-noisy7−→ y⊗n,

hence

x⊗(n+imn ) (ε+ δ)-noisy7−→ y⊗n.

By definition of jn, it follows that n+ imn ≥ jn, and so

1 +
imn
mn︸︷︷︸

→1/I(x)

·mn

n
≥ jn

n︸︷︷︸
→I(y)/I(x)

,

where the given limits are for n → ∞. This estab-
lishes (6.11).

F. Approximate catalysis

Generalizing the notion of exact catalysis (discussed in
Subsection V.D), one may ask whether a given state x
can be converted into another state y approximately via
the help of a catalyst in state z, where the notion of ap-
proximation is the following: the final state is ε-close to
y ⊗ z. It follows that the marginal on the system of this
final state might not be precisely y, the marginal on the
catalyst of this final state might not be precisely z, and
the system and catalyst might in fact have some correla-
tion in the final state. We ask under what conditions the
“approximate noisy-trumping”

x⊗ z ε-noisy7−→ y ⊗ z (6.12)

is possible. This problem has recently been studied
in (Brandão et al., 2015); here we give a brief summary
of their results, translated into our notation. In this sub-
section, the reference metric will always taken to be the
trace distance, D = Dtr, as defined in (6.1).

The first insight from (Brandão et al., 2015) is related
to the embezzling phenomenon (van Dam and Hayden,
2003). Suppose we fix ε > 0, and ask for what pairs
of states x, y there exists some z such that the conver-
sion (6.12) is possible. The answer turns out to be:
for all pairs of states. That is, the approximate noisy-
trumping relation in (6.12) is trivial (every state can be
converted to every other) if ε is a fixed positive number
which is independent of the states and catalyst.

The trick to show this is to use a huge-dimensional, un-
physical catalyst z (an “embezzling state”) which has the
property that one can distill an arbitrarily large amount
of nonuniformity from it, while at the same time leaving
it almost unmodified in trace distance. The intuitive rea-
son why this is possible is as follows: if two states z, z′ are
very close in the sense that D(z, z′) ≤ ε, their nonunifor-
mity content can still differ by arbitrarily large amounts.
This is easy to see, for example, in the case of Shannon
nonuniformity I. If dz = dz′ , we have by the Fannes
inequality (Fannes, 1973; Nielsen and Chuang, 2010), as
improved by Audenaert (Audenaert, 2007),

I(z′)− I(z) = H(z)−H(z′) ≤ ε log(dz − 1) + h(ε)

if D(z′, z) ≤ ε, where h(ε) := −ε log ε − (1 − ε) log(1 −
ε). The sharpness of this bound shows that for large dz,
states that are close can still have significantly different
amounts of nonuniformity.

However, this inequality also gives a hint on how to
obtain a more interesting notion of approximate noisy-
trumping: make sure that ε log(dz − 1) is bounded, by
decreasing ε with dz. This prescription, interpreted as
quantifying the “error per particle” in (Brandão et al.,
2015), leads to a notion of approximate noisy-trumping
that is fully characterized by the Shannon nonuniformity
I:

Theorem 69 (Thm. 14 in (Brandão et al., 2015))
Let x, y be distributions with dx = dy =: d. If there
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exists a catalyst z such that

x⊗ z (ε/ log dz)-noisy7−→ y ⊗ z,

then

I(x) ≥ I(y)− 2ε− 2ε log d

log dz
− h

(
2ε

log dz

)
.

Conversely if I(x) > I(y), then for all sufficiently large
dz there exists a catalyst z such that

x⊗ z δ-noisy7−→ y ⊗ z, where δ = exp
(
−Ω(

√
log dz)

)
.

Roughly speaking, the theorem above states that x
can be converted to y under approximate catalytic noisy
operations if and only if the Shannon nonuniformity of
x is bigger than that of y. On the other hand, we know
from Lemma 46 that x can be converted to y under exact
catalytic noisy operations if and only if for all p ≥ 0 the
Rényi p-nonuniformity of x is bigger than that of y. The
reason there is no conflict between these two results is
that all the Rényi p-nonuniformities with p 6= 1 are not
asymptotically continuous.

VII. CONCLUSIONS

We have focussed in this article on problems of state
conversion under noisy operations. In the single-copy
regime, we have studied exact and approximate state con-
version, catalytic and noncatalytic. In each case, we have
discussed the necessary and sufficient conditions for the
conversion to be possible. These results have interesting
consequences for the status of the second law of thermo-
dynamics.

The standard formulation of the second law is that
entropy does not decrease. This is clearly inadequate as
a criterion for the possibility of exact state conversion,
with or without a catalyst, because evaluating the value
of a single monotone can only generate a total order over
states while noisy operations, catalytic or noncatalytic,
induce a quasi-order.

Fortunately, one can rehabilitate the second law as a
criterion for exact state conversion. To decide on the pos-
sibility of noncatalytic state conversion, one can compare
the Lorenz curves of the states. If one wants to make the
decision by finite means, one can use either one of the two
state conversion witnesses described in Section V.E. To
decide on the possibility of state conversion in the pres-
ence of a catalyst, one can compare the set of order-p
Rényi nonuniformities for the states.

The question of whether the second law is adequate as
a criterion for approximate state conversion is more sub-
tle. Theorem 69 shows that under a particular notion of
approximate catalysis, wherein the final state of the sys-
tem and the catalyst must be ε/ log dz-close to the target
(where dz is the dimension of the catalyst), a state x can
be converted to y (of equal dimension) if and only if the

entropy of y is greater than that of x. Leaving aside the
case of unequal dimensions, this appears to be a vindica-
tion of the standard formulation of the second law. This
notion of approximate catalytic state conversion, how-
ever, (like the one wherein the final state is required to
be ε-close to the target state for some fixed ε) resembles
the phenomenon of embezzlement insofar as a significant
amount of nonuniformity is drawn from the catalyst.

A proper notion of approximate catalytic conversion
ought to have the feature that the nonuniformity required
to form y comes from x and not from the catalyst. The
catalyst might still degrade with use, but one could re-
quire that the number of times one can reuse the catalyst
is independent of the nature of the state conversions that
it has facilitated. One can, for instance, define a notion
of approximate catalytic conversion as follows: the final
state must be such that by consuming some additional
small amount of nonuniformity, one can convert it to the
desired target state of the system together with the cat-
alyst. Essentially, one is then using the state conversion
witness Λ from Definition 35 to define a metric over the
states. A similar definition can be made with the cat-
alytic state conversion witness Λcat from Definition 48.
This sort of notion was also proposed in (Brandão et al.,
2015). For any given finite amount of nonuniformity ε
that one uses to define the degree of approximation, one
can always find a pair of incomparable states x and y such
that |Λ(x‖y)| ≥ ε and |Λ(y‖x)| ≥ ε, and therefore under
this notion of approximate catalytic conversion, the or-
der over states remains a quasi-order. Necessarily then,
the criterion for state conversion cannot be expressed in
terms of the value of a single measure of nonuniformity,
and the standard formulation of the second law is again
inadequate.

Another set of results that we have described concerns
the cost and yield of nonuniformity for state preparations
and state conversions, both single-shot and asymptotic,
as well as catalytic and noncatalytic. We have intro-
duced a 1-parameter family of states, the sharp states,
and shown that these can provide a “gold standard” of
nonuniformity, in terms of which we can measure the
costs and yields. Sharp states can be used to simulate
erasure operations, so the nonuniformity yield of some
process determines the amount of erasure, hence “infor-
mational work”, that can be extracted from a state or a
state conversion process.

Lemma 66 implies that the rate at which pure bits
must be consumed to generate x is equal to the rate at
which pure bits can be distilled from x, in the asymptotic
limit, namely I(x) (because the nonunifority of a pure
bit is 1). Lemmas 30 and 31, on the other hand, show
that in the single-shot case there is a gap: the nonunifor-
mity of sharp state that is needed to form a single copy
of x is I∞(x), while one can only distill a sharp state
of nonuniformity I0(x), and in general, I0(x) < I∞(x).
Furthermore, Corollaries 50 and 51 demonstrate that the
amount of nonuniformity one requires to form a state and
the amount one can distill from a state do not change in
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the presence of a catalyst.

Turning to the nonuniformity costs and yields of state
conversion, Lemma 68 shows that in the asymptotic limit,
the cost per copy of taking x to y and the yield per copy
of taking y back to x are both equal to I(y)−I(x), hence
the process is reversible. In the single-shot case, how-
ever, there is a gap between cost and yield. Proposi-
tions 36 and 37 imply that the nonuniformity cost of
the conversion of x to y is Λ(x‖y), while the nonunifor-
mity yield of the conversion of y back to x is −Λ(y‖x)
(which is positive whenever Λ(x‖y) is negative). In gen-
eral |Λ(x‖y)| 6= |Λ(y‖x)|, so the conversion is not re-
versible.

To summarize, what emerges from this analysis is that
attempting state preparations or state conversions one
copy at a time is inefficient. It is only by processing
asymptotically many copies at once that one can achieve
perfect efficiency.

We now consider some open questions that remain in
the resource theory of nonuniformity.

Although we have talked about simulating erasure op-
erations using sharp states, there is a more general ques-
tion concerning the precise resource requirements for
simulating any given non-noisy operation, or relatedly,
what non-noisy operations can be simulated from a given
nonuniform state. An example of such a problem is to
find the set of one-qubit quantum channels that can be
implemented using an ancilla that has at most one bit of
nonuniformity. This problem has been considered by sev-
eral authors (Terhal et al., 1999; Zalka and Rieffel, 2002)
and a complete characterization of the class of accessible
one-qubit channels is now known (Narang and Arvind,
2007). It remains to solve the problem beyond the case
of one-qubit systems and one-qubit ancillas.

Another set of open questions concerns the situation
wherein the restriction to noisy operations is combined
with a locality restriction, such that an agent only has
access to part of a composite system. In this case, quan-
tum state conversion problems do not reduce to classi-
cal state conversion problems: entanglement between the
accessible and inaccesible parts makes the problem in-
herently quantum. There is some work already in this
direction (Faist et al., 2012).

For almost every question about nonuniformity dis-
cussed in this article, there is a simple analogue within
the resource theory of athermality. For one, it is the case
that for quantum states that are block-diagonal across
energy eigenspaces, every state conversion problem re-
duces to the corresponding problem for classical statisti-
cal states. Furthermore, state conversion problems under
classical thermal operations are simple generalizations of
those same problems under noisy classical operations.
The equivalence classes of states under classical ther-
mal operations are associated with Gibbs-rescaled his-
tograms (Egloff et al., 2012), which plot the ratios xi/qi
in decreasing order, with q the thermal state for the as-
sociated system. They can alternatively be associated
with the cumulative integral of these functions, which

are the athermal analogues of Lorenz curves. The curve
of x being everywhere greater than or equal to that of y
is the condition for x 7→ y under thermal operations, as
shown in (Horodecki and Oppenheim, 2013). Functions
over states that are nonincreasing under thermal oper-
ations, i.e. athermality monotones, can be defined from
geometric features of these curves or from Schur-convex
functions relative to the thermal state. As a consequence,
for every cousin of the Shannon entropy in the zoo of
entropies, there is an analogous cousin of the thermody-
namic free energy.

The fact that the reduction of quantum state conver-
sion problems to classical ones holds only for states that
are block-diagonal in the energy eigenspaces is perhaps
the most significant manner in which the theory of ather-
mality must go beyond the theory of nonuniformity. In-
deed, it remains an open problem to identify the ther-
mal quasi-order over all quantum states. Note, however,
that because a state that has coherence between energy
eigenspaces is asymmetric relative to time translations,
these questions are informed by results in the resource
theory of asymmetry (Bartlett et al., 2007; Gour and
Spekkens, 2008; Marvian and Spekkens, 2013). Indeed,
if one has access to a reference frame for time (a clock),
then by applying energy-conserving unitaries to the com-
posite of system and clock, it is possible to simulate uni-
taries on the system that can rotate between the energy
eigenbasis and other bases. In this sense, a clock can act
as a kind of catalyst for these state conversions (Brandão
et al., 2013).

We end with some general comments on the use of the
framework of resource theories in the study of thermody-
namics.

The standard tradition of enquiry in physics is dy-
namicist : The physicist’s job is to describe the natu-
ral dynamical behaviour of a system, without reference
to human agents or their purposes. There is, however,
a complementary agent-centric approach which focuses
instead on characterizing limitations on an agent’s con-
trol of the behaviour of a system, or questions about
what sorts of inferences an agent can make about the
system (Wallace, 2013). Thermodynamics partakes in
both traditions. One can see this easily by comparing
various statements of the second law. One that is clearly
in the dynamicist tradition is Clausius’s original state-
ment: “Heat can never pass from a colder to a warmer
body without some other change, connected therewith,
occurring at the same time” (Clausius, 1867). On the
other hand, the version of the Kelvin-Planck statement
that is found in most textbooks is clearly agent-centric:
“it is impossible to devise a cyclically operating device,
the sole effect of which is to absorb energy in the form
of heat from a single thermal reservoir and to deliver an
equivalent amount of work” (Rao, 1997).

The resource-theoretic approach to thermodynamics
that has been explored in this article is clearly agent-
centric. The question of whether some state conversion
which can be achieved by the free operations also arises
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under natural dynamics (that is, in the absence of agents
bringing them about) is not one that a resource theory
seeks to answer. Nonetheless, the resource-theoretic ap-
proach might be adaptable to such questions. Specifi-
cally, if one wishes to characterize a certain subset of the
free operations as more difficult to realize than others (on
the grounds that they do not arise naturally), then one
ought to identify the features that distinguish these op-
erations and redefine the set of free operations to exclude
them.
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Appendix A: Proofs

In the main text, the proofs of some lemmas have been
deferred to the appendix. We provide those proofs here.

Lemma 5 Noisy quantum operations are a strict subset
of the unital operations and, in the case of equal dimen-
sion of input and output space, a strict superset of the
mixtures of unitaries.

Proof. We first demonstrate the inclusions, then show
that they are strict. Noisy operations are necessarily uni-
tal because if the input state is completely mixed, then
after adjoining an ancilla in a completely mixed state,
implementing a unitary, and taking a partial trace, one
is necessarily left with a completely mixed state in the
output. Mixtures of unitaries are necessarily noisy oper-
ations because one can implement them as follows. Sup-
pose the ensemble of unitaries is {pi, Ui}. One prepares
an ancilla of arbitrarily large dimension in the completely
mixed state, partitions its Hilbert space into subspaces,
the relative dimensions of which are described by the dis-
tribution {pi}. Next, one implements a controlled uni-
tary with the ancilla as the control and the system as
the target, where, if the ancilla is found in the subspace
i, the unitary Ui is implemented on the system. Such
a controlled unitary is, of course, itself a unitary on the
composite of system and ancilla. Finally, one discards
the ancilla.

Showing each inclusion’s strictness is much harder. An
example of a unital operation that is not a noisy opera-
tion has been provided in (Haagerup and Musat, 2011).
Meanwhile, the fact that not every noisy operation is a
mixture of unitaries has been shown by Shor in (Shor,

2010), making use of a result in (Mendl and Wolf, 2009).
We refer the reader to (Shor, 2010) for details.

Lemma 6 The set of noisy classical operations coincides
with the set of uniform-preserving stochastic matrices
and, in the case of equal dimension of input and output
spaces (where the uniform-preserving stochastic matrices
are the doubly-stochastic matrices), it coincides with the
set of mixtures of permutations.

Proof. It is straightforward to see that noisy classical
operations are stochastic matrices. The proof that they
are uniform-preserving proceeds in precise analogy to the
proof that the noisy quantum operations are unital: if the
input distribution is uniform, then by adjoining an ancilla
in a uniform state and implementing a permutation, one
creates a uniform state on the whole space, and every
marginal is then also a uniform state.

The converse direction, that every uniform-preserving
stochastic matrix can be realized as a noisy operation, is
the nontrivial one. When the input and output vector
spaces are of equal dimension, the stochastic uniform-
preserving matrices are doubly stochastic, and a famous
result due to Birkhoff (Birkhoff, 1946) establishes that
every doubly stochastic matrix is achievable as a mix-
ture of permutations. Therefore, it suffices to show that
every mixture of permutations can be realized as a noisy
classical operation. To implement permutation Pi with
probability pi, prepare an arbitrarily large ancilla in the
uniform state, and partition its sample space into subsets
of relative size pi. Next, implement a controlled permuta-
tion with the ancilla as the control and the system as the
target, where, if the ancilla is found in the subset i, the
permutation Pi is implemented on the system. Such a
controlled permutation is, of course, itself a permutation
on the composite of system and ancilla. Finally, discard
the ancilla.

Finally, we can show that even if the input and out-
put spaces have different dimensions, every uniform-
preserving stochastic matrix can be achieved as a noisy
classical operation.

Let D be a uniform-preserving stochastic matrix from
a din-dimensional probability space to a dout-dimensional
one. We now append an ancillary system to the input
and one to the output such that the two composites are
of equal dimension. That is, we define ancillary systems
of dimensions d1 and d2 such that dind1 = doutd2. Next,
we define D0 to be the d2×d1 matrix all of whose entries
are 1/d2. This is clearly just the stochastic matrix that
maps every state of dimension d1 to the uniform state
of dimension d2 and is consequently uniform-preserving.
It follows that the (doutd2) × (dind1) matrix D ⊗ D0 is
also a uniform-preserving stochastic matrix. Given that
doutd2 = dind1, it follows that D⊗D0 is doubly-stochastic
and hence can be implemented by a mixture of permuta-
tions.

It follows that, if D is any uniform-preserving stochas-
tic matrix, then it can be implemented by first adjoining
a uniform state of dimension d1 (which is a noisy oper-
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ation), implementing a mixture of permutations (which,
as shown earlier in this proof, is a noisy operation), and
finally marginalizing over the ancillary subsystem of di-
mension d2 (which is also a noisy operation). Given that
every step of the implementation is a noisy operation, the
overall operation is, as well.

Lemma 7 There exists a noisy quantum operation that
achieves the quantum state conversion ρ 7→ σ if and only
if there is a noisy classical operation that achieves the
classical state conversion λ(ρ) 7→ λ(σ).

Proof. The possibility of the quantum state intercon-
version implies the existence of a quantum operation E
such that

σ = E(ρ). (A1)

Denoting the jth eigenvector of σ by |φj〉 and the kth
eigenvector of ρ by |ψk〉, we have

∑

k

λk(σ)|ψk〉〈ψk| = E


∑

j

λj(ρ)|φj〉〈φj |


 , (A2)

or equivalently,

λk(σ) =
∑

j

〈ψk|E (|φj〉〈φj |) |ψk〉λj(ρ). (A3)

If we define the matrix D by

Dkj = 〈ψk|E (|φj〉〈φj |) |ψk〉, (A4)

then we can write Eq. (A3) as

λ(σ) = Dλ(ρ). (A5)

We seek to show that E is a noisy quantum operation if
and only if D is a noisy classical operation. The forward
implication follows from the fact that

din∑

j=1

Dkj = 〈ψk| E (Iin) |ψk〉 = 〈ψk|
din

dout
Iout |ψk〉 =

din

dout

dout∑

k=1

Dkj =
∑

k

Tr [|ψk〉 〈ψk| E (|φj〉 〈φj |)]

= Tr (E(|φj〉〈φj |)) = Tr|φj〉〈φj | = 1,

where we have used the fact that E is unital and the
fact that E is trace-preserving. This implies that D
is a uniform-preserving stochastic matrix, which, by
Lemma 6, implies that it is a noisy classical operation.

The reverse implication follows from the fact that we
can define E by

E(·) =
∑

k,j

Dkj |ψk〉〈φj |(·)|φj〉〈ψk|. (A6)

By assumption, D is a noisy classical operation, so it can
be implemented by adjoining an ancilla in the uniform

state, performing a permutation on the composite, and
summing over a subsystem. Let i be an index for the
sample space of the ancilla, and let l be an index for the
sample space of the subsystem that is summed over. Let
[R]kl,ji denote the matrix elements of the permutation.
It follows from Eq. (2.2) that Dkj = (1/da)

∑
l,i[R]kl,ji,

where we have used the fact that [ma]i = 1/da, with da
the ancilla’s dimension. Letting {|µi〉} denote an orthog-
onal set of vectors for the ancilla a, and {|νl〉} for the
subsystem ā that is summed over, we have

E(ρ) (A7)

= 1
da

∑

k,j

∑

l,i

[R]kl,ji|ψk〉〈φj |(ρ)|φj〉〈ψk| (A8)

= Trā


∑

klji

[R]kl,ji|ψk〉|νl〉〈µi|〈φj |(ρ⊗ Ia
da

)|φj〉|µi〉〈νl|〈ψk|




(A9)

= Trā

[
V (ρ⊗ 1

da
Ia)V †

]
, (A10)

where we have implicitly defined a unitary V . In this
form, it is clear that E is a noisy quantum operation.

Lemma 10 Let ρ ∈ L(Hin) and σ ∈ L(Hout). Then, the
following propositions are equivalent:

• (i) ρ 7→ σ by a noisy operation

• (ii) ρ 7→ σ by a unital operation.

If ρ and σ are of equal dimension, then (i) and (ii) are
also equivalent to

• (iii) ρ 7→ σ by a mixture of unitaries.

Proof. Clearly, (i) implies (ii) because a noisy opera-
tion is unital, and (iii) implies (i) because a mixture of
unitaries is a noisy operation. The nontrivial implica-
tions are (ii) to (i) (for unequal dimension) and (ii) to
(iii) (for equal dimensions). The proof that (ii) implies
(i) can be inferred from the proof of Lemma 7, as follows.
In the forward direction of that proof, we inferred from
the existence of a noisy quantum operation E taking ρ to
σ that there was a noisy classical operation taking the
spectrum of ρ to the spectrum of σ. But that inference
only relied on the fact that E was unital. Then, in the
reverse direction of that proof, we showed that from a
noisy classical operation taking the spectrum of ρ to the
spectrum of σ, one can construct a noisy quantum op-
eration taking ρ to σ. Therefore, (ii) implies (i). In the
case of equal dimension, we simply note that the noisy
classical operation can be written as a mixture of per-
mutations (by Birkhoff’s Theorem (Birkhoff, 1946)), and
hence the noisy quantum operation that one constructs
from it is a mixture of unitaries. Therefore, (ii) implies
(iii).

Lemma 58 Let D be any contractive metric on the quan-
tum states for which there exists a norm ‖ · ‖ on the self-
adjoint matrices such that D(ρ, σ) = ‖ρ−σ‖ (for example
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the trace distance, D = Dtr with ‖ · ‖ = 1
2‖ · ‖1). Then

the quantum version of the smooth max-entropy,

Sε0(ρ) := min
ρ̄: D(ρ,ρ̄)≤ε

S0(ρ̄),

with S0(ρ̄) := log rank(ρ̄), agrees with the classical smooth
max-entropy on the spectrum of ρ:

Sε0(ρ) = Hε
0(λ(ρ)).

Proof. In the following, we will choose a basis such
that ρ is diagonal; in particular, ρ = diag(r1, r2, . . . , rn)
with r1 ≥ r2 ≥ . . . ≥ rn. Let s be any distribution
such that D(λ(ρ), s) ≤ ε and Hε

0(λ(ρ)) = H0(s). Let
σ := diag(s1, s2, . . . , sn), then D(ρ, σ) = D(λ(ρ), s) ≤ ε.
Thus

Sε0(ρ) ≤ S0(σ) = H0(s) = Hε
0(λ(ρ)).

To prove the converse inequality, let σ be any quantum
state with D(ρ, σ) ≤ ε and Sε0(ρ) = S0(σ). Denote by
s = (s1, s2, . . . , sn) the eigenvalues of σ in non-increasing
order, i.e. s1 ≥ s2 ≥ . . . ≥ sn. Contractivity of the metric
implies unitary invariance of the norm. Thus, it follows
from (Bhatia, 1997, Ineq. (IV.62)) that D(λ(ρ), s) ≤
D(ρ, σ) ≤ ε. Hence

Hε
0(λ(ρ)) ≤ H0(s) = S0(σ) = Sε0(ρ).

This proves the claim.
Unfortunately, the purified distance does not satisfy

the premise of Lemma 58: it does not come from a norm.

Lemma 60 If the trace distance Dtr is chosen as refer-
ence metric, then any distribution x has smooth Rényi
0-entropy

Hε
0(x) = log k,

where k ≥ 1 is chosen as the smallest integer such that∑k
i=1 x

↓
i ≥ 1 − ε, with x↓1 ≥ x↓2 ≥ . . . denoting the com-

ponents of x in non-increasing order.

Proof. Since Hε
0(x) is invariant with respect to permu-

tations of the components of x, we may assume that the

components of x are ordered, such that xi = x↓i . For
a given state x = (x1, . . . , xn), define k as described

above, and set N :=
∑k
i=1 xi ≥ 1 − ε. Set x̃ :=

(x1, . . . , xk, 0, . . . , 0) ∈ Rn, then x′ := x̃/N is a state.
A simple calculation shows that Dtr(x, x

′) = 1−N ≤ ε,
thus Hε

0(x) ≤ H0(x′) = log k.
Conversely, let y ∈ Rn be any state with H0(y) <

log k, then consider the support of y, supp(y) := {i ∈
{1, . . . , n} | yi 6= 0}. This has cardinality |supp(y)| < k,
thus

∑
i∈supp(y) xi < 1− ε by the construction of k. Re-

calling an alternative definition of the classical trace dis-
tance [(Nielsen and Chuang, 2010), eq. (9.4)] and com-
paring the values of x and y on the kernel of y, ker(y),

we get

Dtr(x, y) = sup
S

∣∣∣∣∣
∑

i∈S
xi −

∑

i∈S
yi

∣∣∣∣∣

≥

∣∣∣∣∣∣
∑

i∈ker(y)

xi −
∑

i∈ker(y)

yi

∣∣∣∣∣∣

= 1−
∑

i∈supp(y)

xi > ε.

This shows that Hε
0(x) ≥ log k, proving the claim.

In (Tomamichel, 2012), it is shown that the purifed
distance upper-bounds the trace distance:

Dtr(x, y) ≤ Dp(x, y). (A11)

This is the final ingredient to prove Lemma 65 from the
main text, the asymptotic equipartition property:

Lemma 65 If the the reference metric is taken to be
either the purified distance Dp or the trace distance Dtr,
then we have for every 0 < ε < 1

lim
n→∞

1

n
Hε
∞(x⊗n) = H(x)

lim
n→∞

1

n
Hε

0(x⊗n) = H(x)

for all finite probability distributions x, where H(x) =
−∑i xi log xi is the Shannon entropy.

Proof. For the sake of this proof, let Hε
∞ and Hε

0 be
the smooth entropies defined with respect to the trace
distance Dtr, and denote by H̄ε

∞ and H̄ε
0 the smooth

entropies defined with respect to the purified distance
Dp. Denoting the ε-ball around some state x according
to a metric D by

BεD(x) := {y | D(x, y) ≤ ε},

inequality (A11) implies that

BεDp(x) ⊆ BεDtr
(x). (A12)

We show our lemma directly via the asymptotic equipar-
tition property as given, for example, in Theorem 3.1.2 of
(Cover and Thomas, 2012). Given any distribution x, de-

fine the ε-typical set A
(n)
ε of all sequences s = (s1, . . . , sn)

of length n as

A(n)
ε := {s | 2−n(H(x)+ε) ≤ x⊗n(s) ≤ 2−n(H(x)−ε)}.

Then we can find a sequence (εn)n∈N with εn
n→∞−→ 0 such

that the sequence of sets A(n) := A
(n)
εn satisfies

x⊗n(A(n)) > 1− εn,
(1− εn)2n(H(x)−εn) ≤ |A(n)| ≤ 2n(H(x)+εn).

Let ε ∈ (0, 1) be arbitrary, and fix any δ > 0. We will now
prove the following claim: if n is large enough, then any
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distribution q(n) on n symbols with support on some set
Q(n), where |Q(n)| ≤ 2n(H(x)−δ), has Dtr(q

(n), x⊗n) > ε.
If we have a distribution q(n) with these properties, then

q(n)(A(n) \Q(n)) = 0,

but

x⊗n(A(n) \Q(n)) = x⊗n(A(n))− x⊗n(A(n) ∩Q(n))

> 1− εn − 2−n(H(x)−εn) · |Q(n)|
≥ 1− εn − 2−n(δ−εn)

n→∞−→ 1.

Since the trace distance gives the maximal possible prob-
ability with which two distributions can be distinguished,
this implies that Dtr(q

(n), x⊗n) > ε for all distributions
q(n) of this kind if n is large enough. Thus, denoting by
supp q(n) the set of s with q(n)(s) > 0, we obtain

Dtr(x
⊗n, q(n)) ≤ ε⇒ |supp q(n)| > 2n(H(x)−δ).

if n is large enough, which also implies that H0(q(n)) >
n(H(x)− δ), and so

Hε
0(x⊗n) > n(H(x)− δ).

Consequently,

lim inf
n→∞

1

n
Hε

0(x⊗n) ≥ H(x)− δ.

Since this is true for every δ > 0, we obtain

lim inf
n→∞

1

n
Hε

0(x⊗n) ≥ H(x). (A13)

Furthermore, the inequality

H̄ε
0(y) = min

ȳ∈BεDp (y)
H0(ȳ)

≥ min
ȳ∈BεDtr

(y)
H0(ȳ) = Hε

0(y)

implies that

lim inf
n→∞

1

n
H̄ε

0(x⊗n) ≥ H(x). (A14)

Analogously, suppose that r(n) is a distribution that sat-
isfies one of the two equivalent conditions

max
s
r(n)(s) ≤ 2−n(H(x)+δ) ⇔ H∞(r(n)) ≥ n(H(x) + δ),

where the maximum is over all sequences s of length n.
Then it follows

r(n)(A(n)) ≤ 2−n(H(x)+δ) · |A(n)| ≤ 2−n(δ−εn)

which tends to zero for n → ∞, while x⊗n(A(n)) tends
to one. This shows that Dtr(x

⊗n, r(n)) > ε for all distri-
butions r(n) of this kind if n is large enough. Thus,

Dtr(x
⊗n, r(n)) ≤ ε⇒ H∞(r(n)) < n(H(x) + δ)

if n is large enough, and so

Hε
∞(x⊗n) < n(H(x) + δ).

Consequently,

lim sup
n→∞

1

n
Hε
∞(x⊗n) ≤ H(x) + δ.

Since this is true for every δ > 0, we obtain

lim sup
n→∞

1

n
Hε
∞(x⊗n) ≤ H(x). (A15)

Furthermore, the inequality

H̄ε
∞(y) = max

ȳ∈BεDp
H∞(ȳ)

≤ max
ȳ∈BεDtr

H∞(ȳ) = Hε
∞(y)

implies that

lim sup
n→∞

1

n
H̄ε
∞(x⊗n) ≤ H(x). (A16)

Now define a distribution q(n) by

q(n)(s) :=

{
x⊗n(s)/x⊗n(A(n)) if s ∈ A(n)

0 otherwise.

A simple calculation shows that

Dtr(q
(n), x⊗n) =

1

2

(
1− x⊗n(A(n))

)
n→∞−→ 0,

thus

Hε
0(x⊗n) ≤ H0(q(n)) = log |A(n)| ≤ n(H(x) + εn)

if n is large enough. Thus

lim sup
n→∞

1

n
Hε

0(x⊗n) ≤ H(x). (A17)

Similarly,

Hε
∞(x⊗n) ≥ H∞(q(n))

= log x⊗n(A(n))− log max
s∈A(n)

x⊗n(s)

> log(1− εn)− log 2−n(H(x)−εn).

This shows that

lim inf
n→∞

1

n
Hε
∞(x⊗n) ≥ H(x). (A18)

Furthermore, an elementary calculation shows that

Dp(q(n), x⊗n) =
√

1− x⊗n(A(n))
n→∞−→ 0,
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and repeating the calculations above for the purified dis-
tance yields the inequalities

lim sup
n→∞

1

n
H̄ε

0(x⊗n) ≤ H(x), (A19)

lim inf
n→∞

1

n
H̄ε
∞(x⊗n) ≥ H(x). (A20)

The inequalities (A13), (A14), (A15), (A16), (A17),
(A18), (A19), and (A20) prove the lemma.

Lemma 67 There is a protocol for transforming n copies
of x into mn copies of y with asymptotically vanishing
error at rate

r := lim
n→∞

mn

n
=
I(x)

I(y)
;

however, no higher rate is achievable by any protocol of
this kind.

Proof. Since every protocol with asymptotically vanish-
ing error is a special case of a protocol with constant er-
ror, Lemma 66 implies the second part of the statement,
i.e. that no higher rate than r := I(x)/I(y) is achievable.

Now we show how to construct a protocol with asymp-
totically vanishing error from a protocol with constant
error. For every constant error ε > 0, denote the cor-
responding integer mn from Lemma 66 by mn(ε). For
every fixed ε > 0, we have

lim
n→∞

mn(ε)

n
= r.

Thus, for every integer k ∈ N, there exists an integer ñk
such that ∣∣∣∣

mn(1/k)

n
− r
∣∣∣∣ <

1

k
(A21)

for all n ≥ ñk. Let nk := k + max1≤`≤k ñ`, then nk is
strictly increasing in k, and (A21) holds in particular for
all n ≥ nk.

The protocol now is as follows. Given any integer n,
find the k such that n ∈ [nk, nk+1 − 1], which is possible
if n is large enough, i.e. n ≥ nk=1. Then convert x⊗n

into a state y′ which is (1/k)-close to y⊗mn(1/k), which is
possible by definition of the sequence mn(ε). That is, we
convert n copies of x approximately into mn copies of y,
where mn = mn(1/k). Since

mn

n
=
mn(1/k)

n
∈
(
r − 1

k
, r +

1

k

)

and k → ∞ as n → ∞, we have limn→∞mn/n = r.
Furthermore, the error εn = 1/k tends to zero as n→∞.

Appendix B: Strong noisy-trumping and p < 0 Rényi
nonuniformities

In this section, as announced in Subsection V.D, we
study a notion of noisy-trumping which is an alternative

to Definition 45. We do this here in the appendix because
this alternative definition turns out to have undesirable
mathematical properties, rendering its physical interpre-
tation problematic. However, we still think that the dis-
cussion may be interesting within the broader question
of how to define a proper notion of trumping, and also
because it has been mentioned in (Brandão et al., 2015).

In the discussion of Subsection V.D, the first idea for
defining a notion of noisy-trumping that removed the dis-
continuity mentioned there was to relax the demand of
producing the target state perfectly, and instead allow
the target state to be obtained to arbitrary accuracy. The
following definition formalizes this idea. In contrast to
Definition 45, it will require the input state to be pre-
pared perfectly.

Definition 70 (Strong noisy-trumping) We say
that a state x strongly noisy-trumps another state y
if and only if there is a sequence of state (yn)n∈N, all
of the same dimension as y, which converges to y, i.e.
limn→∞ yn = y, and a sequence of catalysts (zn)n∈N
such that

x⊗ zn noisy7−→ yn ⊗ zn for every n ∈ N.

Note that the sequence of catalysts does not have to con-
verge; moreover, the catalysts zn may have different di-
mensionalities (dzn may even grow unboundedly).

This is indeed a stronger notion of trumping: if x
strongly noisy-trumps y, then x also noisy-trumps y in
the sense of Definition 45. This is because if x strongly
noisy-trumps y, then (according to the definition above)
x noisy-trumps every yn, and thus due to Corollary 47
x also noisy-trumps y. Below, we will see that noisy-
trumping and strong noisy-trumping are strictly differ-
ent notions of trumping; this will follow from the fact
that the corresponding quasi-orders are characterized by
different complete sets of monotones.

We start by giving an analog of Lemma 46 for strong
noisy-trumping. The proof again relies on the results
by Klimesh (2007) and Turgut (2007).

Lemma 71 (Conditions for strong noisy-trumping)
Let x and y be any pair of states. Then the strong noisy-
trumping relation is characterized by two cases:

(i) The state x does not contain zeros. Then x strongly
noisy-trumps y if and only if

Ip(x) ≥ Ip(y) for all p ∈ R.

(ii) The state x contains zeros. Then x strongly noisy-
trumps y if and only if

Ip(x) ≥ Ip(y) for all p ≥ 0.

Proof. Suppose that x strongly noisy-trumps y; that is,
there is a sequence (yn)n∈N with limn→∞ yn = y and a
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sequence of catalysts (zn)n∈N such that x⊗zn noisy7−→ yn⊗zn.
Since every Ip is a nonuniformity monotone, we get

Ip(x)+Ip(zn) = Ip(x⊗zn) ≥ Ip(yn⊗zn) = Ip(yn)+Ip(zn).

If Ip(zn) is finite, then we can cancel it from both sides of
the inequality and we are done. The only possibility for
Ip(zn) to not be finite is for p < 0 and for zn to have com-
ponents that are zero. However, by Corollary 43, if zn
catalyzes the conversion of x to yn then so does z

〈I0(zn)〉
n

and the latter has full support. One can therefore repeat

the argument for z
〈I0(zn)〉
n .

Thus Ip(x) ≥ Ip(yn). If p 6= 0, then Ip is continuous,
so yn → y for n → ∞ implies Ip(yn) → Ip(y) (including
the possibility that Ip(y) = ∞). Thus, we can take the
limit of the inequality and conclude

Ip(x) ≥ Ip(y) for all p ∈ R \ {0}.

Finally, we can take the limit p↘ 0 of the latter inequal-
ity, which proves that it also holds for p = 0.

Now suppose that x does not contain zeros, and that
Ip(x) ≥ Ip(y) for all p ∈ R. We may assume that
dx = dy for the same reasons as were given in the proof of
Lemma 46. We may also assume that y is not maximally
mixed. We have to show that x strongly noisy-trumps y;
we will do so by using the results of Lemma 44. Translat-
ing our inequality for Ip into the notation of this lemma,
we obtain that fp(x) ≥ fp(y) for all p 6= 0. If y contained
zeros, then we would have Ip(y) =∞ and Ip(x) <∞ for
p < 0 which would contradict Ip(x) ≥ Ip(y). Thus y has
no zeros either. Thus, we can use the limit

lim
p↘0

1

p
Ip(z) = − log dz−

1

dz

dz∑

i=1

log zi ≡ − log dz+
1

dz
f0(z)

to conclude that f0(x) ≥ f0(y) (again, the same trick as
was used in (Brandão et al., 2015)).

For n ∈ N, set yn := (1− 1/n)y + (1/n)m(dy), then yn
does not contain zeros. Since all fp are strictly Schur-
concave, we have fp(yn) < fp(y), and so

fp(x) > fp(yn) for all p ∈ R.

Lemma 44 implies that there exists some catalyst zn such

that x⊗zn noisy7−→ yn⊗zn. Since this works for every n ∈ N
and limn→∞ yn = y, this shows that x strongly noisy-
trumps y.

Finally, suppose that x contains zeros, and define yn
as above. If p ≤ 0 then ∞ = fp(x) > fp(yn) is automat-
ically satisfied, and we only need to prove that fp(x) >
fp(yn) for p > 0, which follows from Ip(x) ≥ Ip(y) for
p > 0.

This result motivates the following definition.

Definition 72 For an arbitrary pair of states x and y,
define

Λstrong
cat (x‖y) := inf

p∈Sx

(
Ip(x)− Ip(y)

)
,

where

Sx :=

{
R+ if x contains zeros,

R otherwise.

If x contains zeros, then Λstrong
cat (x‖y) = Λcat(x‖y); in

general, we have the inequality

Λstrong
cat (x‖y) ≤ Λcat(x‖y).

The following proposition is a reformulation of Lemma 71
in terms of this new quantity:

Proposition 73 For an arbitrary pair of states x and y,
x strongly noisy-trumps y if and only if

Λstrong
cat (x‖y) ≥ 0.

Equivalently, the function Λstrong
cat (x‖y) is a complete wit-

ness for strong noisy-trumping.

The nonuniformity of formation and the distillable
nonuniformity (as determined in Proposition 30 and 31)
are not changed by catalysis in the sense of strong noisy-
trumping. In other words, Corollaries 50 and 51 also
hold for strong noisy-trumping and the proofs are exactly
analogous. The move from noisy-trumping to strong
noisy-trumping does make a difference, however, for the
nonuniformity cost and yield of state conversion.

Proposition 74 If Λstrong
cat (x‖y) > 0, then x strongly

noisy-trumps y ⊗ sI if and only if

I ≤ Λstrong
cat (x‖y).

Proof. The case I = 0 is just Proposition 73; thus,
we may assume I > 0. First, suppose that x does not
contain any zeros. But then 0 = I0(x) < I0(y ⊗ sI), and
so x cannot strongly noisy-trump y ⊗ sI . In fact,

Λstrong
cat (x‖y) = inf

p∈R

(
Ip(x)− Ip(y)

)
≤ I0(x)− I0(y)

= −I0(y) ≤ 0 < I.

Now consider the case that x contains zeros. Then

Λstrong
cat (x‖y ⊗ sI) = inf

p≥0

(
Ip(x)− Ip(y ⊗ sI)

)

= inf
p≥0

(
Ip(x)− Ip(y)

)
− I

= Λstrong
cat (x‖y)− I.

According to Proposition 73, x trumps y⊗ sI if and only
if this expression is non-negative, that is, if any only if
Λstrong

cat (x‖y) ≥ I.
Surprisingly, the nonuniformity cost of “strong” cat-

alytic state conversion is not determined by Λstrong
cat , but

by the quantity Λcat from Definition 48:
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Proposition 75 If Λcat(x‖y) < 0, then x ⊗ sI strongly
noisy-trumps y if and only if

I ≥ −Λcat(x‖y).

Proof. Since x⊗ sI contains zeros, we have

Λstrong
cat (x⊗ sI‖y) = inf

p≥0

(
Ip(x⊗ sI)− Ip(y)

)

= I + inf
p≥0

(
Ip(x)− Ip(y)

)

= I + Λcat(x‖y).

According to Proposition 73, x⊗sI strongly noisy-trumps
y if and only if this expression is non-negative, that is, if
and only if I + Λcat(x‖y) ≥ 0.

In the case where both x and y do not contain zeros,
such that Λstrong

cat (x‖y) < Λcat(x‖y) is possible, Propo-
sitions 73 and 75 show an undesirable discontinuity in
the nonuniformity cost of catalytic state conversion in
the case of strong noisy-trumping: x⊗ sI strongly noisy-
trumps y if and only if

{
I ≥ −Λstrong

cat (x‖y) if I = 0

I ≥ −Λcat(x‖y) if I > 0.

A discontinuity like this was not present in the definition
of noisy trumping used in the main text (Definition 45).

As a final observation, Proposition 75 implies that two
different possible definitions of noisy trumping are equiv-
alent:

Lemma 76 Let x and y be any pair of states. Then

x⊗ sδ strongly noisy-trumps y for all δ > 0 (B1)

if and only if x noisy-trumps y.

Proof. First, consider the case that Λcat(x‖y) < 0. Ac-
cording to Proposition 49, this means that x does not
noisy-trump y. Indeed, if δ is some logarithm of a ratio-
nal number such that 0 < δ < −Λcat(x‖y), then Proposi-
tion 75 proves that x⊗ sδ does not strongly noisy-trump
y, so statement (B1) is false. This proves the lemma for
the case Λcat(x‖y) < 0.

In the remaining case Λcat(x‖y) ≥ 0, Proposition 49
implies that x noisy-trumps y. By definition, for every

δ > 0, there is a catalyst z such that x⊗ sδ ⊗ z noisy7−→ y ⊗
z. According to Definition 70, this means that x ⊗ sδ
strongly noisy-trumps y. This shows that (B1) is true in
this case, and completes the proof of the lemma.

This lemma shows that there is no third alternative
definition of noisy trumping. A conceivable alternative
definition would involve the possibility to consume an
arbitrarily small amount of nonuniformity (i.e. sδ for ar-
bitrarily small δ > 0) and at the same time allowing for
non-perfect state production, i.e. conversion to arbitrary
non-perfect accuracy. Formally, this would be (B1); the
lemma shows, however, that this only reproduces the no-
tion of noisy-trumping from the main text. This result is
not surprising due to the “closedness” property of noisy-
trumping which was proven in Corollary 47.

Appendix C: Approximate distillation

The goal of this section is to give an expression for
the maximal nonuniformity of any sharp state that can
be extracted from some given state x, as announced in
Eq. (6.5) in the main text. The result in Lemma 59 was
achievable, but not optimal. To this end, we need a few
lemmas.

Lemma 77 Let D be any contractive metric. Consider a
bipartite classical system AB of finite dimension dAB =
dAdB. Let xAB be any state on AB, with marginal xA

on A, and yA any other state on A. Then there exists
an extension yAB of yA (i.e. a state that has yA as its
marginal) with the property that

D(yAB , xAB) = D(yA, xA).

Remark. In the quantum case, this statement is still
true for the purified distance Dp (Tomamichel, 2012), but
the proof does not carry over to all contractive metrics
on quantum states.

Proof. We can think of A as describing a random vari-
able a that takes values in the discrete sample space
{1, . . . , dA}, and similarly for B. Then we use the short-
hand notation

xABi,j := Prob(a = i, b = j),

and we get xAi =
∑
j x

AB
i,j . This allows us to define the

conditional probability distribution

xABj|i :=

{
xABi,j /x

A
i if xAi 6= 0,

δi,j otherwise,

where δi,j = 1 if i = j and 0 otherwise. We obtain

xABi,j = xABj|i · xAi . (C1)

Moreover, since xABj|i ≥ 0 and

∑

j

xABj|i = 1 for all i,

the conditional probability xABj|i defines a stochastic ma-

trix, i.e. a classical channel N from the probability dis-
tributions on A to those on AB, such that (C1) becomes
xAB = N(xA). Define yAB := N(yA), then

∑

j

yABi,j =
∑

j

xABj|i y
A
i = yAi ,

such that yAB is indeed an extension of yA. Due to con-
tractivity of D, we obtain

D(yAB , xAB) = D(N(yA), N(xA)) ≤ D(yA, xA);

on the other hand, marginalization is also a channel,
which proves the converse inequality.

This extension property implies an inequality for the
max-entropy:
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Lemma 78 If xAB is any bipartite state with marginal
xA, then

Hε
0(xAB) ≤ Hε

0(xA) + log dB

for every ε ≥ 0.

Proof. First we prove the statement for ε = 0. Suppose
that i is such that xAi = 0, then

xAi = 0 =
∑

j

xABi,j ⇒ xABi,j = 0 for all j.

Counting the zero-probability events, this implies that

#{(i, j) : xABi,j = 0} ≥ dB ·#{i : xAi = 0}.

Thus,

2H0(xAB) = #{(i, j) : xABi,j 6= 0}
= dAB −#{(i, j) : xABi,j = 0}
≤ dAdB − dB ·#{i : xAi = 0}
= dB ·#{i : xAi 6= 0}
= dB · 2H0(xA).

Now we turn to the case ε > 0. Let x̃A be any state that
achieves the optimization in the definition of Hε

0(xA),
i.e. D(x̃A, xA) ≤ ε and Hε

0(xA) = H0(x̃A). According to
Lemma 77, there is an extension x̃AB of x̃A such that
D(x̃AB , xAB) = D(x̃A, xA) ≤ ε. Thus

Hε
0(xAB) ≤ H0(x̃AB) ≤ H0(x̃A) + log dB

= Hε
0(xA) + log dB .

This proves the claim.
Now we have collected enough information to prove

our main result on the distillable purity.

Lemma 79 Any distribution x can be converted by noisy
operations into another distribution which is ε-close to a
sharp state of nonuniformity

Iε0(x⊗m(d)),

where m(d) is the uniform state in Rd. This expression
is increasing in d. Furthermore, the maximal nonunifor-
mity of any sharp state that can be extracted from x is
given by

lim
d→∞

Iε0(x⊗m(d)). (C2)

Proof. Clearly, the first statement is a simple conse-
quence of Lemma 62: before extracting nonuniformity,
we can add on a uniform state of any dimension we like.
Lemma 78 implies that

Iε0(x⊗m(d)) = log(dx · d)−Hε
0(x⊗m(d))

≥ log dx + log d−Hε
0(x)− log d

= Iε0(x),

so that adding on a uniform state does not decrease the
value of Iε0 . Hence Iε0(x ⊗ m(d)) is increasing in d, and
the expression in (C2) exists as a real number or plus
infinity. For the time being, denote this expression by
Jε0 (x). Generalizing the previous calculation, we see that
Lemma 78 also implies that

Iε0(xAB) ≥ Iε0(xA),

and so also Jε0 (xAB) ≥ Jε0 (xA). In other words, Jε0 is
non-increasing under marginalization. Furthermore, by
construction, Jε0 (x ⊗ m(d)) = Jε0 (x); that is, adding on
maximally mixed states leaves Jε0 invariant. Finally, note
that

Jε0 (Π(x)) = Jε0 (x)

for any representation Π of a permutation; this property
is inherited from Iε0 and follows from the permutation-
invariance of any contractive metric. These three proper-
ties together show that Jε0 is a nonuniformity monotone.

Now suppose that x
noisy−→ y such that D(y, sI) ≤ ε for

the sharp state sI with nonuniformity I. Then

Hε
0(y) ≤ H0(sI) = log du,

if I = log d/du for d = dy. It follows that Iε0(y) ≥ I, and
since Jε0 is a nonuniformity monotone,

Jε0 (x) ≥ Jε0 (y) ≥ Iε0(y) ≥ I.

This shows that the expression in (C2) is optimal.
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