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ABSTRACT
The cosmic-ray proton and helium spectra from 0.2 GeV nucleon~1 to about 200 GeV nucleon~1

have been measured with the balloon-borne experiment Isotope Matter-Antimatter Experiment (IMAX)
launched from Lynn Lake, Manitoba, Canada, in 1992. IMAX was designed to search for antiprotons
and light isotopes using a superconducting magnet spectrometer together with scintillators, a time-of-
Ñight system, and Cherenkov detectors. Using redundant detectors, an extensive examination of the
instrument efficiency was carried out. We present here the absolute spectra of protons and helium cor-
rected to the top of the atmosphere and to interstellar space. If demodulated with a solar modulation
parameter of / \ 750 MV, the measured interstellar spectra between 20 and 200 GV can be represented
by a power law in rigidity, with (1.42 ^ 0.21) ] 104R~2.71B0.04 (m2 GV s sr)~1 for protons and
(3.15 ^ 1.03) ] 103R~2.79B0.08 (m2 GV s sr)~1 for helium.
Subject headings : cosmic rays È elementary particles È ISM: abundances

1. INTRODUCTION

Protons and helium nuclei are the most abundant species
in the cosmic radiation, and knowledge of their absolute
abundances and the exact shape of their energy spectra is of
particular astrophysical importance. Their spectral shapes
are sensitive indicators of the processes of particle acceler-
ation (Gaisser 1990), and their Ñuxes are the primary
measure of the energy density of cosmic rays in the inter-
stellar medium. Their spectra also serve as important inputs
to calculations which aim to predict the c-ray Ñux in the
interstellar medium due to n0 decay or the secondary inter-
stellar antiproton or positron Ñuxes, all results of high-
energy interactions of protons and helium nuclei with the
interstellar gas (Gaisser 1990). Despite the importance of
these most abundant cosmic-ray species, neither their abso-
lute Ñuxes nor their exact spectral shape are known to ade-
quate precision. Even at energies below 100 GeV
nucleon~1, where several direct measurements with
balloon-borne instruments have been reported, published
data on the Ñuxes of these particles show signiÐcant uncer-
tainties in their absolute values and shapes. A collection of
published proton spectra is given in Gaisser & Schaefer
(1992), clearly illustrating the range of variation among
published data. The measurement by Webber et al. (1987) at
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the upper edge of this range and the measurement of Seo et
al. (1992) at the lower edge di†er by almost a factor of 2 in
their absolute Ñuxes despite using essentially the same mag-
netic spectrometer. This shows the enormous experimental
difficulty in determining absolute Ñuxes.

The principal problem is obtaining the efficiencies with
which the detectors responded to penetrating particles
during the measurement. Researchers use di†erent methods
to derive this experimental response function. Monte Carlo
simulations or calibrations in the laboratory prior to Ñight
are not ideal since experimental conditions in the gondola
such as temperature or pressure may not be stable during
the Ñight. If the response function is based on the analysis of
individual detectors, systematic uncertainties are likely to
introduce a bias. The best experimental determination of
the instrument response function makes use of redundant
detectors so that one of the detectors can be used to select a
set of ““ good ÏÏ events independent of the other detector (or
detectors). These sets of events can be used to determine the
efficiency of the detectors which were not involved in the
selection. The Isotope Matter-Antimatter Experiment
(IMAX) incorporates just such detector redundancy. IMAX
uses the same superconducting magnet coil which Webber
et al. (1987) and Seo et al. (1992) used in their earlier mea-
surements. However, for IMAX the magnet was combined
with new detectors which improved the overall experimen-
tal performance. This instrument is described in detail in the
next section (see also Mitchell et al. 1993a).

IMAX was Ñown in 1992 from Lynn Lake, Manitoba,
Canada, for 16 hr at an altitude of D36 km. Results of this
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Ñight on Galactic antiprotons (Mitchell et al. 1996) and the
helium isotopes (Reimer et al. 1998) have already been
published. In this paper, we present results on the absolute
proton and helium Ñuxes in the energy range between 250
MeV nucleon~1 and D200 GeV nucleon~1. We compare
these results extrapolated to the top of the atmosphere with
those published earlier. In order to obtain interstellar
spectra, the measured spectra were demodulated using a
force Ðeld approximation (Axford & Gleeson 1968).

2. BASIC INSTRUMENT DESCRIPTION

The IMAX experiment (Fig. 1) was designed to measure
cosmic-ray antiprotons, the abundances of light isotopes,
and cosmic-ray spectra (Mitchell et al. 1993a). Particle iden-
tiÐcation in IMAX is based on the determination of the
charge (Z), velocity (b), and magnetic rigidity (R) of incident
particles using a high-resolution time-of-Ñight (TOF)
system, large-area silica aerogel and polytetraÑuorethylene
(PTFE) Cherenkov detectors, high-precision drift chambers
(DCs), and high-resolution scintillation counters. IMAX
used the NASA/NMSU Balloon-Borne Magnet Facility
(BBMF) payload (Golden et al. 1978), including the super-
conducting magnet and multiwire proportional chambers
(MWPCs).

The rigidity (momentum/charge) of an incident particle is
measured by determining its trajectory in the Ðeld of a 61
cm diameter single-coil superconducting magnet, which

FIG. 1.ÈIMAX instrument. TOF is the time-of-Ñight system, and C1 is
a PTFE Cherenkov detector. C2 and C3 are the silica aerogel Cherenkov
detectors, S1 and S2 are light-integrating plastic scintillators, MWPCs are
the three separate sets of multiwire proportional chambers, and DC1 and
DC2 are the DC modules.

varies from 0.1 to 2.1 T in the region of the tracking detec-
tors. The tracking system is a combination of DCs and
MWPCs. Both systems can be analyzed independently. For
the isotope and antiproton measurements the two systems
are combined to get the highest momentum resolution
(Mitchell et al. 1996 ; Reimer et al. 1998). However, for the
spectrum analysis described here, the trajectories were cal-
culated using the DC alone and the MWPCs were used for
efficiency determination.

The DC system consists of two identical DC modules,
each with an inner gas volume of 47 ] 47 ] 35 cm3 (Hof et
al. 1994). Each chamber contains six measurement layers for
the X (bending)-coordinate and four layers for the Y
(nonbending)-coordinate. Each layer contains 16 hexagonal
drift cells with a radius of 15.6 mm in a close-packed struc-
ture. Pure was used as a drift gas because its driftCO2velocity is very slow and the e†ects of the magnetic Ðeld
(Lorentz forces) on the liberated drift electrons are small.
This greatly reduces the sensitivity of the time path relation-
ship of the drift electrons to the inhomogenous Ðeld. For
singly charged particles the anode wires are normally oper-
ated at 4600 V. In the IMAX Ñight the high voltage was set
to 4450 V to reduce the charge ampliÐcation at the sense
wire and to optimize the spatial resolution for helium
nuclei. This has only a minor e†ect on the spatial resolution
for protons and slightly reduces the efficiency with which
they are detected (see ° 4.4). The 320 anode wires were read
out using a LeCroy 4290 time-to-digital converter (TDC)
system (3 ns count~1) via LeCroy 2735 DC preamp/
discriminator cards with leading-edge discrimination at a
Ðxed, but adjustable threshold. For more details, see Hof et
al. (1994).

In addition to the DCs, IMAX has a system of MWPCs
with an area of 48 ] 48 cm2. The MWPC system consists of
eight X-coordinate layers and four Y -coordinate layers,
with three X-coordinate layers (two Y -coordinate layers)
below the bottom DC, three X-coordinate layers (two
Y -coordinate layers) between the DCs, and two X-
coordinate layers (one Y -coordinate layer) above the top
DC. The track position measurement for each coordinate
axis was obtained measuring the arrival time of the signal at
each end of delay lines using custom constant-fraction dis-
criminators and LeCroy 4208 TDCs. The chambers are
operated with ““ magic gas ÏÏ (a mixture of argon, isobutane,
and freon). The MWPCs are described in detail in Golden
et al. (1991).

The particle track is obtained from a mathematical pro-
cedure which is based on the integration of the equation of
motion in the (known) magnetic Ðeld for a set of Ðve free
parameters : the deÑection g (the inverse of the rigidity), the
two direction cosines, and the (X, Y )-position of the track in
the Ðrst DC layer. Each trajectory is fully deÐned by these
Ðve parameters. In an iterative procedure the Ðnal values
for the parameters are obtained by minimizing the devi-
ations between the position measurements made by the
track detectors and the computed trajectory. The algorithm
also provides the uncertainties in the Ðve parameters.
Details of the Ðtting procedure can be found in Golden et al.
(1991).

To use the DC, a time-to-space function which converts
the measured drift times to drift paths must be derived. This
procedure is described in detail in Hof et al. (1994). Apply-
ing corrections for the geometry of the layers and the
reduced degrees of freedom of the Ðt, we used the deviations
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between the measurements and the computed trajectories to
obtain the spatial resolution of the chamber. The average
resolution at the high voltage used for the IMAX Ñight is
around 90 km for protons and 65 km for helium, reaching
70 km for protons and 50 km for helium for medium-drift
distances. The X- and Y -coordinate layers have the same
resolution.

The MWPC requires the measured times at the ends of
the delay lines to be converted to positions. To Ðrst order
this is a linear function, but because of small variations in
the signal velocity nonlinear terms must be added. For
details of the procedure see Golden et al. (1991). The
resolution for the X-coordinate layers varied between 250
and 1000 km, whereas the resolution for all Y -coordinate
layers was about 1000 km. There was no signiÐcant di†er-
ence in position resolution between Z \ 1 and Z \ 2 par-
ticles.

The particle velocities are obtained in two regimes using
di†erent measurement techniques. For energies up to 2 GeV
nucleon~1, a high-resolution time-of-Ñight system is used
(Mitchell et al. 1993b). The system consists of two planes of
Bicron BC-420 plastic scintillator 2.54 m apart, each made
up of three 60 ] 20 ] 1 cm3 scintillators. Hamamatsu R
2083 photomultiplier tubes (PMTs) are coupled to the end
of the paddles by adiabatic light pipes. Each PMT anode
signal is split di†erentially and sent to a LeCroy 2249A
analog-to-digital converter (ADC) and a LeCroy 4413
leading-edge discriminator with the threshold set to 15 mV.
The pulses for minimum ionizing particles are generally
above 100 mV so detection efficiency is very high. The
arrival times of the discriminator pulses are digitized using
LeCroy 2229 TDCs Mod 400 (channel width 30 ps). The
overall timing resolution of the TOF system is 122 ps for
Z \ 1 and b \ 1 particles and 92 ps for relativistic helium
(Mitchell et al. 1996 ; Reimer et al. 1998).

For antiproton and isotope measurements in the energy
range from 2.5 to 3.7 GeV nucleon~1, velocities are mea-
sured by two large-area silica aerogel Cherenkov detectors
(C2 and C3). However, they are not used for the spectrum
analysis, nor is a third Cherenkov detector (C1) with a
PTFE radiator used.

The charge of an incident particle is derived from four
independent ionization energy loss measurements using the
two TOF layers and two large-area light-integrating scintil-
lation counters (S1 and S2). S1 contains a 51 ] 51 ] 1 cm3
Bicron BC 400 plastic scintillator, viewed by four 3A Hama-
matsu R 1307 PMTs. The four PMT signals are combined
into two pairs which are pulse-height analyzed with LeCroy
2249A ADCs. S2 contains a 55 ] 49 ] 1.8 cm3 Bicron
BC-408 plastic scintillator, viewed by 12 2A Hamamatsu
R2409-01 PMTs. All phototubes are individually pulse-
height analyzed with LeCroy 2249A ADCs. Charge is deter-
mined using a dE/dx versus b2 method (a dE/dx vs. g2
method is also possible). The capability of this method is
illustrated in Figure 2, which shows the excellent charge
separation obtained from the S2 scintillator. In Figure 2 the
solid lines deÐne bands which are used to select the charge.
By combining multiple independent energy loss measure-
ments, IMAX obtains a very high certainty in charge identi-
Ðcation. In addition, the detection efficiencies can be
accurately determined via cross checks between scintil-
lators.

The normal IMAX event trigger was a fourfold coin-
cidence of PMT signals from the two TOF layers, requiring

FIG. 2.ÈCharge separation obtained with the S2 scintillator, illustrated
by plotting the ionization energy loss vs. the squared particle velocity. The
solid curves show the chosen charge regions.

two PMTs from opposite sides of the top layer and two
from opposite sides of the bottom layer. The coincidence
level could be reprogrammed in Ñight.

3. FLIGHT

IMAX was launched from Lynn Lake, Manitoba,
Canada north latitude, 101¡ west longitude), on 1992(56¡.5
July 16. Float duration was 16 hr at an average altitude of
36 km with an atmospheric overburden of about 5 g cm~2.
At the end of the Ñoat period, the magnet was ramped down
and data were taken with the magnet o† in order to check
the alignment of the tracking chambers. Landing was near
Peace River, Alberta, Canada north latitude, 118¡(56¡.6
west longitude), with the instrument recovered in excellent
condition. Over 3.6 ] 106 events were recorded during the
Ñoat period. The geomagnetic cuto† increased from 0.37
GV at Lynn Lake to 0.63 GV at Peace River (using cuto†
tables from Shea & Smart 1983).

4. DATA ANALYSIS

4.1. Fundamental Data Analysis and Selection Criteria
During the 16 hr of Ñoat the on-board computer regis-

tered 3.6 ] 106 events. The data used for this analysis were
recovered from analog tapes, and one tape (D30 minutes of
Ñoat data) was not usable. Comparing the event numbers
from the usable tapes with the numbers from the on-board
computers it was found that about 6% of the data were lost
as a result of telemetry and recording errors. Each frame of
the raw data was also checked for consistency with a check-
sum. Finally 3.3 ] 106 events of the data proved usable.
The next step in the analysis was trying to Ðt a track for
each event, with an iterative Ðtting procedure requiring a
minimum of four measurements in the X-coordinate and
three in the Y -coordinate. Using the information from all
hit drift cells, the algorithm Ðts only one ““ best ÏÏ track. The
most important criterion for track selection is the number
of measurements used in the Ðt. If more than one track is
found with the same number of measurements, the track
with the lowest s2 is selected. The danger of missing a good
event by this procedure is on the order of 1% and will be
considered in ° 4.4. With this procedure we Ðt 1.6 ] 106
events successfully. This drastic reduction in the number of
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accepted events results from the background caused by
showers in the instrument, in the magnet, and in the
residual atmosphere. These showers exhibit either multiple
tracks or a low number of hits in the DC, usually resulting
in a failed Ðtting procedure (see also Smith et al. 1973). Note
that the Ðtted 1.6 ] 106 events will still contain some
multiple-track events for which a track could be obtained.

To the events remaining after the track-Ðtting procedure
we applied the following requirements (see Table 1 for
further details) :

1. The track must pass through the sensitive volume of
all detectors.

2. Only one paddle hit is allowed in the top and bottom
TOF scintillators.

3. Threefold charge selection is used with the top and
bottom TOF scintillators and S2 (S1 is only used for cross
checks).

4. Tracking quality cuts :

a) The number of DC layers with hits more than 4 cm
outside the Ðtted track must be less than three for each
coordinate ; a multiple-particle event will show DC hits
outside the Ðtted track and should be rejected ; however,
electronic cross talk may result in signals in the channels
adjacent to the hit drift cell ; to save these events, a distance
of 4 cm (1.5 drift cell diameter) is used.

b) A minimum of nine (out of 12) measurements in the
X-coordinate and six (out of eight) in the Y -coordinate(N

x
)

must be used in the Ðt.(N
y
)

c) s2 for each coordinate must be less than 4.

The rigidities of events with a positive charge which pass
these cuts are to Ðrst order the rigidity spectra for particles
with charge Z \ 1 and Z \ 2. We derive the energy spectra
(particles GeV~1 nucleon~1) by considering all Z \ 1 par-
ticles to be protons and all Z \ 2 particles to be 4He.
Although this simpliÐcation is a common procedure used
by other authors, it is clear that this will lead to an error in
the spectra since there is a background of other particles
(muons, deuterium) in the Z \ 1 data sample and even a
signiÐcant fraction of 3He in the helium data. We discuss
corrections for the Z \ 1 background below. For compari-
son with other authors, we do not correct the helium spec-
trum for the 3He. However, in the Appendix we describe an
improved calculation where we take the isotopic ratio mea-
sured by IMAX into account.

4.2. Correction for Z \ 1 Background
The Z \ 1 data sample consists of protons, deuterium,

tritium, and the light particles like muons, pions, kaons, and
positrons. To get the pure proton spectrum, one has to
subtract this background. We could use the particle identiÐ-
cation capability of the magnetic spectrometer in com-
bination with the TOF and Cherenkov detectors for
background rejection, but above D3.5 GeV nucleon~1 the
proton sample would still be contaminated because the
instrument cannot distinguish the protons from the back-
ground (Reimer et al. 1995).

To get the unknown spectrum of the positively charged
light particles, we Ðrst derived the spectrum of the nega-
tively charged light particles by selecting all events with
negative rigidity. This sample contains negative muons,
pions, kaons, electrons, and a negligible fraction of anti-
protons. The ratio of positively to negatively charged light
particles can be derived from the IMAX data using the
TOF, which allows a good separation between positively
charged light particles and protons at low rigidities (R \ 2
GV). Assuming that this ratio, which was found to be about
1.25, does not depend on rigidity, we multiply the measured
negative spectrum by this ratio to obtain the spectrum of
the light positively charged particles. At low rigidities they
make a signiÐcant contribution of about 10% to the overall
Z \ 1 spectrum, but at higher rigidities the fraction drops
well below 1%.

The amount of deuterium contamination was determined
using the particle identiÐcation capability of the IMAX
instrument in an energy regime below D3 GeV nucleon~1
to derive the 2H/1H ratio, although we will have no infor-
mation for higher energies. The result is presented by
Reimer et al. (1995) using information from the TOF and
the aerogel Cherenkov detectors. In that paper, the 2H/1H
ratio at the instrument is given as a function of energy per
nucleon, decreasing rapidly from about 6.5% at 300 MeV
nucleon~1 to less than 2% at 2.8 GeV nucleon~1. Above 3
GeV nucleon~1, we set the 2H/1H ratio to be constant at
1.5%. Converting this ratio to a function of rigidity, the
2H/1H ratio is small (\1%) at low rigidities and increases
to D5% for higher rigidities. At balloon Ñight altitudes
there is also a small amount of locally produced 3H in the
Z \ 1 background. From the IMAX data we determined
directly that this is only a small fraction of the deuterium
abundance (Reimer et al. 1995) and therefore ignore this
background contribution.

TABLE 1

SELECTION CRITERIA STATISTICS FOR THE IMAX DATA USED

FOR THE SPECTRUM ANALYSIS

INDIVIDUAL CUT RUNNING FRACTION

SELECTION CRITERION Events Percentage Events Percentage

Fit okay . . . . . . . . . . . . . . . . . . . . 1,641,972 100 1,641,972 100
R [ 0 . . . . . . . . . . . . . . . . . . . . . . 1,516,676 92.4 1,516,676 92.4
Fit inside geometry . . . . . . . 1,159,225 70.6 1,102,183 67.1
Single paddle hit . . . . . . . . . . 1,410,452 85.9 1,005,576 61.2
No multihit in DC . . . . . . . . 1,484,381 90.4 962,189 58.6
NG

x
º 9, NG

y
º 6 . . . . . . 916,368 55.8 614,993 37.5

s
x,y2 \ 4 . . . . . . . . . . . . . . . . . . . . . 1,147,046 69.9 492,680 30.0

Charge agreement . . . . . . . . 1,501,910 91.5 464,376 28.3
Z \ 1 . . . . . . . . . . . . . . . . . . . 1,430,686 87.1 429,039 26.2
Z \ 2 . . . . . . . . . . . . . . . . . . . 71,224 4.3 35,337 2.2
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4.3. InÑuence of the Spectrometer Precision
While the contamination by light particles and deuterium

is the greatest source of uncertainty in the proton spectrum
at low energies, the measured spectra at high energies are
distorted as a result of the limited spectrometer precision.
The rigidity resolution of the magnet spectrometer is
limited by the spatial resolution p of the position measure-
ments, the number of measurements N, and the magnetic
Ðeld strength (/ Bdl) in the volume which the particles tra-
verse. The relative error in determining the rigidity can be
approximated (Gluckstern 1963) as

*R
R

D
Rp

/ Bdl
1

JN ] 4

or with

g \ 1/R , *g D
p

/ Bdl
1

JN ] 4
. (1)

In the IMAX analysis the error in the deÑection measure-
ment *g is obtained for each event mathematically from the
Ðtting algorithm. In Figure 3 the *g distribution for
protons and helium is shown. In IMAX the magnetic Ðeld is
inhomogenous and / Bdl varies for each event since the
particles penetrate di†erent regions of the sensitive volume.
This results in a distribution with a tail toward high *g. The
*g distribution for helium is shifted to the left because the
spatial resolution for helium is better than for protons. It is
common to deÐne a maximum detectable rigidity (MDR) as
the rigidity for which the measurement error is 100% (*R/
R \ 1). We use the peak of the *g distribution, the most
probable deÑection error, to obtain a single number for the
MDR. This leads to an MDR of 175 GV for protons and an
MDR of 250 GV for helium using only the DC system.

The spectrometer resolution function can be deÐned as
the distribution of measured deÑections for tracks whose
actual curvature is zero (straight tracks). If *g were con-
stant, the resolution function would be a simple Gaussian.
But since *g follows the distribution shown in Figure 3, the
resolution function is more complex. We generate this func-

FIG. 3.ÈDistribution of the deÑection resolution for protons and
helium. Note that the distribution for protons peaks at 0.0057 GV~1,
corresponding to an MDR of 175 GV, while the peak for helium is at 0.004
GV~1 (MDR \ 250 GV).

tion by performing a convolution of Gaussians with widths
distributed as in Figure 3. The resolution functions for
protons and helium obtained by this method are shown in
Figure 4. The narrow peak results because most of the mea-
surements have small *g values, and the tails are due a
small fraction of events with large *g. In principle, this
resolution function can also be obtained from a direct mea-
surement of straight tracks with the magnet o†. The mea-
sured tracks are analyzed as if they were high-rigidity events
with the magnet on. The resulting deÑection distribution is
the resolution function. The preselection of high-energy
particles with an independent detector is necessary to avoid
e†ects due to multiple scattering, which would widen the
measured resolution function. Unfortunately, in the IMAX
instrument we had no e†ective means to preselect high-
energy particles. Thus, we derive the resolution function
shown in Figure 4 by the mathematical procedure described
above. However, the experimental approach was tested suc-
cessfully in the MASS2 experiment (M. Hof 1997, private
communication). The MASS2 experiment uses the same
magnetic spectrometer as IMAX but allows a selection of
high-energy particles with a gas Cherenkov counter
(c [ 20). For further discussion of this topic see Reimer et
al. (1998).

Now we consider in detail how the limited spectrometer
resolution a†ects the measured spectrum. With decreasing
deÑection the relative error in the deÑection measurement
increases, which makes it impossible to resolve details in the
spectrum since adjacent bins are correlated. Also, it
becomes more and more likely that high-energy positively
charged particles may be assigned the wrong bending direc-
tion (““ spillover ÏÏ). This is clearly seen in Figure 5, where we
show the measured deÑection spectrum for protons. The
loss of positively charged particles leads to a distortion of
the spectrum, and the measured rigidity (or energy) spec-
trum will be steepened. To correct the spectrum for this
e†ect, it has to be ““ deconvolved ÏÏ using the measured
deÑection spectrum and the resolution function of the
instrument. One approach is to use a Monte Carlo, which
incorporates the resolution function and an assumed inci-
dent spectrum to generate simulated data. The di†erence
between the simulated data and the input spectrum as a

FIG. 4.ÈSimulated resolution function of the magnetic spectrometer
for protons and helium obtained by performing a convolution of Gauss-
ians having the width distribution given in Fig. 3.



286 MENN ET AL. Vol. 533

FIG. 5.ÈDeconvolution of the deÑection spectrum for protons to
account for Ðnite spectrometer resolution. The simulated data curve
(dashed line) is the result of a convolution of a smooth input spectrum (solid
line) with the resolution function.

function of rigidity is then used for the deconvolution.
Another method is to calculate the unknown incoming
spectrum in an iterative way by convolving a deÑection
histogram of the assumed incoming spectrum with the
resolution function, thus getting a simulated data histogram
which is then compared with the measurement. By varying
the bins in the histogram of the incoming spectrum, the best
match between simulation and data is found. However, in
attempting to apply this technique to the IMAX analysis,
statistical Ñuctuations in the observed spectrum caused
unphysical oscillations in the derived incoming spectrum.
This was also observed in other experiments (Seo et al.
1992). We therefore applied a di†erent method, an iterative
procedure in which we started with an assumed smooth
incident spectrum. We describe this incident spectrum by a
third-order polynomial in a log (Ñux) versus log (R) repre-
sentation with four free parameters :

log (Ñux) \ A ] B log (R) ] C[log (R)]2 ] D[log (R)]3 .

(2)

We start with a guess for the four parameters A, B, C, and D
and then transform the rigidity spectrum into a deÑection
spectrum and convolve it with the IMAX resolution func-
tion. This procedure mimics the IMAX instrument, and we
compare the simulated result with the measured IMAX
deÑection spectrum by means of a s2 analysis, with s2
deÐned as

s2 \ ;
i/1

max bin (N
i
[ n

i
)2

p
i
2 , with p

i
2 \ Jn

i
, (3)

where is the number of events in the ith bin of the simu-N
ilation and is the number of events in the ith bin of then

idata histogram. Varying the four parameters we minimize
s2 to Ðnd the best smooth input spectrum, which is shown
for the protons in Figure 5. The dashed line represents the
simulated IMAX response. This curve describes the spill-
over at high rigidities (low deÑections) very well. The ratio
of the solid line (smooth input spectrum) to the dashed line
(simulated spectrum) as a function of rigidity gives the

FIG. 6.È““ Deconvolution factor ÏÏ for protons derived using the
described deconvolution procedure. The three curves refer to di†erent
numbers of free parameters for the assumed input spectrum.

amount of correction to the data required to account for the
spillover. This ratio is shown for protons in Figure 6. The
three di†erent curves refer to di†erent shapes (di†erent
number of free parameters in eq. [1]) of the assumed input
spectrum in our simulation. The solid curve results when we
use a third-order polynomial as the assumed input spec-
trum, the dashed curve follows from a second-order poly-
nomial, and the dotted curve follows when we assume that
the input spectrum is a pure power law. The statistical
uncertainties, which are inherent in the data at di†erent
rigidities, are plotted at the top of Figure 6. The correction
which we have to apply to the measured deÑection spec-
trum is close to one at low rigidities, independent of the
assumed input spectrum. At high rigidities the spillover cor-
rection becomes more and more pronounced and the actual
value is relatively insensitive to the assumed input spectrum
in the simulation procedure, at least within statistical uncer-
tainties. Note that because of the high quality of the
spectrometer, the distortion of the measured spectrum up to
about 200 GV is smaller than 5%. In our analysis we used
the correction given by the solid curve (third-order poly-
nomial as the input spectrum) since it is mathematically
more sensitive and provides the best Ðt to the data with the
smallest s2 value (see Fig. 6). In the next step of the analysis
we multiply the measured rigidity spectrum by the derived
deconvolution factor.

4.4. Corrections Due to Detector Efficiencies
To obtain absolute Ñuxes of cosmic-ray particles from a

complex instrument is a very complicated task experimen-
tally since it requires that the efficiencies of all detectors
under the conditions of the applied cuts be fully understood.
It is impossible to derive the efficiency of a detector using
only its own measurements without potentially introducing
a bias. The cleanest experimental approach is to use an
independent detector B of the instrument to select single
particles passing through detector A. The response or the
efficiency of detector A can then be studied directly. The
IMAX instrument has such an experimental conÐguration.
The tracking system consists of the two independent
devices, the DC and the MWPC, so it is possible to test the
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DC by using the MWPC to select events. Similarly, the
charge is measured with four independent scintillators. In
order to obtain the charge detection efficiency for one of the
four scintillators, we preselect events with a threefold charge
consistency of the remaining detectors and determine the
response in the scintillator of interest.

In the Ðnal analysis of the IMAX data we determine the
charge by a threefold charge consistency between the upper
and lower TOF scintillators and the S2 scintillator. In
Figure 7 we present the charge detection efficiency for this
combination for protons and helium as a function of energy.
In these response curves there is a weak energy dependence,
and the detection efficiency for helium is below that for
protons. We do not attribute this to a physical process since
the actual separation of protons and helium nuclei depends
on the bands in Figure 2, which are chosen somewhat arbi-
trarily. Thus, in addition to the statistical error in these
detection efficiencies we apply a systematic error of ^1% to
account for the selection process.

Determining the detection efficiency of the DC is more
complex, but the approach is similar. We want to determine
the DC efficiency for single tracks and noninteracting par-
ticles which penetrate the instrument. In order to preselect
such a sample of events we use the whole instrument except
the DC. The following selection criteria have to be fulÐlled :
(a) successful track-Ðtting using the MWPC alone ; (b) the
track passing the DC volume, the top and bottom TOF,
and S2 ; (c) only single paddle hits in the top and bottom
TOF; (d) charge consistency among the top and bottom
TOF and S2 ; and (e) if charge Z \ 1 is detected, the selec-
tion of protons using the TOF. (This is possible only below
D2 GeV nucleon~1. At higher rigidities we have contami-
nation on the order of a few percent from light particles ; see
° 4.2.) These criteria should not be confused with the actual
data cuts which we presented in ° 4.1 and which are used for
the IMAX spectrum analysis. The selection criteria here
only give conÐdence that uninteracted particles which pen-
etrate the DC are selected for the DC efficiency determi-
nation.

The response of the DC to these particles is checked,
applying di†erent cuts to the DC Ðts, and we show the
result in Figure 8. The upper two curves are obtained when

FIG. 7.ÈCharge selection efficiency for protons and helium for a three-
fold charge consistency of the top and bottom TOF and the S2 detector.
The method of charge selection is shown in Fig. 2.

FIG. 8.ÈDetection efficiency of the DC for protons and helium. Curve
a corresponds to minimum tracking quality requirements (X-coordinate
measurements, Y -coordinate measurements, curve c cor-N

x
º 4 ; N

y
º 3),

responds to the quality cuts used for the spectrum analysis (N
x
º 9, N

y
º

6, s2 \ 4), and curve b corresponds to an intermediate requirement
s2 \ 8).(N
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º 7, N
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º 5,

we require only a minimum quality of the DC track Ðt : a
converged Ðtting procedure and at least four measurements
in the X-coordinate and three in the Y -coordinate. These
are the same requirements we used in the analysis of the raw
data in ° 4.1. Under these loose conditions we Ðnd the
efficiency to be almost constant at around 99% for protons
and 98% for helium with a slight decrease at low energies.
The lower two curves result when we apply the cuts that we
use for the IMAX data analysis, listed in ° 4.1. The two
curves in the middle correspond to an intermediate condi-
tion. As a general trend, the stronger the requirements on
the DC tracks, the smaller the efficiency becomes and more
energy dependence appears.

While it is obvious that stronger constraints on the Ðtting
conditions will reduce the overall detection efficiency, the
interpretation of the energy dependence is more interesting
and needs a closer look. The decrease in the efficiency at low
energies we attribute to a combination of multiple scat-
tering and the applied s2 cut and to the track-Ðtting algo-
rithm. Multiple scattering which a†ects the low-energy
particles causes a large deviation between the measure-
ments of the track detector and the Ðtted track, which we
could observe in the data (Hof et al. 1994). As a conse-
quence, the s2 values for a low-velocity track are increased.
By applying a s2 cut, the low-energy particles are prefer-
entially removed. The reason that the efficiency for helium
at low energies is below that of the protons is the higher
ionization density along their tracks and the subsequent
charge multiplication at the sense wires. This leads to an
increase in cross talk to adjacent drift cells and pre-
ampliÐers and some of these events are eliminated by the
data cuts. For protons, there is an additional dip in the
efficiency curve around 2 GeV. To examine this behavior,
we determined the efficiency of a single drift cell for protons
and helium as a function of energy for the reference data
sample. We show the results in Figure 9. While the average
drift cell efficiency for helium is D98%, it is only D93% for
protons. This is caused by our choice of the high voltage of
the anode wires (see ° 2). The voltage was set to 4450 V to
optimize the resolution for helium. This leads to a decreased
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FIG. 9.ÈEfficiency of a single drift cell as a function of kinetic energy
for protons and helium.

efficiency for single charged particles because of the lower
ionization. The e†ect of the ionization loss as a function of
the energy is also clear in Figure 9, giving a minimum at 2
GeV nucleon~1, especially for the Z \ 1 particles. This
drop in the efficiency of the individual drift cells will cause
protons in that energy range to be preferentially removed
by our cut on the number of measurements used in the Ðt
(see ° 4.1).

Although these results give a good understanding of the
DC tracking efficiencies, the possibility of hidden systematic
errors due to remaining correlations between the DC and
the MWPC must be considered. Interactions in the DC
could inÑuence the MWPC selection, or the types of events
which fail in the MWPC and DC tracking may be corre-
lated. Therefore, we performed an additional test. We selec-
ted events using the four scintillators (the top and bottom
TOF, S1, and S2), and in the top and bottom TOF only
single paddle hits were allowed. Even without tracking
information the particle velocity can be derived using the
position information from the TOF system to measure a
Ñight path length. Although the b measurement obtained in
this way is not as accurate as using the track information, it
is good enough to select a charge in combination with the
dE/dx signal in the scintillators. A fourfold coincidence of
the top and bottom TOF, S1, and S2 is deÐned as a single
track.

We also repeated our original method of event selection
using the MWPC and applying stronger and stronger
quality cuts to the MWPC Ðt. This tests whether the quality
of the reference data has an e†ect on the DC efficiency. The
results of both the MWPC and scintillator preselection of
proton events are shown in Figure 10. All curves in Figure
10 were generated requiring the same Ðtting constraints on
the DC track quality that we use in the full IMAX analysis
(° 4.1). They di†er only in the quality of the MWPC presel-
ection. The efficiency curve shown in Figure 10 by the solid
line with open squares is identical to curve c of Figure 8, but
with an expanded vertical scale. Note that all curves in
Figure 10 are similar in shape but their absolute values
di†er by roughly ^5% with respect to the solid line. There
is also a clear correlation between the DC and MWPC.
With stronger preselection criteria applied to the MWPC,
higher track efficiencies were obtained for the DC. We con-

FIG. 10.ÈDetection efficiency of the DC for protons using the standard
quality cuts described in ° 4.1. The reference data sample was obtained
using the MWPC (applied cuts to the MWPC; open squares : N
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Ðlled circles : s2 \ 8 ; upright triangles :N
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º 2 ; N
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º 3, N
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s2 \ 6 ; inverted triangles : s2 \ 4) or the scintil-N
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º 3, N
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º 7, N
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lators only ( Ðlled squares).

sider the DC efficiency calculated under the strongest cuts
on the MWPC preselection as an upper limit to the DC
efficiency. Similarly, the DC efficiency obtained using only
the scintillator preselection represents the lower limit. We
checked many individual events which passed the scintil-
lator criteria but failed the DC Ðt and found a background
of events with multiple tracks from air showers which
satisfy the scintillator criteria but do not have a track
through the DC. From these studies we conclude that a
conservative estimate of the uncertainty in the absolute DC
tracking efficiency is ^5%.

4.5. Corrections for Interactions in the Instrument
In the last section we dealt with the efficiencies of the

various detectors which have to be understood in order to
obtain the absolute Ñux of incoming particles. These effi-
ciencies were derived by preselecting single, noninteracting
particles. However, we must also account for incident nuclei
that interact in the material of the instrument. These could
fail to fulÐll either our preselection cuts (° 4.4) or Ðnal cuts
(° 4.1). Events which pass the preselection but do not pass a
Ðnal detector cut are accounted for in the detector effi-
ciencies. However, for those events which fail both the pre-
selection and Ðnal cuts a correction must be calculated since
we cannot derive the abundance of those events from the
data. Like other authors, we correct for inelastic inter-
actions of the particles but, in addition, we will also correct
for the inÑuence of d-electrons (or d-rays).

4.5.1. Correction for Inelastic Interactions

Inelastic interactions can lead to the production of spall-
ation products or new particles or cause a hard scatter that
can signiÐcantly alter the original direction of the incoming
particle. The combination of cuts used in the IMAX spec-
trum analysis (° 4.1) efficiently select against these e†ects,
and we assume that all inelastic interactions in the instru-
ment are eliminated. The multiple-track signature of many
of these events will be identiÐed either by the DC or by the
TOF, and hard scatters will result in large s2 values from
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the Ðtting algorithm. Interactions may also result in incon-
sistent charge measurements.

If all inelastic interactions are recognized and vetoed by
the instrument, then the calculated interaction probability
provides the appropriate correction factor. IMAX has a
total of 16.7 g cm~2 from the top of the instrument to the
bottom of the lower TOF and 10.7 g cm~2 from the top of
the instrument to the bottom of the DC. A lower limit of
correction for inelastic interactions is the interaction prob-
ability caused by the 10.7 g cm~2 of material above the
bottom of the DC. However, there is a reasonable chance
that interactions which occur in the material below the DC
will also be vetoed by failing charge consistency or by
causing multiple hits in the TOF. Thus, we assume that the
calculated interaction rate in the total 16.7 g cm~2 provides
the upper limit of correction.

The total inelastic cross section for protons on nuclei is
given by

p
p~dAz1 \ p

p~dAz1(he)

] [1 [ 0.62 exp ([E/200) sin (10.9E~0.28)] , (4)

where E is the kinetic energy of the projectile in MeV per
nucleon. The energy-dependent term is taken from Letaw et
al. (1983), the values for the high-energy cross section

are taken from Review of Particle Propertiesp
p~dAz1(he)

(1998).
The equation for the mass-changing cross sections for

helium on nuclei is taken from Reimer et al. (1998), where
the authors parameterized data from Aksinenko et al.
(1980), Auce et al. (1994), DeVries et al. (1982), Dubar et al.
(1989), Tanihata et al. (1985), and Webber et al. (1990a,
1990b, 1990c, 1990d) as

p4He~dAz1 \ 10n(1.075A
T
0.355 ] 1.4)2

] [1 [ 0.62 exp ([E/200) sin (10.9E~0.28)] , (5)

where is the mass number of the target nucleus. We useA
Tthe total mass-changing cross section because we assume

that all measured helium is 4He.
For the calculation, we take the di†erent materials along

the path of the particle into account. The inelastic inter-
action probability at high energies for protons is 13% for
10.7 g cm~2 of material and 19% for 16.7 g cm~2. For
helium we Ðnd a probability of 27% for 10.7 g cm~2 of
material and 47% for 16.7 g cm~2. In our analysis of the
total Ñuxes, we adopt the mean values of these probabilities.
The separation of the means from the upper and lower
limits are about ^3% for protons and ^7% for helium. We
use these as conservative estimates of the systematic errors
in this correction.

4.5.2. Correction for d-Electrons

There is some chance that good events will fail the data
cuts because of d-electrons, which can be produced every-
where in the instrument by the primary particle. The d-
electron production, and consequently the probability that
an event will be vetoed, increases with the square of the
particleÏs charge. This is a complicated aspect of the data
analysis of any spectrometer, and authors very often just
ignore it. For the IMAX spectrum analysis we developed a
Monte Carlo program which produces d-electrons in the
various detectors and then follows their tracks through the
instrument taking into account the magnetic Ðeld conÐgu-
ration of the IMAX spectrometer.

During the ionization process electrons are liberated with
energies up to the maximum allowed energy E

M
\

The energy spectrum of these d-electrons is2m
e
c2b2/1 [ b2.

very steep [P(E)dE P dE/E2], so high-energy d-electrons
are rare, although there are a large number of electrons
produced with low energies. For example, a 1 GeV proton

MeV) passing through 1 g cm~2 of nitrogen liber-(E
M

\ 1.2
ates around 100 d-electrons with an energy greater than 1
keV but only D1 electron with an energy greater than 100
keV. The range of an electron with an energy of 1 keV is
only a few microns in gas, but at 100 keV the range (around
10 cm) is large enough that the electron could be recognized
by the instrument as a secondary particle, leading to a rejec-
tion of the event by our preselection and Ðnal cuts. There-
fore, we have to correct for this e†ect and calculate how
often such a veto occurs.

The energy-dependent angle of emission of the d-
electrons must also be considered since it strongly inÑu-
ences the probability that a d-electron will separate
signiÐcantly from the track of the primary particle. The
angle of emission of an electron with an energy E is given by
the expression This means that for primarycos2 h \ E/E

M
.

particles with low energies, and thus low the abundantE
M

,
low-energy d-electrons are emitted close to the forward
direction while they are ejected at large angles to the inci-
dent track for primary particles with high energies. For
high-energy primaries, even d-electrons with signiÐcant
energy (and range) are ejected at large angles. For example,
a 100 keV d-electron resulting from the passage of a 1 GeV
proton is emitted at 1.3 rad from the primary track.

These basic equations were used in a custom Monte
Carlo program with some simpliÐcations. For the multiple
Coulomb scattering, we use a Gaussian approximation
given in the Review of Particle Properties (Caso et al. 1998).
Energy loss is calculated using the Bethe-Bloch formula,
which gives a reasonable approximation at the d-electron
energies which are important in this calculation.

Each detector material is divided into small slabs. If a
d-electron of energy E is created in a slab, we propagate the
electron through the following slabs of the material taking
into account energy loss and multiple scattering. The results
of this simulation for the PTFE Cherenkov detector C1
(D5 g cm~2) are given in Figure 11, which shows the inte-
gral spectra of d-electrons and the distribution of angles
under which these particles emerge from the bottom of C1.
The left-hand side represents an incoming proton of 2 GeV
and the right-hand side represents a proton of 20 GeV. The
2 GeV protons produce a softer d-electron spectrum than
the 20 GeV protons since only the high-energy protons can
produce high-energy d-electrons MeV).(E

M
\ 510

The integral Ñux of d-electrons above 1 keV emerging
from C1 is roughly 40% higher for the incoming protons of
2 GeV than for the 20 GeV protons because the 20 GeV
protons cause the abundant low-energy d-electrons to be
emitted at larger angles to the incident track while for the 2
GeV protons they are emitted more in the forward direc-
tion. The net e†ect is that more of the d-electrons from the
20 GeV protons will stop in the material of C1 and will not
reach the bottom. Because of multiple scattering, there is a
wide range of angles under which the d-electrons leave C1.
It is clear in Figure 11 that the low-energy d-electrons are
scattered more readily than the high-energy d-electrons.
Similar simulations have been performed for all the other
detectors. In the Monte Carlo, the paths of the d-electrons
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FIG. 11.ÈIntegral spectrum and the emission angle of d-electrons exiting the bottom of the C1 detector, at left created by 2 GeV protons and at right by
20 GeV protons.

emitted are followed through the instrument in order to Ðnd
the number of events which will fail the data cuts.

Note that the charge detection efficiency discussed in ° 4.4
already includes the e†ect of d-electrons. If there is a charge
consistency in three scintillators (so that the event passes
the preselection), failing the charge cut in the fourth scintil-
lator as a result of the additional charge of a d-electron is
accounted for in the measured efficiency of this detector.
Therefore, no additional corrections are necessary.

For the tracking system, a correction must be applied for
those events where an accompanying d-electron would
cause the event to fail both the preselection cuts (using the
MWPC) and the Ðnal DC cuts. In order to obtain the per-
centage of such events using the Monte Carlo, we follow the
d-electrons which emerge from the detectors above the
tracking system and solve the equation of motion in the
presence of the IMAX magnetic Ðeld. Most of the electrons
(energies ¹10 MeV) spiral around the magnetic Ðeld lines.
Since our Ðeld is inhomogenous, we Ðnd that the electrons
spiral down toward the magnet, are ““ reÑected,ÏÏ and move
upward again. In Figure 12 we show tracks of four di†erent
d-electrons emitted from the S1 scintillator to illustrate the
variety of possible electron tracks. As in ° 4.4, only those
events which would fail both the preselection and the Ðnal
cuts have to be considered, and we Ðnd that we have to
correct only for a small fraction of the d-electrons emerging
from the detectors above the tracking system.

We also determine the e†ect of d-electrons created in the
tracking system itself. The grammage of the DC and
MWPC is much lower than in the solid scintillators or
radiators, so the total number of created d-electrons is
small. However, the emission takes place in the detectors

and the abundant low-energy d-electrons may travel far
enough to generate a multiple track in the tracking devices.

Finally, we check how often a d-electron will hit a di†er-
ent paddle than the primary particle in the top TOF (d-
electrons emerging from the top of the gondola) or the

FIG. 12.ÈY -coordinate view of tracks of d-electrons which were
created in the S1 detector by 1 GeV protons. This Ðgure demonstrates the
variety of possible tracks of d-electrons.
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bottom TOF (d-electrons created in the detectors above),
which would result in a failed ““ single paddle hit ÏÏ cut.

The overall correction for d-electrons is presented in
Figure 13. We Ðnd that the correction varies between 0.5%
and 2.5% (for Z \ 1 particles), depending on the energy of
the primary particle. The largest contribution to the overall
correction is due to the d-electrons which hit a di†erent
TOF paddle than the primary particle. The small correction
found for IMAX cannot be interpreted as implying that the
d-electron background is small in other experiments since it
depends very much on the design of a particular instrument.

4.6. T he Absolute Fluxes at the Top of the Instrument
To calculate the absolute Ñux at the top of the instrument

(TOI), the rigidity spectra (particles per GV) measured by
the spectrometer are Ðrst corrected for background (° 4.2)
and converted to energy. Using the multiplicative correc-
tion factors discussed above, the absolute Ñux is then

Ñux
A particles

cm2 s sr GeV nucleon~1
B

\ Ñux (particles GeV~1 nucleon~1)
fdeconv

teff A)veff vint
, (6)

where is the ““ deconvolution factor ÏÏ (° 4.3), is thefdeconv teffe†ective Ñight time, A) is the geometry factor, is theveffcombined detector efficiencies (° 4.4), and is the correc-vinttion for interactions in the instrument and for d-electrons (°
4.5). Background corrections have already been applied.

The e†ective Ñight time is derived by multiplying the total
Ñight time by the live-time fraction of the instrument. The
live time was measured during the Ñight by two scalers
counting the output of a stable oscillator. One scaler ran
without interruption, and the other was inhibited when the
instrument was busy. The live-time fraction was found to be
74% ^ 0.01%.

The geometry factor of the instrument is rigidity depen-
dent because the tracks of slow particles are more curved
than those for higher rigidities and it is more likely that
these slow particles leave the active volumes of the detec-
tors. To calculate this e†ect, a Monte Carlo simulation was

FIG. 13.ÈPercentage of tracks which fail both the preselection and the
Ðnal cuts for Z \ 1 particles because of d-electrons. The solid squares show
the overall value.

made. For high rigidities the geometry factor was found to
be 142 ^ 2 cm2 sr, decreasing to 100 ^ 2 cm2 sr at 0.1 GV.
This rigidity dependence of the geometry factor is taken
into account for the calculation of the Ñuxes.

The ionization energy loss of the incident particle from
the TOI to the spectrometer (a grammage of 10.7 g cm~2 to
the bottom of the DC) was calculated using routines from
Salamon & Ahlen (1981). For each energy bin at the
spectrometer, a corresponding energy bin at the TOI was
calculated. The TOI spectra were obtained by assigning the
(corrected) Ñux in each of the spectrometer bins to the cor-
responding TOI bin. Energy loss has a signiÐcant e†ect on
the energy bins at low energies. The bins at the TOI are
e†ectively smaller than the bins at the spectrometer,
resulting in an enhancement of the Ñux at TOI.

In addition, ionization energy losses determine the
minimum energy a particle must have at the TOA (or top of
the atmosphere) to reach the lower TOF and be able to
cause a trigger. With a total instrument grammage of 16.7 g
cm~2 above the lower TOF and 5 g cm~2 of atmosphere,
this corresponds to an energy of D170 MeV nucleon~1 at
the top of atmosphere for protons and 4He and D200 MeV
nucleon~1 for 3He. We use these values to deÐne the lower
limit of our di†erential spectra at the TOI. These spectra are
given in Tables 2 and 3.

4.7. Corrections for Interactions in the Atmosphere
When cosmic-ray nuclei travel through the atmosphere

at balloon Ñight altitudes their spectra are altered by ioniza-
tion energy losses (with the largest e†ects at low energies)
and by interactions with the atmospheric gas. For the
IMAX Ñight the residual atmosphere above the instrument
was 5 g cm~2. Energy losses in the atmosphere were treated
in the same way as in the instrument by calculating the top
of the atmosphere (TOA) energy bin corresponding to each
TOI bin and rebinning the measured Ñux accordingly.

The corrections for inelastic interactions are more
complex since they lead to a loss of primary particles but
also to a gain when particles are produced as secondaries in
such interactions. In order to obtain the cosmic-ray spectra
for protons and helium at the TOA from measurements
with balloon-borne instruments, corrections have to be
made for both of these processes. For helium the correc-
tions are relatively simple since the change in the helium
Ñux through the atmosphere is dominated by losses. Sec-
ondary production of helium can only occur through spall-
ation of heavier cosmic-ray nuclei, which are rare compared
to helium. Thus, the correction factor is simply given by the
total nuclear interaction cross section for helium in the
atmosphere as given in equation (5). For IMAX this correc-
tion leads to an enhancement of the Ñux at the TOA of
about 12%.

For protons the atmospheric correction is more compli-
cated since there is a substantial yield of protons from inter-
actions between all cosmic-ray primaries, including the
protons themselves, and air nuclei. Thus, a full correction to
the proton spectrum requires a comprehensive atmospheric
propagation calculation which includes the various projec-
tiles and the appropriate inclusive production cross sections
for secondary protons. For this paper, we adopt the calcu-
lation by Papini, Grimani, & Stephens (1996). Essential
inputs to such a calculation are the energy spectra of the
cosmic radiation at the TOA at di†erent levels of solar
activity. For this purpose, the authors derived a set of
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TABLE 2

THE IMAX PROTON FLUX AT THE TOI AND CORRECTED TO THE TOA

TOP OF INSTRUMENT TOP OF ATMOSPHERE

Interval Mean Interval Mean
(Ekin) (Ekin) F ^ *Fstat ^ *Fsyst Ekin Ekin F ^ *Fstat ^ *Fsyst
(GeV) (GeV) F(particles [m2 s sr GeV]~1) (GeV) (GeV) F(particles [m2 s sr GeV]~1)

0.16È0.18 . . . . . . 0.17 (1.21 ^ 0.02 ^ 0.08) ] 103 0.18È0.20 . . . . . . 0.19 (6.51 ^ 0.09 ^ 1.35) ] 102
0.18È0.21 . . . . . . 0.20 (1.14 ^ 0.01 ^ 0.07) ] 103 0.20È0.23 . . . . . . 0.21 (7.15 ^ 0.08 ^ 1.24) ] 102
0.21È0.25 . . . . . . 0.23 (1.09 ^ 0.01 ^ 0.07) ] 103 0.23È0.27 . . . . . . 0.25 (8.01 ^ 0.08 ^ 1.07) ] 102
0.25È0.31 . . . . . . 0.28 (1.01 ^ 0.01 ^ 0.06) ] 103 0.27È0.33 . . . . . . 0.30 (8.45 ^ 0.07 ^ 0.83) ] 102
0.31È0.39 . . . . . . 0.35 (9.71 ^ 0.07 ^ 0.61) ] 102 0.33È0.40 . . . . . . 0.36 (8.92 ^ 0.06 ^ 0.68) ] 102
0.39È0.49 . . . . . . 0.44 (8.78 ^ 0.06 ^ 0.55) ] 102 0.40È0.50 . . . . . . 0.45 (8.48 ^ 0.05 ^ 0.57) ] 102
0.49È0.62 . . . . . . 0.55 (8.01 ^ 0.05 ^ 0.50) ] 102 0.50È0.63 . . . . . . 0.56 (7.93 ^ 0.05 ^ 0.51) ] 102
0.62È0.79 . . . . . . 0.70 (7.13 ^ 0.04 ^ 0.45) ] 102 0.63È0.80 . . . . . . 0.71 (7.15 ^ 0.04 ^ 0.46) ] 102
0.79È1.01 . . . . . . 0.90 (6.15 ^ 0.03 ^ 0.38) ] 102 0.80È1.02 . . . . . . 0.91 (6.22 ^ 0.03 ^ 0.39) ] 102
1.01È1.30 . . . . . . 1.15 (5.10 ^ 0.03 ^ 0.32) ] 102 1.02È1.31 . . . . . . 1.16 (5.19 ^ 0.03 ^ 0.33) ] 102
1.30È1.67 . . . . . . 1.47 (4.16 ^ 0.02 ^ 0.26) ] 102 1.31È1.68 . . . . . . 1.48 (4.25 ^ 0.02 ^ 0.27) ] 102
1.67È2.14 . . . . . . 1.89 (3.15 ^ 0.02 ^ 0.20) ] 102 1.68È2.15 . . . . . . 1.90 (3.24 ^ 0.02 ^ 0.21) ] 102
2.14È2.76 . . . . . . 2.43 (2.29 ^ 0.01 ^ 0.14) ] 102 2.15È2.77 . . . . . . 2.44 (2.37 ^ 0.01 ^ 0.15) ] 102
2.76È3.55 . . . . . . 3.13 (1.56 ^ 0.01 ^ 0.10) ] 102 2.77È3.56 . . . . . . 3.14 (1.61 ^ 0.01 ^ 0.10) ] 102
3.55È4.58 . . . . . . 4.03 (1.01 ^ 0.01 ^ 0.06) ] 102 3.56È4.59 . . . . . . 4.04 (1.05 ^ 0.01 ^ 0.07) ] 102
4.58È5.90 . . . . . . 5.18 (6.32 ^ 0.05 ^ 0.40) ] 101 4.59È5.91 . . . . . . 5.19 (6.56 ^ 0.05 ^ 0.42) ] 101
5.90È7.61 . . . . . . 6.68 (3.85 ^ 0.03 ^ 0.24) ] 101 5.91È7.62 . . . . . . 6.69 (4.00 ^ 0.03 ^ 0.25) ] 101
7.61È9.81 . . . . . . 8.60 (2.24 ^ 0.02 ^ 0.14) ] 101 7.62È9.82 . . . . . . 8.61 (2.33 ^ 0.02 ^ 0.15) ] 101
9.8È12.6 . . . . . . . 11.1 (1.24 ^ 0.01 ^ 0.08) ] 101 9.8È12.7 . . . . . . . 11.1 (1.29 ^ 0.01 ^ 0.08) ] 101
12.6È16.3 . . . . . . 14.3 (6.76 ^ 0.08 ^ 0.42) ] 100 12.7È16.3 . . . . . . 14.3 (7.04 ^ 0.09 ^ 0.44) ] 100
16.3È21.0 . . . . . . 18.4 (3.63 ^ 0.05 ^ 0.23) ] 100 16.3È21.0 . . . . . . 18.4 (3.78 ^ 0.06 ^ 0.24) ] 100
21.0È27.1 . . . . . . 23.7 (2.01 ^ 0.04 ^ 0.13) ] 100 21.0È27.1 . . . . . . 23.8 (2.10 ^ 0.04 ^ 0.13) ] 100
27.1È35.0 . . . . . . 30.7 (1.01 ^ 0.02 ^ 0.06) ] 100 27.1È35.0 . . . . . . 30.7 (1.06 ^ 0.02 ^ 0.07) ] 100
35.0È45.1 . . . . . . 39.5 (5.12 ^ 0.14 ^ 0.32) ] 10~1 35.0È45.1 . . . . . . 39.6 (5.34 ^ 0.15 ^ 0.33) ] 10~1
45.1È58.2 . . . . . . 50.9 (2.89 ^ 0.09 ^ 0.18) ] 10~1 45.1È58.2 . . . . . . 50.9 (3.01 ^ 0.10 ^ 0.19) ] 10~1
58.2È75.1 . . . . . . 65.6 (1.37 ^ 0.56 ^ 0.09) ] 10~1 58.2È75.1 . . . . . . 65.7 (1.43 ^ 0.06 ^ 0.09) ] 10~1
75.1È96.8 . . . . . . 84.8 (7.18 ^ 0.36 ^ 0.45) ] 10~2 75.1È96.8 . . . . . . 84.8 (7.49 ^ 0.37 ^ 0.47) ] 10~2
97È125 . . . . . . . . 109 (4.04 ^ 0.23 ^ 0.25) ] 10~2 97È125 . . . . . . . . 109 (4.22 ^ 0.24 ^ 0.27) ] 10~2
125È161 . . . . . . . 140 (1.95 ^ 0.14 ^ 0.12) ] 10~2 125È161 . . . . . . . 140 (2.03 ^ 0.15 ^ 0.13) ] 10~2
161È208 . . . . . . . 181 (9.45 ^ 0.05 ^ 0.05) ] 10~3 161È208 . . . . . . . 181 (9.85 ^ 0.88 ^ 0.68) ] 10~3

simple analytic expressions as best Ðts to previously
observed energy spectra of primary cosmic rays and sorted
them into categories of spectra representing maximum (or
high) solar activity and minimum (or low) solar activity. For
these two categories, they calculate the secondary proton
Ñux and the ratio of secondary protons to remaining
primary protons as a function of energy and of atmospheric
depth. The correction for secondary protons becomes negli-
gible for energies above D10 GeV, but at lower energies the
secondary component contributes considerably to the total
measured proton Ñux (about 5% at 1 GeV) ; below D200
MeV the secondary protons dominate the proton sample.
We can calculate the primary Ñux at the instrument using
this ratio, since the measured proton Ñux at the instrument
is the sum of the remaining primary proton Ñux and the
secondary Ñux. To correct the primary proton Ñux at the
instrument to the TOA, we calculate the losses in the 5 g
cm~2 of atmosphere using the total inelastic cross section
for protons on nuclei (eq. [4]). We derive a loss of around
5% of the primary protons.

To calculate Ðnally the ratio for the intermediate solar
activity level appropriate to the IMAX Ñight, we use the
spherically symmetric force Ðeld model of Axford &
Gleeson (1968) to describe the solar modulation. First we
have to derive values for the terms ““ minimum ÏÏ and
““ maximum ÏÏ solar activity used by Papini et al. (1996). In
the model by Axford & Gleeson (1968) the motion of par-

ticles is described as a di†usion against the solar wind,
leading to both convection and energy loss. The average
energy loss of particles (mass A, charge Z) from interstellar
space to 1 AU is given by the potential energy ' \ /Z/A,
where / is the solar modulation parameter in MV. The
inÑuence of solar modulation on the particle Ñux is

Jmod(E) \ E2 ] 2m
p
c2E

(E ] ')2 ] 2m
p
c2(E ] ')

J(E ] ') , (7)

where E is the kinetic energy in MeV per nucleon, is them
pmass of a proton, and J(E) is the interstellar Ñux. We found

that the two spectra used by Papini et al. (1996) are best
described with / \ 500 MV for ““ minimum ÏÏ and / \ 1000
MV for ““ maximum ÏÏ solar activity. To get the appropriate
value for / at the time of the IMAX Ñight, we used
published values of / from other balloon experiments (Seo
et al. 1992 ; Beatty et al. 1993 ; Salamon et al. 1990 ; Webber
et al. 1991) and results from Labrador & Mewaldt (1997)
together with the corresponding neutron monitor counts.
We estimate a modulation parameter for the IMAX Ñight of
750 ^ 50 MV. Since we do not exactly know how this
modulation parameter inÑuences the secondary-to-primary
ratio, we perform a linear interpolation between the two
boundary values as a function of energy. As a result, the
IMAX secondary-to-primary proton ratio is right in the
middle between the limits given by the minimum and



No. 1, 2000 ABSOLUTE FLUX AT TOP OF ATMOSPHERE 293

TABLE 3

THE IMAX HELIUM FLUX AT THE TOI AND CORRECTED TO THE TOA

TOP OF INSTRUMENT TOP OF ATMOSPHERE

Interval Mean F ^ *Fstat ^ *Fsyst Interval Mean F ^ *Fstat ^ *Fsyst
Ekin Ekin F(particles [m2 s sr Ekin Ekin F(particles [m2 s sr

(GeV nucleon~1) (GeV nucleon~1) GeV nucleon~1]~1) (GeV nucleon~1) (GeV nucleon~1) GeV nucleon~1]~1)

0.21È0.25 . . . . . . . . 0.23 (1.43 ^ 0.05 ^ 0.13) ] 102 0.23È0.27 . . . . . . . . 0.25 (1.65 ^ 0.06 ^ 0.15) ] 102
0.25È0.31 . . . . . . . . 0.28 (1.55 ^ 0.04 ^ 0.14) ] 102 0.27È0.33 . . . . . . . . 0.30 (1.77 ^ 0.05 ^ 0.16) ] 102
0.31È0.39 . . . . . . . . 0.35 (1.48 ^ 0.03 ^ 0.13) ] 102 0.33È0.40 . . . . . . . . 0.36 (1.67 ^ 0.04 ^ 0.15) ] 102
0.39È.49 . . . . . . . . . . 0.44 (1.40 ^ 0.03 ^ 0.12) ] 102 0.40È0.50 . . . . . . . . 0.45 (1.58 ^ 0.03 ^ 0.14) ] 102
0.49È0.62 . . . . . . . . 0.55 (1.23 ^ 0.02 ^ 0.11) ] 102 0.50È0.63 . . . . . . . . 0.56 (1.38 ^ 0.02 ^ 0.12) ] 102
0.62È0.79 . . . . . . . . 0.70 (9.94 ^ 0.17 ^ 0.88) ] 101 0.63È0.80 . . . . . . . . 0.71 (1.12 ^ 0.02 ^ 0.10) ] 102
0.79È1.01 . . . . . . . . . 0.89 (8.13 ^ 0.14 ^ 0.72) ] 101 0.80È1.02 . . . . . . . . . 0.90 (9.12 ^ 0.15 ^ 0.81) ] 101
1.01È1.30 . . . . . . . . . 1.15 (6.37 ^ 0.11 ^ 0.57) ] 101 1.02È1.31 . . . . . . . . . 1.16 (7.15 ^ 0.12 ^ 0.64) ] 101
1.30È1.67 . . . . . . . . . 1.47 (4.56 ^ 0.08 ^ 0.41) ] 101 1.31È1.68 . . . . . . . . . 1.48 (5.12 ^ 0.09 ^ 0.46) ] 101
1.67È2.14 . . . . . . . . . 1.89 (3.09 ^ 0.06 ^ 0.28) ] 101 1.68È2.15 . . . . . . . . . 1.90 (3.47 ^ 0.07 ^ 0.31) ] 101
2.14È2.76 . . . . . . . . . 2.43 (1.99 ^ 0.04 ^ 0.18) ] 101 2.15È2.77 . . . . . . . . . 2.44 (2.23 ^ 0.05 ^ 0.20) ] 101
2.76È3.55 . . . . . . . . . 3.12 (1.20 ^ 0.03 ^ 0.11) ] 101 2.77È3.56 . . . . . . . . . 3.13 (1.34 ^ 0.03 ^ 0.12) ] 101
3.55È4.58 . . . . . . . . 4.03 (7.00 ^ 0.19 ^ 0.62) ] 100 3.56È4.59 . . . . . . . . 4.04 (7.84 ^ 0.21 ^ 0.70) ] 100
4.58È5.90 . . . . . . . . . 5.18 (3.89 ^ 0.12 ^ 0.35) ] 100 4.59È5.91 . . . . . . . . . 5.19 (4.36 ^ 0.14 ^ 0.39) ] 100
5.90È7.61 . . . . . . . . . 6.66 (2.19 ^ 0.08 ^ 0.19) ] 100 5.91È7.62 . . . . . . . . . 6.67 (2.46 ^ 0.09 ^ 0.22) ] 100
7.61È9.81 . . . . . . . . . 8.61 (1.35 ^ 0.06 ^ 0.12) ] 100 7.62È9.82 . . . . . . . . . 8.62 (1.51 ^ 0.06 ^ 0.14) ] 100
9.8È12.6 . . . . . . . . . . 11.1 (6.51 ^ 0.35 ^ 0.58) ] 10~1 9.8È12.7 . . . . . . . . . . 11.1 (7.30 ^ 0.39 ^ 0.65) ] 10~1
12.6È16.3 . . . . . . . . . 14.3 (3.29 ^ 0.22 ^ 0.29) ] 10~1 12.7È16.3 . . . . . . . . . 14.3 (3.68 ^ 0.25 ^ 0.33) ] 10~1
16.3È21.0 . . . . . . . . . 18.6 (2.18 ^ 0.16 ^ 0.19) ] 10~1 16.3È21.0 . . . . . . . . . 18.6 (2.44 ^ 0.18 ^ 0.22) ] 10~1
21.0È27.1 . . . . . . . . . 23.8 (1.02 ^ 0.10 ^ 0.09) ] 10~1 21.0È27.1 . . . . . . . . . 23.8 (1.15 ^ 0.11 ^ 0.10) ] 10~1
27.1È35.0 . . . . . . . . . 30.4 (5.95 ^ 0.66 ^ 0.53) ] 10~2 27.1È35.0 . . . . . . . . . 30.4 (6.66 ^ 0.74 ^ 0.60) ] 10~2
35.0È45.1 . . . . . . . . 39.2 (2.47 ^ 0.38 ^ 0.22) ] 10~2 35.0È45.1 . . . . . . . . 39.2 (2.76 ^ 0.42 ^ 0.25) ] 10~2
45.1È58.2 . . . . . . . . . 50.9 (1.18 ^ 0.23 ^ 0.11) ] 10~2 45.1È58.2 . . . . . . . . . 50.9 (1.32 ^ 0.26 ^ 0.12) ] 10~2
58.2È75.1 . . . . . . . . . 65.5 (6.86 ^ 1.50 ^ 0.69) ] 10~3 58.2È75.1 . . . . . . . . . 65.5 (7.69 ^ 1.68 ^ 0.78) ] 10~3
75.1È96.8 . . . . . . . . . 84.6 (2.37 ^ 0.75 ^ 0.30) ] 10~3 75.1È96.8 . . . . . . . . . 84.6 (2.66 ^ 0.84 ^ 0.33) ] 10~3
97È125 . . . . . . . . . . . 108 (1.85 ^ 0.56 ^ 0.30) ] 10~3 97È125 . . . . . . . . . . . 108 (2.07 ^ 0.62 ^ 0.34) ] 10~3

maximum solar modulation. We use these limits to set a
conservative error of the ratio. At low energies this error is
large (about 30% at 200 MeV) and will dominate the total
systematic error of the proton spectrum.

5. RESULTS

The measured IMAX Ñuxes extrapolated to the TOA are
given in Tables 2 and 3 along with the TOI Ñuxes. We show
separate columns for the statistical and systematic errors.
The mean kinetic energy listed in Tables 2 and 3 are deter-
mined from the arithmetic mean of the measured rigidities
for each energy bin and so reÑect the spectral weighting
toward lower energy. The TOA spectra are shown in Figure
14. In this Ðgure the total uncertainty is smaller than the
plot symbols except at the lowest proton energy and the
highest helium energies. The total uncertainty in each point
is indicated by the vertical bar and the statistical uncer-
tainty by the cross bars.

The spectra can be represented by (8.03 ^ 1.36)
] 103E~2.61B0.04 (m2 GeV s sr)~1 for protons between 20
and 200 GeV and (4.33 ^ 1.05) ] 102E~2.63B0.08 (m2 GeV
nucleon~1 s sr)~1 for helium nuclei between 10 and 100
GeV nucleon~1. With IMAX, we could not observe the
e†ect of geomagnetic cuto† on the low-energy part of the
spectrum since the energies which are necessary to pen-
etrate the instrument are relatively high (° 4.6). The cuto†
values presented in ° 3 correspond to a kinetic cuto† energy
of 70 MeV for protons and 18 MeV nucleon~1 for 4He at
Lynn Lake and 191 MeV for protons and 52 MeV
nucleon~1 for 4He at the landing site Peace River. These

values are generally smaller then the instrumental cuto†,
particularly if ionization energy losses in the atmosphere
are considered.

In Figure 15, we show the IMAX spectra at the TOA
compared with results from Smith et al. (1973), Seo et al.
(1992), Webber et al. (1987), Bellotti et al. (1999 ; MASS2
experiment), and Boezio et al. (1999 ; CAPRICE
experiment). While Smith et al. (1973) used a superconduct-
ing magnet and spark chambers as a spectrometer
(MDR D 50 GV), the measurements of Seo et al. (1992) and

FIG. 14.ÈIMAX di†erential energy spectra at the TOA for protons and
helium.
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FIG. 15.ÈIMAX Ñuxes compared to other balloon measurements.
Filled squares : Our results. Inverted triangles : Boezio et al. (1999). Dia-
monds : Bellotti et al. (1999). Circles : Seo et al. (1992). Open squares :
Webber et al. (1987). Upright triangles : Smith et al. (1973). The treatment of
systematic error varies among these measurements. This should be con-
sidered when comparing them.

Webber et al. (1987) were performed using the same magnet
as IMAX but with only MWPCs for tracking, resulting in
an MDR of about 50È100 GV. However, the MASS2
experiment, Ñown in 1991 near solar maximum, used
similar drift chambers and the same MWPCs as IMAX
(reaching an MDR of 210 GV for protons). The CAPRICE
experiment, Ñown in 1994 near solar minimum, employed
the same spectrometer as IMAX (reaching an MDR of 172
GV for protons). Both experiments used di†erent ancillary
detectors. For high-energy protons there is generally good
agreement between the earlier measurements of Smith et al.
(1973) and Seo et al. (1992) and the present results, while the
measurements of Webber et al. (1987) are consistently
higher. For helium, the high-energy results generally agree
within uncertainties, although the Webber et al. (1987)
results are somewhat high. The MASS2 and CAPRICE
results are in good agreement with the IMAX points
around 10 GeV with a slightly steeper spectrum at higher
energies. Note that the MASS2 and CAPRICE spectra are
not deconvolved at high energies, so the di†erences would
be smaller if this correction were applied. At low energies it
is difficult to compare the various measurements due to the
inÑuence of solar modulation or geomagnetic cuto†. (The
geomagnetic cuto† for the MASS2 experiment was about
4.5 GV.)

To derive interstellar spectra, the TOA spectra shown in
Figure 14 must be adjusted for the e†ect of solar modula-
tion. Even at 20 GeV the suppression of the proton Ñux for
a solar modulation parameter of / \ 750 MV is still on the
order of 5% (using the force Ðeld model). If we Ðt the high-
energy part of the spectrum between 20 GeV and 100 GeV
using a power law and ignore this e†ect, the derived spectral
index would be decreased by about 0.05. Therefore, to
obtain interstellar spectra, the IMAX energy spectra were
Ðrst demodulated using a force Ðeld approximation with a
modulation parameter of / \ 750 MV for both protons
and helium and then converted to rigidity spectra. These are
presented in Figure 16. Both the proton and helium spectra
are consistent with a pure power law in rigidity, although
the helium spectrum shows minor di†erences at lower rigi-
dities. The deviation of the helium spectrum from a pure
power law can be reduced by using a higher value of the
solar modulation parameter, suggesting that a slightly dif-
ferent modulation parameter should be used for protons
and helium if the force Ðeld approximation is employed. If a
power law is Ðtted to the data between 20 and 200 GV, the
derived interstellar spectra are well described by
(1.42 ^ 0.21) ] 104R2.71B0.04 (m2 GV s sr)~1 for protons
and (3.15 ^ 1.03) ] 103R2.79B0.08 (m2 GV s sr)~1 for
helium. The p/He ratio at the TOA as a function of rigidity
between 5 and 100 GV is found to be nearly constant at
5.9 ^ 0.7.

It is interesting to consider how well the extrapolated
IMAX spectra agree with measurements made at higher
energies. In Figure 17 we show the IMAX interstellar rigid-
ity spectra in comparison with measurements performed by
high-energy balloon-borne and satellite experiments
(Asakimori et al. 1998 [JACEE]; Zatsepin et al. 1993
[MUBEE]; Ivanenko et al. 1993 [SOKOL]; Ichimura et al.
1993 ; Buckley et al. 1994 [RICH]; Ryan, Ormes, & Bala-
subrahmanyan 1972). Also shown are the bands for a 95%
conÐdence level of the Ðt to the IMAX proton and helium
data between 20 and 200 GV. Where no Ñux tables were
published, the data presented in this Ðgure were derived
from the papers by measuring the published plots and then
converting to rigidity spectra. For rigidities greater than 1

FIG. 16.ÈIMAX interstellar rigidity spectra, demodulated with the
force Ðeld formula and a modulation parameter of / \ 750 MV. Both
spectra are in good agreement with pure power laws in rigidity.
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FIG. 17.ÈIMAX Ñuxes compared to the high-energy measurements
made with balloon- and satellite-borne emulsion chambers and calorime-
ters. Filled squares : Our results. Circles : Asakimori et al. (1998). Diamonds :
Buckley et al. (1994). Open squares : Ichimura et al. (1993). Inverted tri-
angles : Ivanenko et al. (1993). Upright triangles : Zatsepin et al. (1993).
Asterisks : Ryan et al. (1972). The dotted lines are the bands for a 95%
conÐdence level of the Ðt to the IMAX proton and helium data between 20
and 200 GV.

TV, the general trend seems to be that the helium spectrum
measured in these experiments is Ñatter than the proton
spectrum. At around 1000 TV the Ñuxes are equal, although
it is difficult to draw Ðrm conclusions because of the large

statistical errors at high rigidities. The extrapolation of the
proton spectrum measured by IMAX is in good agreement
with the results measured by other instruments up to about
10 TV, but for higher rigidities the measured spectrum
appears to become steeper. For helium the spectrum as
measured by SOKOL (Ivanenko et al. 1993) and JACEE
(Asakimori et al. 1998) is considerably Ñatter than the
extrapolation of the IMAX helium spectrum. This would
suggest a transition in the shape of the helium spectrum in
the low-TeV regime.

6. CONCLUSIONS

The IMAX collaboration has measured the cosmic-ray
proton and helium spectra from 0.2 GeV nucleon~1 to
about 200 GeV nucleon~1. The quality of the magnetic
spectrometer was superior to those used in earlier measure-
ments, achieving an MDR of D180 GV for protons and
D250 GV for helium. The rich instrumentation of the
experiment allowed an extensive examination of the instru-
ment efficiency to be carried out using redundant detectors.
In this way we reduced the bias in the efficiency.

The interstellar spectra derived from the IMAX measure-
ments can be represented by power laws in rigidity if
demodulated with a solar modulation parameter of
/ \ 750 MV. The resulting spectral indices are 2.71 ^ 0.04
for protons and 2.79 ^ 0.08 for helium. The IMAX mea-
surements have signiÐcantly improved the accuracy with
which the absolute Ñuxes of the most abundant particles in
the primary cosmic radiation are known. The absolute
Ñuxes of protons and helium are determined by IMAX to a
precision of 20% compared to the dispersion among earlier
measurements of about a factor of 2.
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APPENDIX A

THE HELIUM ISOTOPE SPECTRA

As mentioned in ° 4.1, we derived the helium energy spectrum from the raw rigidity spectrum by taking all Z \ 2 particles
as 4He as in previous papers. This results in an error, since there is a nonnegligible abundance of 3He and the conversion from
rigidity to energy will be incorrect for this component if it is treated as 4He. Reimer et al. (1998) presented the 3He/4He ratio
measured with IMAX between 0.2 and 3.7 GeV nucleon~1 at the spectrometer and a detailed description of the propagation
code used to derive the corresponding ratio at the TOA. This code was used to calculate a best-Ðt curve to the measured ratio
at the spectrometer. The ratio at higher energies depends mostly on assumptions concerning the path length distribution for
cosmic rays in the galaxy. Details can be found in Reimer et al. (1998).

We used this best-Ðt curve as a constraint, requiring our Ðnal 3He and 4He spectra to be consistent with this ratio at the
instrument. We Ðrst determine the 3He/4He ratio as a function of rigidity in a similar way to the procedure for 1H and 2H
described in ° 4.2. We start with the measured helium rigidity spectrum at the spectrometer. With a rigidity dependent
3He/4He ratio as a free parameter, we calculate independent rigidity spectra for 3He and 4He. Multiplying by the appropriate
values for the detector efficiencies, deconvolution factor, etc., we calculate the 3He and 4He Ñux and Ðnally convert the rigidity
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spectra to energy spectra. We use the 3He and 4He energy spectra to derive the 3He/4He ratio at the spectrometer.
(Appropriate rigidity bins for 3He and 4He must be used to give equal bins in energy.) Comparing this ratio to the best-Ðt
curve derived earlier, we calculate a s2. The rigidity dependent ratio is then found by minimizing s2.

In this way we directly determine the 3He and 4He spectra at the spectrometer. The propagation of these spectra to the
TOA is di†erent from ° 4.7, where we just took the losses of 4He in the atmosphere and the instrument into account and
derived energy-dependent loss factors. Now we have to use the propagation code since we have still losses but also an
enhanced Ñux of 3He at the spectrometer due to the spallation of 4He. Using this code we calculate the Ñuxes of 3He and 4He
at the TOA, given in Table 4. In Figure 18 we present the two spectra. The total helium Ñux can be derived by adding the 3He
and 4He Ñux. (To get equal energy bins at the TOA, we used a di†erent energy binning for 3He and 4He at the spectrometer,
which were then corrected for the energy loss to the TOA.) Thus, we derive two results for the total helium Ñux at the TOA,
the result of the ““ standard ÏÏ approach where all helium is taken as 4He (° 5), and the result of our improved calculation where

FIG. 18.ÈDi†erential 3He and 4He spectra extrapolated to the TOA. The two spectra are calculated from the total spectrum of helium nuclei using the
3He/4He ratio measured by IMAX between 0.2 and 3.7 GeV nucleon~1 and a model of Galactic propagation (Reimer et al. 1998).

TABLE 4

THE IMAX HELIUM ISOTOPE FLUX CORRECTED TO THE TOA

Interval Mean 3He Flux 4He Flux
Ekin Ekin (F ^ *Fstat ^ *Fsyst) (F ^ *Fstat ^ *Fsyst)

(GeV nucleon~1) (GeV nucleon~1) (particles [m2 s sr GeV nucleon~1]~1) (particles [m2 s sr GeV nucleon~1]~1)

0.23È0.25 . . . . . . . . . 0.25 (1.27 ^ 0.16 ^ 0.11) ] 101 (1.23 ^ 0.05 ^ 0.11) ] 102
0.27È0.31 . . . . . . . . . 0.30 (1.44 ^ 0.15 ^ 0.13) ] 101 (1.40 ^ 0.04 ^ 0.12) ] 102
0.33È0.39 . . . . . . . . . 0.36 (1.70 ^ 0.13 ^ 0.15) ] 101 (1.37 ^ 0.04 ^ 0.12) ] 102
0.4È0.49 . . . . . . . . . . . 0.45 (1.85 ^ 0.11 ^ 0.16) ] 101 (1.33 ^ 0.03 ^ 0.12) ] 102
0.50È0.62 . . . . . . . . . 0.56 (1.84 ^ 0.09 ^ 0.16) ] 101 (1.17 ^ 0.02 ^ 0.10) ] 102
0.63È0.79 . . . . . . . . . 0.71 (1.70 ^ 0.08 ^ 0.15) ] 101 (9.60 ^ 0.18 ^ 0.85) ] 101
0.80È1.01 . . . . . . . . . . 0.90 (1.42 ^ 0.06 ^ 0.13) ] 101 (7.91 ^ 0.15 ^ 0.70) ] 101
1.02È1.30 . . . . . . . . . . 1.16 (1.11 ^ 0.05 ^ 0.10) ] 101 (6.25 ^ 0.11 ^ 0.56) ] 101
1.31È1.67 . . . . . . . . . . 1.48 (8.36 ^ 0.35 ^ 0.74) ] 100 (4.51 ^ 0.09 ^ 0.40) ] 101
1.68È2.14 . . . . . . . . . . 1.90 (5.95 ^ 0.26 ^ 0.53) ] 100 (3.07 ^ 0.06 ^ 0.27) ] 101
2.15È2.76 . . . . . . . . . . 2.44 (3.86 ^ 0.19 ^ 0.34) ] 100 (1.99 ^ 0.04 ^ 0.18) ] 101
2.77È3.55 . . . . . . . . . . 3.13 (2.32 ^ 0.13 ^ 0.21) ] 100 (1.20 ^ 0.03 ^ 0.11) ] 101
3.56È4.58 . . . . . . . . . 4.04 (1.32 ^ 0.08 ^ 0.12) ] 100 (7.04 ^ 0.20 ^ 0.63) ] 100
4.59È5.90 . . . . . . . . . . 5.19 (6.89 ^ 0.52 ^ 0.61) ] 10~1 (3.93 ^ 0.13 ^ 0.35) ] 100
5.91È7.61 . . . . . . . . . . 6.67 (3.68 ^ 0.33 ^ 0.33) ] 10~1 (2.22 ^ 0.09 ^ 0.20) ] 100
7.62È9.81 . . . . . . . . . . 8.62 (1.87 ^ 0.21 ^ 0.17) ] 10~1 (1.37 ^ 0.06 ^ 0.12) ] 100
9.8È12.6 . . . . . . . . . . . 11.1 (9.95 ^ 1.36 ^ 0.89) ] 10~2 (6.69 ^ 0.38 ^ 0.59) ] 10~1
12.7È16.3 . . . . . . . . . . 14.3 (4.66 ^ 0.82 ^ 0.41) ] 10~2 (3.39 ^ 0.24 ^ 0.30) ] 10~1
16.3È21.0 . . . . . . . . . . 18.6 (2.06 ^ 0.48 ^ 0.18) ] 10~2 (2.27 ^ 0.17 ^ 0.20) ] 10~1
21.0È27.1 . . . . . . . . . . 23.8 (1.12 ^ 0.31 ^ 0.10) ] 10~2 (1.07 ^ 0.11 ^ 0.10) ] 10~1
27.1È35.0 . . . . . . . . . . 30.4 (4.96 ^ 1.83 ^ 0.45) ] 10~3 (6.27 ^ 0.72 ^ 0.56) ] 10~2
35.0È45.1 . . . . . . . . . 39.2 (2.55 ^ 1.16 ^ 0.22) ] 10~3 (2.61 ^ 0.41 ^ 0.23) ] 10~2
45.1È58.2 . . . . . . . . . . 50.9 (8.78 ^ 5.96 ^ 0.78) ] 10~4 (1.26 ^ 0.25 ^ 0.12) ] 10~2
58.2È75.1 . . . . . . . . . . 65.5 (3.81 ^ 3.40 ^ 0.35) ] 10~4 (7.35 ^ 1.63 ^ 0.74) ] 10~3
75.1È96.8 . . . . . . . . . . 84.6 . . . (2.56 ^ 0.82 ^ 0.31) ] 10~3
97È125 . . . . . . . . . . . . 108 . . . (2.00 ^ 0.61 ^ 0.32) ] 10~3
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we take the measured 3He/4He ratio into account. Calculating the ratio of these two spectra we Ðnd that the standard
approach overestimates the total helium Ñux at low energies by about 20% at 250 MeV nucleon~1, while it is about 6% lower
at around 4 GeV nucleon~1. With increasing energy the di†erence becomes smaller yet.
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