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We have recently published a paper entitled Towards
a Neurobiological Theory of Consciousness (Crick and
Koch 1990) that outlined a sketch of such a theory. Our
aim was not to produce as complete a theory of con-
sciousness as possible but to indicate promising lines of
experimental work, mainly neurobiological, that might
lead eventually toward a solution of the problem. We
made the plausible assumption that all forms of con-
sciousness (e.g., seeing, thinking, and pain) employ, at
bottom, rather similar mechanisms and that if one form
were understood, it would be much easier to tackle the
others. We then made the personal choice of the mam-
malian visual system as the most promising one for an
experimental attack.

This choice means that fascinating aspects of the
subject, such as volition, intentionality, and self-
consciousness, to say nothing of the problem of qualia,
have had to be left on one side. We have also not dwelt
on unusual psychological states, such as hypnosis,
dreaming, lucid dreaming, and sleepwalking, to say
nothing of meditative states, since we do not see any
special advantage in studying them experimentally at
this stage. e -

Our method is to combine what is known experimen-
tally from both psychological and neurobiological ex-
periments with plausible theoretical arguments of a
general nature. We have not so far attempted detailed
computer simulations, since it is unlikely that we under-
stand the details of the system well enough for such
modeling to provide decisive answers. In the long run,
however, modeling is essential, and even at this stage,
well-conceived computer simulations should suggest
plausible general principles and thus guide the ex-
perimental attack on what is obviously a sysiem of
enormous complexity and subtiety.

In our previous paper (Crick and Koch 1990), we
listed a number of topics and assumptions that we did
not intend to discuss. This list will not be repeated here
in toto except to say that we have assumed the higher
mammals have a form of visual awareness fairly similar
to ours, so that we can, with discretion, combine ex-
perimental results on humans with those from mon-
keys, cats, and so on,

THE THEORY IN OUTLINE

Our knowledge of the visual system of the macaque
monkey, which is probably fairly similar to that of

humans, suggests that there is no single place in the
brain that corresponds to what we see. (For a detailed
description of the macaque visual system, see Van
Essen et al., this volume, and for the buman visual
system, see Zeki, this volume.) Thus, some mechanism
must unite some of the neural activity in the many
different visual areas to provide our global percept of
the scene before us.

The problem of how to do this is sometimes referred
to as the “binding problem.” We distinguish three sorts
of binding. The first is built in by genes acting on the
developmental processes. The second is built up by
experience, probably by strengthening existing but
weak connections. An example might be neurons that
respond to a familiar word. The third—the ad hoc
binding problem—is what concerns us here. It is
needed because the number of conceivable visual ob-
jects is so vast that there cannot be a special neuron (a
“grandmother cell”) for each one of them.

Tt is suggested that this binding is done mainly by the
synchronized firing of the relevant neurons (as pro-
posed by von der Malsburg and Schneider in 1986) and
that such synchronized firing usually takes the form of
semisynchronous oscillations in the 40-70-Hz range,
sometimes called vy oscillations. (For a review of much
of the recent esperimental work on the ““40 Hz” oscilla-
tions, see Singer et al., this volume.)

Psychological experiments show that we do not see
everything in the visual scene at once. There appears to
be a rapid, parallel process of handling the incoming
visual information, followed by a further process that
takes time and thus can be roughly described as
“serial.” This latter process is often referred to as
“focal attention.” It can happen to some extent without
eye movements, as shown by Posner (1986), and is
probably more rapid than eye movements, themselves
another, slower, form of visual attention.

Whereas the initial, parallel, processing steps deal
with the many “features” already encoded in the brain,
we surmise that the steps involving focal attention serve
temporarily to bind features that are not already coded
there by fairly strong connections.

It has been suggested for many years that an essential
feature of visual awareness is the temporary storage of
what we have just seen in short-term memory (often
called working memory) that decays within a few sec-
onds. It is thought to have a somewhat limited capacity
at any one moment, probably in the range of four to
seven objects.
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The deciphering by the brain of the visual scene
before us is not an easy task, since in mathematical
terms the problem is “ill-posed” (Poggio et al. 1985);
that is, the information coming into our eyes is often
ambiguous and can only be interpreted by using “‘con-
straints” built into the system by epigenetic processes
and by previous experience. What needs to enter
awareness is the result of these *‘computations,” not
the details of the computations themselves, We there-
fore suggest:

1. It is the resuit of these neural computations on an
attended object that are expressed by phase-locked
40-Hz oscillations.

2. These phase-locked oscillations are the neural corre-
late of vivid visual awareness.

3. These oscillations then activate working memory.

These are our basic hypotheses. We also suggest very
tentatively that there might be an even more transient
form of awareness, linked 1o iconic memory, which we
called ““fleeting awareness.” This is probably not associ-
ated with oscillatory firing patterns. Since this appears
very difficult to study, we shall say no more about it
here.

The reader is referred to our earlier paper (Crick and
Koch 1990) both for a much fuller discussion of the
rationale for these suggestions and for more extensive
references. Our main object here is to build on that
previous discussion in order to fill out some of these
theoretical ideas. Our suggestions mostly concern ideas
and phenomena that need to be studied, rather than
being detailed proposals. We shall say little here about
possible experimental tests, some of which are sketched
in the earlier paper. We shall assume, without further
discussion, that the 40-Hz oscillations are not an ar-
tifact and do indeed play the role we hypothesize for
them. This assumption is far from being firmly estab-
lished experimentally.

OSCILLATIONS
The Nature of Oscillations

The neurons involved do not strictly oscillate at 40
Hz. By “oscillate” we mean that when a neuron fires at
40 He, it does s0 at approximately 25-msec intervals.
“Piring’* here implies that the neuron produces an
axonal spike, or sometimes two or three in very rapid
succession. Sometimes a neuron may miss the oppor-
tunity to fire, but when it does fire it does so approxi-
mately “on the beat.” The frequency at any one time is
not especially regular. The mean frequency may vary
somewhat with time and may vary also from neuron to
peuron unless their phases have become locked to-
gether. At other times, such neurons may not oscillate
but fire in a desynchronized manner. (For further de-
tails, see Singer et al., this volume.)

We shall assume, without further discussion, that
certain neurons in the cerebral cortex (and perhaps
elsewhere) have an inherent tendency to fire at about

40 Hz in the sense described above. This may be due to
their intrinsic properties (as suggested by Llinds, this
volume) or to circuit properties or, more likely, to both
together. For example, a time delay of about 7-13 msec
in the production of a short burst of inhibition might
help to promote oscillations in the 40-70-Hz range.

The Number of Oscillations

How many distinct oscillations can exist in the brain
at any one moment? This is a difficult question. It is
unlikely to be only one, since there would then be little
point in having oscillations. For instance, the activity
leading to awareness need only be the “best” set of
neurons, all firing very strongly together, say at 400 Hz,
and no oscillations would be required. One of the
advantages of having oscillations is that more than one
coherent set of neurons can be active at any one mo-
ment without interfering too much with each other.

Moreover, it is an obvious advantage to maintain the
representations of several objects simultaneously, since
then further processing on this group of objects can
proceed more rapidly and more efficaciously. This may
be especially important for language, and for handling
ideas in general.

Two different oscillations may have the same fre-
quency but different phases. If these oscillations spread
s0 that they overlap, they are likely either to cancel
each other out in the overlap region or to coalesce to
form one single set of oscillations of the same phase
over the whole region. Oscillations of different fre-
quencies may be able to interpenetrate more easily, but
how much they will interfere with each other remains to
be seen, since the system is probably highly nonlinear.
It is by no means clear, on theoretical grounds, how
many oscillations can exist together without significant
interference. It may depend somewhat on whether they
largely overlap in certain brain areas or whether, on the
other hand, they dominate rather separate brain re-
gions. An educated guess (meaning a guess with no
sound theoretical foundations) might be four in the first
case (heavy overlap) and up to seven or so in the
second (little overlap).

It seems highly plausible that these restrictions on the
maximum number of simultaneous oscillations are the
main causes of the well-known limitations on the
capacity, at any one moment, of the attentional or
memory mechanism (for a somewhat different view-
point, see Allport 1989), :

It wiil thus be important, as more facts become
known, to describe for a variety of cases the time of
buildup of one set of oscillating neurens, the time
between establishing one oscillatory set and establish-
ing the next one, the length of time for which any one
of them persists, -and thus the number active at any
particular moment. In interpreting the psychological
data, it will be important to know whether an oscilla-
tory set persists without interruption or whether it has
lapsed but been recalled by a rapid readdressing
system.
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The Buildup of Oscillations

How easy is it for oscillations to build up and phase-
lock? It is plausible to assume that for a simple,
straightforward object, the time is likely to be shorter
than for a more complex, ambiguous one. If there are
several possible interpretations of the incoming infor-
mation, it may take some time for the one particular
interpretation to dominate its rivals and establish itself.
In the case of “‘rivalry,” when the percepts alternate, as
in the well-known case of the Necker cube, we assume
that the oscillations that first became established even-
tually habituate somewhat so that the other interpreta-
tion gets the upper hand by establishing the oscillations
relevant to it and, in doing so, pushes down is rival.
After a delay, it is then itself pushed down, and sc on.

For complex objects, there is likely to be a constant
struggle between rival sets of oscillations (strictly, be-
tween rival sets of neurons each trying to establish a
coherent set of oscillations), except in very straightfor-
ward cases when one set of neurons is so dominant that
it captures the oscillations without any significant chal-
lenge from other sets. The set of neurons that estab-
lishes strongly developed oscillations corresponds to
those that embody the best interpretation of relevant
parts of the visual scene, taking account of all the
various mutual excitatory and inhibitory contacts al-
ready established by previous experience. We do not
discuss at all any of the neural computations that under-
lie finding this best interpretation, that is, the visual
algorithms computing the optical flow field, structure-
from-motion, etc.

In all this, we have assumed that there will be compe-
tition between different sets of neurons, all attempting
to set up coalitions to support each other’s oscillations.
Exactly how this is done is a very complicated matter
that we shall not discuss here.

Oscillations and Awareness

Tt should not be assumed that all neurons showing
some degree of 40-Hz oscillations in their autocorrelo-
grams, or even sets of neurons showing some degree of
phase-locking (see Singer et al., this volume), are the
neural correlates of visual awareness. They may repre-
sent phases in the siruggle to establish a coherent set of
oscillations. This may be especially true in lightly anes-
thetized cats whose exact state of awareness we can
only guess at.

What kind of oscillation corresponds, then, to full
perceptual awareness? Two extreme views are possible.
Tn the first view, visual awareness would require phase-
Jocked sets of only very strong oscillations. (Strong
here means that the peaks of the autocorrelation func-
tion are high and the troughs low.) Individual neurons
of this type are occasionally seen among the oscillating
neurons studied experimentally (Engel et al. 1990;
Gray et al. 1990). In the second view, it could be

argued that even for a fully established percept, the
strengths of the oscillations needed are more distribut-
ed so that osciilations of various strengths contribute,
since in this way more information might be conveyed.
In both these cases, we lack any secure data on the
fraction of cortical neurons, in one cortical region, that
need to oscillate to produce full visual awareness. A
different experimental approach suggests that the frac-
tion of active neurons to lead to visual awareness may
be quite small (see Newsome et al., this volume). Inter-
pretation of the experimental results would be simpler
if the first alternative were true, but the second sounds
almost equally plausible.

The Importance of Short Chains

At what levels in the visual system do neurons inter-
act to build up these phase-locked oscillations? We
shall argue that a general principle may be involved.
Rather simple simulations (Kammen et al. 1989) sug-
gest that it is difficult to phase-lock oscillations quickly
between two neurons or groups of neurons if they are
not fairly directly connected but instead have many
distinct neurons in the shortest chain connecting them.
We believe that there has been intense evolutionary
pressure for mechanisms that can build up coherent sets
of oscillations as quickly as possible. Thus, as a general
principle, we suggest that all pathways that help to
synchronize oscillations will turn out to have as few
intervening neurons as possible.

Since the coalitions that form are likely to involve
interactions both locally and globally, we suggest that
these synchronizing pathways will occur at many fevels
in the system. In particular, we expect such connections
to occur within a cortical area, both at shert distances
(under 0.5 mm) and to some extent up to longer dis-
tances (a few mm) and also between different cortical
areas, and especially between areas connected at adja-
cent levels in the hierarchy. This may well involve some
of the so-called “back” pathways (see Van Essen et al.,
this volume). In addition, we think there will likely be
pathways that help to synchronize whole sets of cortical
areas. Obvious places to look for such pathways are the
thalamus (Jones 1985) and the claustrum (Sherk 1986}.

Because of our general principle, we suspect that
more indirect pathways, for example, from cortical
areas high in the Van Essen hierarchy to those much
lower down, will be less useful for this purpose, unless
there are fairly direct connections between them.

A general theoretical problem of considerable inter-
est is the design of efficient systems that can quickly
set up phase-locked oscillations. We strongly suspect
that the design would be hierarchical, with feedback
pathways that spread somewhat, together with some
semi-global and global pathways. Although the de-
tailed design would obviously depend on the problems
any particular system has to solve, there may be
theoretical arguments that favor certain styles of de-
sign. Whether this is true remains to be seen.
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The Problem of Time Delays

In considering mechanisms for phase-locking, it is of
the first importance to allow for the inevitable time
delays in the pathways. Already simple simulations
{Kammen et al. 1989; Sporns et al. 1989) have shown
that delays in excitation of more than a quarter of a
cycle make phase-locking difficult, although presum-
ably delays of a full cycle will work. Of course, if a
synchronizing pathway produces inhibition, time delays
of about half a cycle between onset of excitation and
onset of inhibition would be expected.

An interesting possibility is that the neurons with an
inherent tendency to oscillate at about 40 Hz are mainly
some of the inhibitory neurons, as indeed Llinas’s re-
sults suggest (see Llinds, this volume). Inhibitory
neurons in the cortex only project locally (i.e., within a
single cortical area). Thus, if they sometimes oscillate
in error, these errors will at first be fairly local. Tt may
be that what mainly matters for perception is oscilla-
tions in sets of pyramidal cells (all of which are excita-
tory), since pyramidal cells usually project over long
distances, both to other cortical areas and subcortically.

Delays in transmission down dendrites might in some
cases produce unacceptably long delays for synchroni-
zation purposes. Most inhibitory neurons have many
excitatory synapses on their somas, whereas excitatory
neurons {such as pyramidal cells) have none, the synap-
ses on their somas being almost entirely inhibitory (for
review, see Crick and Asanuma 1986). Thus the circuit:

excitation — activation of — inhibition of a
inhibitory cell ~ pyramidal cell

can be a fast one, since it may not be subject to the
delays of dendritic transmission.

For this reason, we expect that such “somatic™ cir-
cuits will be used for fast processes, such as those
needed to phase-lock 40-Hz oscillations, The main
function of certain types of inhibitory cells (e.g., basket
cells) may be to generate and phase-lock 40-Hz oscilla-
tions, even though the expression of these oscillations is
mainly required in appropriate sets of pyramidal cells.
This is, of course, quite distinct from the more tradi-
tional role of subtraction or vetoing assigned to them.

That inhibitory cells may be able to help the phase-
locking of oscillations is suggested by the quite in-
dependent work of W.W. Lytton and T.J. Sejnowski (in
prep.). By detailed modeling of the various ion cur-
rents, etc., they have shown how inhibitory cells, such
as basket cells and chandelier cells, could help entrain
an existing 40-Hz oscillation in a pyramidal cell, partly
via a mechanism related to “anodal break excitation.”

A set of coherent oscillations may not always build
up in the same way, i.c., always starting in the same
visual area. It seems more likely that in many cases,
one cortical region will set up a strong coalition very
rapidly and that the effects of this powerful alliance will
then spread to other cortical areas where they can assist

further coherent additions to the coalition. Sudden
transitions from nonoscillating to oscillating behavior
may sometimes be due to such effects.

Oscillations and Gestalt

The roles we are suggesting for the 40-Hz oscillations
bring to mind some of the ideas of the Gestalt psychol-
ogists. What we have referred to as an object would be
better termed a “gestalt.”” A transient coalition of
neurons, all expressing the phase-locked oscillations, is
probably buiit up by neuronal interactions that corre-
spond somewhat to the ‘“laws” of gestalt psychology,
such as proximity, continuity of direction, common
fate, good continnation, and even symmetry. What
to a psychologist is a particular gestalt would, to the
neuroscientist, be expressed by a particular set of
phase-locked oscillating neurons. Today, these laws are
interpreted within the current computational vision
framework as constraints needed to arrive at a unique
perceptual solution (Poggio et al. 1985).

A psychologist might complain that this reformula-
tion does nothing more than define the problems con-
fronting him in other terms, and moreover, in terms he
is not certain how to manipulate. This is true, but this
disadvantage is quite outweighed by the advantage of
being able to tie cognitive ideas to neuronal behavior,
so that several distinct types of experimental evidence
can be brought to bear on the same problem. If the
brain does in fact behave in the way we are suggesting,
then explanations at the psychological level will have to
be recast in terms that more closely correspond to the
underlying neurobiological reality.

ATTENTION

The idea that attention and consciousness are closely
connected dates back to the last century. It is impos-
sible here to give a detailed review of all the current
theories of visual attention, if only for limitations of
space. Instead, we shall try to organize the various -
ideas into broad classes. Because of the complexity of
the subject, both psychologically and neurobiological-
ly, our discussion must be regarded as preliminary.

Almost all the psychologists involved have accepted
that in vision there is an early, rapid, highly parallel
process, followed by a slower one that usually takes
longer and is often considered to be serial.

We shall deal only briefly with the early phase, often
associated with iconic memory {Coltheart 1983). This
memory is thought to have a large capacity but to be
transient, with decay times in the range of a fraction of
a second. All workers have considered it to contain
visual “features,” but some have emphasized simple
features, such as orientation or color, whereas others
have argued that it also contains more elaborate fea-
tures, such as letters, numerals, and familiar words (see
the discussion in the earlier parts of Allport 1989). In
out terms, anything that has been already “built in”
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{and thus does not need the 40-Hz oscillations to relate
its features) is likely to be processed in parallel, often
rather rapidly, and to a high Ievel in the system unless
this early processing produces conflicts in interpreta-
tion. By a high level, we mean a level at which the
neurons respond to such things as familiar words or
faces.

This early phase is often called “preattentive.” In
some psychological models (Treisman 1988), an object
can “pop out” into awareness by the parallel process
alene. In others (Koch and Ullman 1985; Duncan and
Humphreys 1989; Cave and Wolfe 1990}, it needs the
serial stage for this. Pop-out in these latier models is
then the first, rapid step of the serial process.

Tconic memory may involve rapid synaptic modifica-
tion (see Crick and Koch 1990); but whether it does or
not, we believe that it will always involve the continued
firing of the relevant neurons. How this firing is main-
tained is not yet understood. It may be due to processes
inherent in the neurons themselves, but it seems likely
that it will also involve reverbatory circuits of neurons
of some sort or another.

Is There a Saliency Map?

The later, more serial stage has been explained by
psychologists and theoreticians in several ways (Koch
and Ullman 1985; Treisman 1988; Duncan and Hum-
phreys 1989; Cave and Welfe 1990; Van Essen and
Anderson 1990). One of the main differences between
these theories is whether a topographical saliency map
exists or not. The basic idea of a saliency map (Koch
and Ullman 1985) is that various visual areas send
retinotopically mapped signals to a distinct area of the
brain. This area does not code information on what it is
that is salient but only where it is, Saliency is here
meant to be understood in terms of simple operations,
implemented by center-surround types of operations,
e.g., a green object among many red ones or a moving
stimulus among a stationary scene would both be very
salient objects. In some versions, this area then selects,
by some kind of winner-take-all mechanism (with or
without noise in it), the most salient region in the visual
field and directs attention to it. This attention can take
the form either of boosting the fiting of the neurons in
that region of the visual field (for all retinotopically
mapped areas) or of damping down the firing of regions
outside the attentional spotlight, or both. There is
neurophysiological evidence for both these effects in
the region V4 of macaque monkeys (Moran and De-
simone 1985; Spitzer et al. 1988).

From our point of view, we want the attentional
mechanism to boost the appropriate 40-Hz oscillations
in that region of the visual field. On the other hand,
others (Duncan and Humphreys 198%) have argued
that no saliency map is needed and that the struggle for
saliency takes place in the cortical areas themselves. In
our terminology, the struggle to establish the best set of

40-Hz oscillations would take place all over the visual
cortex.,

The Spotlight and the Oscillations

Let us consider three broad alternatives. In each
case, there is first a highly parallel feature stage, either
in the broad or the narrow sense of feature. We shall
assume that in ail three models, sets of 40-Hz oscilla-
tions compete with each other to some extent. In the
models A and B, the spotlight promotes activity in the
region of its beam and/or inhibits activity in the sur-
roundings of the beam.

A. The 40-Hz oscillations only start in the neurons
related to an object when some form of spotlight
lights them up. When the oscillations are set up,
they can continue (for a time) while the spotlight
lights up the neurons representing the next most
salient object. There is a saliency mechanism to
conirot the spotlight.

B. The 40-Hz oscillations start up everywhere, as best
they can. A spotlight (controlled by a crude saliency
map) picks out the representations of the most sa-
lient item in several cortical areas and boosts them.
When those oscillations are established they can
continue, but the spotlight moves on to help the
neurons corresponding to the next most salient item.

C. There is no saliency map, with its associated spot-
light. The 40-Hz oscillations all start together, but
the competition is such that the best set of oscilla-
tions wins, although it does not suppress the others
entirely (they simply grow more slowly). After a
time, this first one ‘‘fatignes” while others press
forward to become the most favored one(s).

Thus, in model C, there is no separate attentional
mechanism, but rather competition between sets of
40-Hz oscillations {P. Braam, pers. comml.).

It may not be easy to decide definitely, by psycho-
physical experiments alone; whether a separate salien-
cy map exists or not. We are inclined to favor the view
that it does, for the reason that it is difficult enough to
establish quickly the oscillation of the: best set of neu-
rons for even a single object within the visual field
(including solving the so-called figure-ground problem)
without requiring this complex mechanism to cope by
itself with competition between objects. Since the exact
order of processing objects may only matter in extreme
cases, it seems better to let the order in which objects
are processed be decided by a much cruder and fasier
mechanism. At the moment, model B above seems the
most attractive, :

Where Is the Saliency Map?

A saliency map for eye movements is known to exist
in the superior colliculus of matamals. It would not be
surprising if it were used by the brain to help decide the
saliency needed for the faster attentional system. Since
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the colliculus projects to the pulvinar, and since ex-
perimental evidence points to the thalamus, and the
pulvinar in particular (see Desimone et al., this vol-
ume), as involved in attention, the pulvinar seems a
promising place to look for saliency maps. The thalamic
reticular nucleus may also be involved (Rafal and Pos-
ner 1987), although probably not exactly in the way
previously suggested by one of us (Crick 1984}, since
that particular mechanism is now believed to occur only
in slow-wave sleep (Steriade et al. 1990). There is also
experimental evidence that the posterior parietal re-
gion is involved (Posner et al. 1987). Whatever its
location, the attentional system must have access—in
one way or another—to information from both cere-
bral hemispheres. .

Since the thalamus has many distinct areas, including
several visual ones, it would not be surprising if many
of them were associated with one or another form of
attention (see Allpori 1989), so that even for vision, the
single-map mechanism sketehed above may well be too
simple.

The Preattentive Stage

It is well established that the brain can process exter-
nal stimuli, even to the point of initiating behavior,
without consciously perceiving them. Such noncon-
scious, unconscious, or subconscious processes include
blindsight, priming, implicit memory, subliminal per-
ception, and automatic processes (Holender 1986;
Kihlstrom 1987). For instance, patients with prosopag-
nosia, an inability to recognize familiar faces, show
significant electrodermal skin conductance responses to
pictures of persons they had previously known but were
now unable to recognize, at the same time failing to
show such an autonomic response to unfamiliar faces
{Tranel and Damasio 1985).

We postulate that in these cases, the relevant stimuli
give rise to strong firing responses in the associated
cortical areas, without leading to phase-locked 40-Hz
oscillations. Since it lacks the 40-Hz oscillations, this
neuronal activity will not stimulate shert-term memory
and produce awareness. Nevertheless, this nonoscilla-
tory (or weakly oscillatory) activity may be sufficient to
leave a forward-reaching trace of the sort seen in prim-
ing and implicit memory (Tulving and Schacter 1990),
perhaps partly by a non-Hebbian mechanism of synap-
tic modification. This possibly non-Hebbian mechanism
is described more fully in our earlier paper (Crick and
Koch 1990). .

We can now suggest why some workers emphasize
primitive features for the early visual stage, whereas
others emphasize more complex features, such as famil-
jar letters. The neurons that respond to the simpler
features, being mapped retinotopically, may be the
main ones that feed into the saliency map. Neuronal
activity, as we have suggested, may very quickly reach
the neurons in higher cortical areas that respond to
more compiex features, but because these features are

probably not mapped retinotopically, their activity will
not feed into the retinotopic saliency map. The activity
of these complex feature-detectors will not reach
awareness unless there is time and sufficient saliency
for them to build up phase-locked 40-Hz oscillations.

NEUROPHYSIOLOGICAL EXPERIMENTS

Since the pioneer studies of Mountcastle et al.
(1981), there have been a number of demonstrations
that for an alert monkey the response of certain neurons
depends on whether the monkey is attending or not.
Some of these experiments are mentioned in the review
by Wise and Desimone (1988). Here, we concentrate
on a set of experiments by Moran and Desimone
(1985), since these show that the idea of a simple
spotlight of attention is inadequate. In their review
Wise and Desimone state: {our italics)

Neurons in area V4 ... have receptive fields so large
that many stimuli typically fall within them. One
might expect that the responses of such cells would
reflect the properties of 4l stimuli inside their recep-
tive fields. However it has been found that when a
monkey restricts its attention to one location within
a V4 .. cell’s receptive field, the response of the cell
is determined primarily by the stimulus at the atten-
ded location, almost as if the receptive field
“shrinks” around the attended stimulus. For exam-
ple, consider a cell that responds strongly to red
stimuli and not to green when only a single stimulus
appears inside its receptive field [see Fig. 1]. If red
and green stimuli appear simultaneously at different
locations within the field, and the animal focuses its
attention on only the red one, the cell will respond
strongly [Fig. 1A]. K, however, the animal attends
to only the green stimulus, the cell will respond
weakly or not at all to the red stimulus [Fig. 1B],
even though the red stimmulus is still inside the recep-
tive field and the retinal stimulation is identical to
the previous condition.

So far, these results could be explained by a small
spotlight of attention, surrounded by a larger suppres-
sive penumbra at a lower level in the visual hierarchy,
since this suppression could account for the V4 neu-
ron’s poor response in Figure 1B (other neurons in V4
are presumed to respond to the green stimulus).

The next experiment shows that this explanation is
too simple. In the case illustrated in Figure 1C, Moran
and Desimone {1985) kept the two stimuli the same
distance apart, but placed the attended green one out-
side the receptive field, while the unattended red one
remained in its place within the receptive field. The
neuron’s response was not reduced, as it was in Figure
1B, but remained strong as shown in Figure 1C (for a
further description of these experiments, together with
those on IT [inferotemporal] neurons, see Moran and
Desimone [1985]).
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Attended Iocation
Ineffective stimulus
Weak neuronal response
B
N Effective stimulus
Attended location
Ineffective stimulus
Stroeng neuronal response
c

p

Effective stimulus

Ineffective stimulus

Attended location

Figure 1. Simple diagrams to illustrate Moran and De-
simone’s (19853) results for one particular neuron in V4. The
rectangle shows the receptive field of this neuron. The alert
trained monkey fixated a point outside this field. This particu-
lar neuron responded only to red bars (shown black here) and
not to green bars (shown open here). Thus, a red bar was an
effective stimulus: a green bar an ineffective stimulus. For
each trial the monkey was trained to pay attention (while
maintaining fixation) to one particuiar place in the visual field,
symbalized here by the circle, representing the hypothetical
spotlight of attention. Note that the distance between the
effective and the ineffective stimulus in C was the same asin A
or B. The response of the neuron in each case is described to
the right of each sketch. See text for a fuller discussion.

A simple spotlight, with a suppressive penumbra,
will not explain this result, since the penumbra in the
case of Figure 1C would have been expected to sup-
press the neuron and produce a poor response, whereas
the observed response was strong. How is this very
unexpected result to be explained?

A Possible Model

We suggest that there is indeed a spotlight of atten-
tion that, as implied in Figure 1, is smaller in area than
a typical receptive field in V4. This spotlight provides
some kind of boost or tag to certain of the neurons

whose receptive fields are in that location in the visual
field. These neurons are probably at a lower level in the
visuai hierarchy (e.g., in V2), where receptive fields are
smaller than those in V4. In addition, we suggest a
more elaborate mechanism. This will only be outlined
here in an oversimplified form.

Suppose that in V4, there are many different stacks
of neurons. Within each stack, the neurons have recep-
tive fields all the same size and all in the same place in
the visual field, some responding to blue, others to
green, others to red, and s0 on. We consider two states
of a single stack: without retinotopic attention (within
that receptive field) and with attention. We postulate
that the members of the stack do not compete when
attention there is lacking but do compete strongly when
attention is present. In other words, attention facili-
tates competition between the different neurons in the
same stack but not between those in different stacks.

In our theory, this boosting or tagging would take the
form of synchronized oscillations. Thus, neurons in a
lower level—whose receptive field is smaller than those
in V4-~-oscillate in response to the attended red object,
expressing the neuronal correlate of attention. These
neurons, feeding into the. V4 neuron Moran and De-
simone (1983) recorded from, will induce similar
phase-locked oscillations in this cell but not in the other
neurons in this stack responding to, say, green or biue.
Neurons in this stack will then compete against each
other, such that the osciliatory and phase-locked neu-
rons will win out over the neurons with less synchron-
ized or desynchronized firing. The response in Figure
1B is weak because the spotlight has activated competi-
tion between all the neurons in that stack and has also
tagged the attended (*“green’’) neurons at a lower level,
so that in the resulting competition in V4 the “green”
neurons there suppress the “red” ones. In Figure 1C,
the spotlight of attention, while promoting competition
in other stacks, fails to do so for the particular stack
iflustrated. Thus, lacking competition among nonover-
lapping stacks, all neurons in the stack respond strongly
to any incoming stimulus of the appropriate characters.

As the results show, an unattended stimulus (as in
Fig. 1C) can sometimes give a fairly strong response.
However, Moran and Desimone (1985) also studied
neurons in visual region IT (inferotemporal). Here, the
receptive fields are so large that they often fill much of
the visual field. Thus, in the case of Figure 1C, the
strong response of the neuron in V4 would be at-
tenuated when it reached IT. There the roles of the two
stimuli would be described by a figure that corre-
sponded conceptually to Figure 1B, since in IT both
stimuli would lie in the same receptive field and thus in
the same stack, and so would compete with each other.
The unattended red stimulus would therefore be sup-
pressed somewhat in IT, as indeed Moran and De-
simone found.

We can express the essence of our idea in more
familiar words by using the concept of columns suggest-
ed by Mountcastle (Edelman and Mountcastle 1978).
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In oversimplified terms, when a macrocolumn is not
attended to, it can have several outputs. When it is
attended to, it will have only one. This particular foi-
mulation is not to be taken too literally.

The above model has been simplified for didactic
purposes. The idea of sets of stacks that do not overlap
is far too simplistic. A more realistic model would have
neurons whose receptive fields overlapped to varying
degrees. Broadly speaking, for any two neurons, the
greater the overlap of their receptive fields, the greater
the competition the model would allow between them.
This competition would, of course, depend on local
activation by the spotlight in one way or another,

How might this “facilitation of competition” be
done? We suggest by involving the 40-Hz oscillations,
assuming competition between oscillations is fiercer
than that between nonoscillatory activity, an idea that
is not implausible, Moreover, the boost referred to
above might be due, at least in part, to the resonances
produced by 40-Hz oscillations. In other words,
whenever a neuron is oscillating, it shuts down the
nonoscillating neurons in that stack, or, more precisely,
shuts down those neurons whose receptive fields heavi-
1y overlap with its own.

Unfortunately, it is not known whether 40-Hz oscilla-
tions occurred in Desimone’s experiments. We would
hope that the neuron in cases like that of Figure 1A
would show strong 40-Hz oscillations, whereas for cases
like Figure 1C, we would expect 40-Hz oscillations to
be weak of absent. Whether this is true remains to be
seen, We think that the idea that atiention facilitates
local competition may shed an entirely new light on
mechanisms of attention and deserves further detailed
study.

- Top-down Effects

Tt would take us too far afield to consider top-down
effects (see Julesz, this volume), except to say that they
are undoubtedly important. It would not be too surpris-
ing if some of them originated in frontal cortex. Such
top-down effects might act directly to bias the saliency
map, or more indirectly by biasing some of the neurons
in the various visual areas of the neocortex that project
to the saliency map. There may also be top-down ef-
fects that adjust the size of the attentional spotlight. In
addition, there must be mechanisms for remembering
the task in a psychophysical experiment and for recog-
nizing a target object when it springs into awareness.
We shall discuss none of these subjects here,

WORKING MEMORY

It is difficult to say much about the neurological basis
of working memory because there has been so little
experimental work on it. We have to distinguish two
broad possibilities. In the first, neural activity is main-
tained for some seconds by one mechanism or another
(see Crick and Koch 1990), with or without transient

synaptic modification. In the second, neuronal activity
is not maintained, but only transient synaptic modifica-
tions take place. Both mechanisms may be used to
some extent.

Let us first consider the activity taking place before
working memory is activated. When a 40-Hz oscillation
is both strongly active and phase-locked over many
cortical areas, we expect this global activity to corre-
spond to vivid visual awareness. There are likely to be
certain regions that have casily formed this strong coali-
tion (we call these the core of the activity) and have
then spread their oscillations to other regions that we
refer to as the periphery. These in their turn may
activate further peripheral regions, but not necessarily
to the extent of promoting phase-locked oscillations
there. Some of these peripheral activities may corre-
spond to what might be considered the “meaning” of
the percept.

What will happen when, for one reason or another,
this whole set of neurons ceases to oscillate in phase? In
some case, the core regions may maintain mainly
nonoscillatory activity, perhaps with the assistance of
transient synaptic modifications. We suggest that this is
the neural correlate of working memory. Because of
the lack of global oscillations, their activity is not corre-
lated with vivid awareness; however, should the atten-
tional spotlight return to it (or should competition from
other oscillatory sets greatly decrease), the core will
quickly set up all or part of the previous phase-locked
oscillatory set and thus enter awareness again in a very
short time.

Recall that in some cases, it may have taken an
appreciable time for a set of coherent oscillations to be
set up in the first place. If this activity has produced
some transient synaptic modification, there may be no
need to repeat this prolonged setup time when the
memory is evoked again.

A second possibility is that, after all oscillations have
died away, all the neurons concerned lapse into firing at
background rates. Even in such a case the memory may
still be retrievable if sufficiently strong (transient)
synaptic modifications have taken place. In this case,
however, a fairly strong and specific cue, directed to the
right place, will be needed to start up the oscillatory
activity again.

In the first case discussed above, strong cueing
should not be needed because the self-sustained
(nonoscillatory) activity should be able itself to act as a
sufficient cue under the right circumstances. If some-
thing more is required to reactivate the memory, it
need only be a rather unspecific nudge. One form of
recalling a previous item in working memory is often
called rehearsal. Rehearsal may explain the rather
large differences in the decay time of working memory
reported by different workers. For example, in the case
of Damasio’s patient Boswell (Damasio et al. 1985},
the time quoted is about 40 seconds (A.R. Damasio,
pers. comm. ). In those studies on normal people (Bad-
deley 1986) in which any form of rehearsal was discour-
aged, the decay times tended to be only a few seconds.
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Although rehearsal may be obvious in some cases, it
may sometimes escape introspection.

OTHER OSCILLATIONS

The main theoretical requirement for mechanisms
that produce global activity among neurons is that they
should promote correlated firing. Such in-phase firing
of the incoming axons is likely to produce a larger effect
at the soma than desynchronized firing at the same
average rate, but this increase is likely, by itself, to be
fairly small. A further advantage of oscillations as a
form of coordinated firing is that they may be able to
induce membrane-bound resonances if some neurons
have a strong, but latent, tendency to fire at or near
that particular frequency.

For the purpose of exposition, we have considered
only vy oscillations (in the 40-80-Hz range), but no
theoretical reason has been given so far why the brain
should use these particular frequencies. On general
grounds, one would expect the best oscillations to be as
fast as possible, allowing for the unavoidable time de-
lays in axonal, synaptic, and dendritic transmission.
This argument is at the moment too imprecise to favor
one frequency range over another.

The brain shows a whole range of oscillations, the
most notable being the @ rhythm of the hippocampus
and the « rhythm mainly associated with the neocortex.
Exactly what these other rhythms are used for is un-
clear, but they should not be forgotten. The o rhythm
tends to occur when the brain is awake but somewhat
inactive. Duncan and Humphreys (1989) in their
theory of attention propose a subsidiary mechanism
that they call the “‘spreading suppression” of similar
nontargets (the reader is referred to their paper for
details). It is just conceivable that the o rhythm pro-
vides this hypothetical function. According to this view,
the function of the & rhythm would be to hinder the
establishment and spread of 40-Hz oscillations.

A major unanswered question concerns the inter-
action between different oscillations, either within a
family or between families (e.g., between a rhythms
and y rhythms). Of course, even in a linear system, the
interaction of two oscillations of different frequency
will often produce “beats.” The 40-Hz oscillations may
perhaps be too irregular for such beats to be very
prominent unless the oscillations become rather more
reguiar when fully established. Nevertheless, it is con-
ceivable that some mechanism based on beats tends to
set a certain distance between the frequencies of two
interacting sets of oscillations and, by this means,
spaces simultaneous frequencies fairly uniformly over
the allowed frequency range. The problem is complex
and deserves more detailed theoretical study.

THE OVERALL PICTURE

Let us now try to describe the overall behavior of the
neurons in the visual cortex of an alert animal. What-
ever the details of the attentional mechanism, we ex-

pect that there will be several sets of phase-locked
neurons oscillating at the same time and having some-
what different frequencies and/or phases. Some of
these oscillations may be dying away while new ones
may be struggling to grow. All this occurs against a
large background of neurons firing in a more desyn-
chronized or chaotic manner. Because we do not vet
have a clear idea of the usual lifetime of one particular
oscillation set, the time scale of all this transient activity
is difficult to estimate precisely, but the changes are
likely to be fairly fast, probabiy taking a small fraction
of a second. For this reason, it may be difficult to study
the oscillations in the brain of an alert monkey viewing
a typical visual scene, since any particular set of neu-
rons may oscillate in such a transient manner as to be
difficult to pin down. An alert animal trained to fixate
and looking at a straightforward rather ~upiform
stimulus, such as a drifting grating, may be somewhat
easier to study, but the results obtained may be so
simple as to be misleading.

Eventually other devices may be nceded. Perhaps
the speed at the animal’s attentional mechanism can be
either slowed down or disabled, possibly by lesions to
the parietal region (Posner et al. 1987). This slowing
down may be one of the main effects of a state of light
anesthesia. (It is also possible that an anesthetic re-
duces or prevents the effects of the oscillations on
working memory, so that subjectively the subject is
largely unconscious even though his brain may display
oscillations to some extent.)

Radically new experimental methods may have to be
invented if we are to understand what is going on. For
example, it may be possible to follow many of the main
features of the oscillations by recording multiunit ac-
tivity (see Singer et al. or Bower; both this volume) in
many places simultaneously. Perhaps an array of 10,000
“electrodes’” could be placed on the exposed cortex of a
monkey whose cortex had few convotutions, such as the
owl monkey (or even on that of the humble, rather
nonvisual rat; see Wilson and Bower, 1990), The re-
sults could be displayed on a television menitor, prob-
ably slowed down considerably, so that the dynamic
features of the recording can be grasped more easily.
Another possible technique that would allow monitor-
ing of the 40-Hz oscillations simultaneously over large
areas of cortex is that of voltage-sensitive dyes (Grin-
vald et al. 1988). It remains to be seen whether the time
resolution and the signal-to-noise ratio can be brought
to acceptable levels.

CONCLUSION

The object of this paper is not to put forward detailed
theories but rather to outline a few of the ideas that
have arisen rather naturally by assuming that the 40-Hz
oscillations are doing what we are guessing they do.
These considerations should alert neurobiologists both
to ideas proposed by psychologists and to several rather
complex dynamic activities in the brain that urgently
need further study.
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To psychologists, these ideas outline some neuro-
biological facts and possibilities that could provide new
idioms with which to construct their models. For exam-
ple, there may be two somewhat distinct forms of neu-
ral activity: (1) nonoscillatory or weakly oscillatory
activity that does not produce awareness but can leave
a forward-reaching trace of the sort seen in priming and
(2) phase-locked oscillatory activity that does produce
awareness and activates the working memory system.

To neural modelers, and to theorists in general, these
ideas raise numerous theoretical problems, often very
complex and difficult ones, although even simple mod-
els might give suggestive solutions of a general nature.

It is our personal view that none of these three
approaches, by themselves, will provide definitive an-
swers. On the other hand, we hope that a combined
attack, with a constant interplay between theory and
experiments of all types, may eventually lead to an
understanding of what is clearly a highly complex non-
linear dynamic system whose behavior skips rapidly
from one semistable state to another. Our suggestions
should be regarded as a preliminary skirmish in such an
attack.
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