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Abstract

The ultimate goal of language comprehension is to obtain meaning. However, this is
difficult because many words are semantically ambiguous, mapping onto multiple
meanings. Semantic ambiguity resolution has proven a useful tool to investigate
language processing in general. However, the majority of research has focused on
the initial encounter of an ambiguous word. Less work has investigated the
processes occurring after an ambiguous word is encountered, when the initially
understood meaning needs to be reinterpreted in light of subsequent inconsistent

information.

The first part of this thesis investigated the cognitive processes underlying semantic
reinterpretation, examining how successful listeners are at this process as well as
assessing the time course of suppressing and integrating the contextually
inappropriate and appropriate meanings respectively. A semantic relatedness task
was employed in which participants listened to ambiguous and unambiguous
sentences and decided whether a following visual probe word was related or
unrelated to the sentence. The results revealed that listeners are highly effective at
reinterpretation but that suppression of the inappropriate meaning is delayed relative
to integration of the appropriate meaning. The rest of the thesis examined the neural
responses to these sentences by using functional magnetic resonance imaging
(fMRI) and Transcranial magnetic stimulation (TMS). The fMRI study demonstrated
ambiguity-elevated responses in left inferior frontal gyrus (LIFG) and posterior
temporal cortex. These responses were modulated by the frequency of the
ambiguous word’s meanings, such that activation was greater for sentences with a

higher likelihood of reinterpretation. The final study developed a TMS paradigm to
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examine whether LIFG is necessary for this process, demonstrating evidence that
this region may be important for sentence processing more generally. Together, this
thesis has advanced understanding into the cognitive and neural processes
underlying semantic reinterpretation that have various implications for models of

ambiguity resolution and language comprehension in general.
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Chapter 1 General Introduction
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1.1 Semantic Ambiguity Resolution

The purpose of language is to convey meaning, enabling the efficient sharing of
information, knowledge and experiences. However, understanding the meaning of
an utterance is computationally complex on many levels. One difficulty is that many
words do not have a single meaning but refer to several, sometimes completely
unrelated, concepts, such as “bark” which refers to the sound that a dog makes as
well as to the material from a tree trunk. Thus, listeners must frequently use
contextual information to discern which meaning is intended by the speaker, while
ensuring that their understanding of the word and ongoing discourse is not affected

by its alternative, irrelevant, meanings.

Understanding the processes underlying semantic disambiguation is important to
develop comprehensive theories of language comprehension for several reasons.
Semantic disambiguation is a fundamental part of everyday communication.
Semantically ambiguous words are abundant in natural language, representing the
rule rather than the exception. Their ubiquity has been confirmed in calculations of
the number words in a standard dictionary that have multiple definitions. For
example, Rodd et al. (2002) estimated that at least 80% of English words are
ambiguous based on entries in the Wordsmyth dictionary (Parks, Ray, & Bland,
1998). Additionally, current words continue to acquire new meanings which will need
to be dealt with by the comprehension system (Rodd, Berriman, et al., 2012). For
example, “twitter”, “tablet”, “spam”, “window”, “blackberry” and many more have
been adopted by novel technological concepts. Moreover, ambiguous words have
been of great interest to cognitive psychologists for over forty years (e.g., K. S.
Binder & Morris, 2011; Foss, 1970; Leinenger & Rayner, 2013; Mackay, 1966;
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Rayner & Duffy, 1986; Rodd, Lopez Cutrin, Kirsch, Millar, & Davis, 2013; Simpson,
1981; Swinney, 1979; Twilley & Dixon, 2000; Vu, Kellas, & Paul, 1998) because
these words provide a window into fundamental cognitive processes, such as
selection, inhibition and contextual integration. Such research has led to important
and influential insights into the language comprehension system, including
contributing key evidence in favour of both modular and interactive accounts of
lexical access (e.g., Duffy, Morris, & Rayner, 1988; Swinney, 1979; Twilley & Dixon,
2000; Vu et al., 1998), elucidating factors that affect meaning access and integration
(e.g., Rayner, Pacht, & Duffy, 1994; Sereno, O'Donnell, & Rayner, 2006; Simpson,
1994; Twilley & Dixon, 2000; Vu et al., 1998) and demonstrating the fluidity of

fundamental lexical properties such as meaning frequency (Rodd et al., 2013).

Understanding into the cognitive and neural mechanisms underlying ambiguity
resolution has been considerably advanced by examining how ambiguous words are
processed within sentences (Simpson, 1994). Sentences provide a window into
natural ambiguity resolution since ambiguous words are usually encountered in
these contexts. In addition, sentence comprehension not only requires the
perception and identification of an ambiguous word, but, critically, also requires the
disambiguation of its meaning. The latter is, arguably, the most fundamental part of

ambiguity resolution since it is essential for successful communication.

1.2 Cognitive Mechanisms Underlying Semantic Ambiguity Resolution

A wealth of behavioural research converges on several key cognitive processes that
underlie both the processing and disambiguation of an ambiguous word during

sentence comprehension. These may be broadly categorised into those associated
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with initial meaning access, initial meaning selection and semantic reinterpretation
(Duffy et al., 1988; Rodd, Johnsrude, & Davis, 2010; Simpson, 1994; Twilley &

Dixon, 2000).

1.2.1 Initial Meaning Access

Early, strict, “exhaustive access” models of semantic ambiguity resolution argued
that when an ambiguous word is encountered during a sentence (e.g., “‘the man
went to the bank...”) all of its meanings are automatically accessed regardless of
contextual information or meaning frequency (also known as meaning dominance)
(Onifer & Swinney, 1981; Swinney, 1979). This assumption was primarily supported
by cross-modal semantic priming studies in which participants made lexical
decisions to, or named, visual probe words that followed the ambiguous word (e.g.,
Onifer & Swinney, 1981; Seidenberg, Tanenhaus, Leiman, & Bienkowski, 1982;
Swinney, 1979; Tanenhaus, Leiman, & Seidenberg, 1979). The consistent finding
was that when the probe was presented immediately after the ambiguous word,
responses were faster for probes that were semantically related to either meaning of
the ambiguous word compared to unrelated probes. Critically, priming occurred
even when context preceding the ambiguous word biased its meaning (e.g., “the
accountant went to the bank...) and regardless of whether it corresponded to the
highly frequent (i.e., dominant) meaning or its less frequent (subordinate) meaning.
The finding that neither contextual bias nor frequency affected initial meaning
access was interpreted as evidence that accessing multiple meanings is the one of

the primary, automatic stages of ambiguity resolution.
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However, subsequent priming studies called into question the automaticity of such
an exhaustive access process, with the finding that only one meaning of an
ambiguous was primed in certain sentence contexts (e.g., Glucksberg, Kreuz, &
Rho, 1986; Simpson & Krueger, 1991; Tabossi, 1988; Tabossi, Colombo, & Job,
1987; Tabossi & Zardon, 1993). For example, in a set of experiments, Tabossi and
colleagues found that only the contextually appropriate meaning was primed if it was
the dominant meaning and if the context was strongly semantically constraining
such that it highlighted distinguishing features of that meaning (e.g., “the violent
hurricane did not damage the ships which were in the port, one of the best equipped
along the coast”) (Tabossi, 1988; Tabossi et al., 1987; Tabossi & Zardon, 1993).
Eye-movement research further demonstrated that even in neutral contexts multiple
meanings may not be activated equally as suggested in exhaustive access models
(K. S. Binder & Morris, 1995; Duffy et al., 1988; Rayner & Duffy, 1986; Rayner &
Frazier, 1989). Such studies showed that readers were just as fast at reading
ambiguous words than unambiguous words in neutral sentences when the
ambiguous word had one more dominant meaning (i.e., biased words such as
‘bank”). It was only when the ambiguous words’ had relatively equally frequent
meanings (i.e., balanced words such as “bark”) that readers fixated on them longer
than unambiguous, or biased ambiguous, words. These results suggested that, for
biased words, their alternative meanings were not activated equally in parallel;

otherwise these words should have incurred an ambiguity-related reading cost.

Together these sets of results contributed to the development of various influential
theories of semantic ambiguity resolution. For example, the reordered access model

(Duffy, Kambe, & Rayner, 2001; Duffy et al., 1988) argues that both frequency and
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contextual bias specifically influence the rate at which the alternative meanings of an
ambiguous word are accessed. Under this view, in neutral contexts, biased words
do not incur processing costs because dominant meanings become available more
quickly than subordinate meanings and thus can be immediately integrated into
sentence comprehension like the meanings of unambiguous words. The current
general consensus in the ambiguity literature is that the extent to which multiple
meanings are accessed depends on a combination of contextual bias, contextual
strength and meaning frequency although the weight given to these factors varies
across models (e.g., Duffy et al., 2001; MacDonald, Pearlmutter, & Seidenberg,

1994; Simpson, 1994; Twilley & Dixon, 2000).

Although the precise influence of these factors and their interactions on meaning
access is still being investigated (e.g., Colbert-Getz & Cook, 2013; Leinenger &
Rayner, 2013; Sheridan & Reingold, 2012; Sheridan, Reingold, & Daneman, 2009)
there are two combinations of sentence context and meaning frequency that seem
to consistently induce multiple meanings to be accessed or, at least, accessed at
the same rate. Evidence of exhaustive access, as measured by priming or increased
reading times, is typically found for balanced words when they are encountered in
neutral contexts (e.g., “the man thought the bark was going to...”). This has been
argued to reflect the fact that neither frequency nor contextual information is
available to influence initial meaning access (K. S. Binder & Morris, 1995; Duffy et
al., 2001; Duffy et al., 1988; Seidenberg et al., 1982; Swinney, 1979). The second
case concerns biased words. Both dominant and subordinate meanings of a word
are often found to be accessed when the preceding context supports the

subordinate meaning (e.g., “the ecologist went to the bank...”) (e.g., Colbert-Getz &
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Cook, 2013; Duffy et al., 1988; Kambe, Rayner, & Duffy, 2001; Rayner & Duffy,
1986; Sereno et al., 2006; Sheridan et al., 2009; Tabossi et al., 1987; Tabossi &
Zardon, 1993). According to the reordered access model, in these sentences, both
meanings are simultaneously accessed because the context boosts activation of the
subordinate meaning while the higher frequency of the dominant meaning causes it

to become available at the same time (Duffy et al., 2001; Duffy et al., 1988).

1.2.2 Initial Meaning Selection

The early priming studies that demonstrated access of multiple meanings also
produced evidence suggesting that listeners do not maintain these meanings for
long but make a rapid selection within a few hundred milliseconds of encountering
an ambiguous word (e.g., Seidenberg et al., 1982; Swinney, 1979; Tanenhaus et al.,
1979). This conclusion was based on the finding that priming became restricted to
targets related to only one meaning of the word when the target was presented 3
syllables or 200 ms after the ambiguous word. Interestingly, such rapid initial
selection was found even for balanced words in neutral contexts, suggesting that
listeners do not maintain alternative possible interpretations until disambiguating
context is encountered but integrate one meaning into their current understanding of
the discourse (Seidenberg et al., 1982; Swinney, 1979). Seidenberg et al. (1982)
proposed that such selection may occur because of limited processing capacity.
Subsequent eye-movement research, however, demonstrated that initial meaning
selection can also be a cognitively demanding process, particularly for balanced
words that are encountered before disambiguating information (K. S. Binder &

Morris, 1995; Duffy et al., 1988; Rayner & Duffy, 1986; Rayner & Frazier, 1989).
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Such studies found that readers fixated longer on balanced words than biased or
unambiguous words when contextual information was delayed until later in the
sentence. As well as being interpreted as evidence that multiple meanings are
activated for balanced words, this reading cost was also argued to reflect a
processing difficulty associated with selecting a meaning when neither frequency
nor context can substantially constrain this process. It is possible that the processing
cost may actually reflect difficulty in maintaining multiple meanings rather than in
making the selection. However, semantic priming studies provide corroborating
evidence for the latter, showing that only one meaning of balanced words still shows
priming after a few hundred milliseconds of the ambiguous word being presented,
suggesting that, even for these words, one meaning is selected relatively quickly

(Seidenberg et al., 1982; Swinney, 1979).

Nevertheless, not all researchers support the notion of initial meaning selection in
the absence of biasing information, arguing, instead, that multiple meanings of
balanced words in particular are maintained in working memory during sentence
comprehension (Mason & Just, 2007; Miyake, Just, & Carpenter, 1994). This view
has been defended by the finding that (high-span) readers show no difficulty reading
disambiguating information that follows an ambiguous word, which was argued to
reflect the ready availability of both meanings (Miyake et al., 1994). Yet, this result is
open to another interpretation that is still compatible with the initial selection
account. High-span readers may show no reading cost merely because they are
efficient at reinterpreting the meaning of sentence rather than because they have
maintained both meanings (Twilley & Dixon, 2000). Twilley and Dixon (2000)

provide support for this hypothesis through various computer simulations of their
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independent activation model of ambiguity resolution. Their simulations show that
when an ambiguous word is encountered, one meaning is quickly selected and,
critically, the alternative meaning can be rapidly reactivated if the subsequent
context is inconsistent with the initial selection and weighted strongly enough.
Another reason to be doubtful that meanings are maintained is the fact that
numerous studies do show that both listeners and readers experience processing
costs when encountering disambiguating information late in a sentence such as “fish
in this stream” in the sentence “usually the bank is not the place to start if you want
to catch a fish in this stream” (henceforth referred to as late-disambiguation
sentences). For example, readers fixate longer on these sections in ambiguous
sentences than in unambiguous sentences (Duffy et al., 1988; Kambe et al., 2001;
Rayner & Duffy, 1986) and listeners are slower at performing a visual task when it is
concurrent to hearing disambiguating information during an ambiguous than
unambiguous sentence (Rodd, Johnsrude, et al., 2010). Such costs are argued to
reflect the premature selection of an incorrect meaning that needs to undergo a
cognitively demanding reinterpretation process when the disambiguating information
is encountered. Consistent with the initial selection view, processing difficulty is
specifically found for contexts that correspond to subordinate meanings as well as
for sentences containing balanced words (Duffy et al., 1988; Kambe et al., 2001;
Rayner & Duffy, 1986; Rayner & Frazier, 1989). Those are the two types of
ambiguous sentences for which the contextually inappropriate meaning is likely to
be initially selected on many trials (Duffy et al., 1988; Simpson, 1994; Twilley &
Dixon, 2000). For the former, frequency information will strongly bias the incorrect,
dominant meaning to be selected. For the latter, the incorrect meaning will be

selected on a substantial, but smaller, amount of trials as there is no systematic
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frequency bias for a particular meaning, causing it to be selected on approximately

half the trials.

Together this body of research strongly corroborates the original conclusion from
priming studies that a single meaning is initially selected after an ambiguous word is
encountered even in the absence of biasing context. The exact fate of the non-
selected meaning, however, is uncertain. For example, non-selected meanings may
be completely suppressed (Gernsbacher & St John, 2001; MacDonald et al., 1994)

or retain a low level of activation (McRae, Spivey-Knowlton, & Tanenhaus, 1998).

1.2.3 Semantic Reinterpretation

As briefly mentioned, one consequence of not waiting for disambiguating information
before making a selection is that the selected meaning may turn out to be incorrect.
As a result, it will need to be reinterpreted when information is heard that is
inconsistent with that interpretation. However, semantic reinterpretation has
received substantially little research focus compared to the initial meaning and
selection processes. Yet, it is an equally important area of research as it provides a
window into the flexibility of semantic representations generated during

comprehension and the operations underlying this process.

Research to date provides a converging body of work demonstrating that
reinterpretation is a cognitively demanding process, as evinced by various
aforementioned behavioural processing costs (e.g., Duffy et al., 1988; Kambe et al.,
2001; Rayner & Duffy, 1986; Rodd, Johnsrude, et al., 2010). Researchers generally

agree that this cost reflects time required to suppress the incorrect meaning (e.g.,
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finance meaning of “bank”) and (re)activate the contextually appropriate meaning of
the ambiguous word (e.g., “river” meaning) (Duffy et al., 2001; Duffy et al., 1988;
Rodd, Johnsrude, et al., 2010; Twilley & Dixon, 2000). However, this is the extent of
understanding into this process. Amongst the many unknown details, it is unclear
what is the time course of meaning reactivation and suppression during semantic
reinterpretation or the extent to which listeners can fully revise and update their
understanding of an ambiguous word and the sentence to which it occurs. The first
part of this thesis (Chapter 2) focused on this under-examined aspect of ambiguity
resolution, presenting three behavioural experiments which revealed insightful

findings about both the time course and effectiveness of semantic reinterpretation.

1.3 Neural Mechanisms Underlying Semantic Ambiguity Resolution

The long history of psycholinguistic research into semantic ambiguity resolution
provides a well-informed cognitive foundation to examine the neural basis
underlying this process. As reviewed above, it is clear that understanding the correct
meaning of an ambiguous word entails numerous cognitive processes that ultimately
requires the successful integration of contextual and lexical sources of information.
Thus, understanding the neural circuitry underlying these processes may provide
important insights into how high-level semantic processing is instantiated in the

brain.

Neural research into semantic ambiguity resolution has greatly advanced in the
recent decade due to the substantial development of functional magnetic resonance
imaging (fMRI) as a technique that enables the network-level assessment of brain
regions engaged during cognitive tasks (e.g., Mason & Just, 2007; Rodd, Davis, &
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Johnsrude, 2005; Rodd, Johnsrude, & Davis, 2012; Rodd, Longe, Randall, & Tyler,
2010; Zempleni, Renken, Hoeks, Hoogduin, & Stowe, 2007). The increasingly
consistent finding from these fMRI studies is that processing semantically
ambiguous sentences is supported by a relatively specific set of frontal and temporal
brain regions. The left inferior frontal gyrus (LIFG) and posterior middle/inferior
temporal cortex have particularly been highlighted. A review of this literature is
presented in Chapter 3. However, because of the relative infancy of such research,
many fundamental aspects of these neural responses are uncertain. It is unclear
what the precise functional roles and mechanisms underlying these regions are. To
what extent are these regions related to the specific cognitive processes highlighted
in psycholinguistic models of ambiguity resolution such as initial meaning access,
initial selection and semantic reinterpretation? What is the relationship between the
neural basis of ambiguity resolution and sentence comprehension more generally?
For example, do semantic ambiguities place extra demand on brain regions already
involved in sentence comprehension or do they recruit additional regions? In
addition, to date there has been no investigation of the inter-subject variability of
neural responses to semantic ambiguity. This is important as these ambiguity
responses have been used as a marker of high-level comprehension in individual
patients (Coleman et al., 2009; Coleman et al., 2007). The second part of this thesis
(Chapter 3) focuses on a number of these questions. An fMRI study is presented
that focuses on the neural responses to initial selection and semantic
reinterpretation demands by exploiting the psycholinguistic finding that ambiguous
words with either two equally frequent meanings or one dominant meaning load

differently onto these processes. This study also examines the relationship between
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ambiguous and unambiguous sentence responses as well as inspected inter-subject

variability of the ambiguity-elevated network.

Despite the important insights that can be revealed by fMRI work, these findings are
unavoidably limited in their ability to indicate whether the activated brain regions are
causally involved in the cognitive task. This is because fMRI, like many other
neuroimaging techniques, is a correlational measure of brain activity, measuring
neural processes that occur during a task. As a result, it cannot distinguish between
the responses that are necessary for the task from those that are merely a by-
product of the task. Consequently, based on fMRI research alone, it is unclear the
extent to which the frontal and temporal neural responses to semantic ambiguities
are serving critical roles in the processing and resolution of their meaning. Some
preliminary insights into this question come from patients who have suffered brain
damage. Such research has primarily examined the effect of frontal lobe damage on
semantic ambiguity processing (e.g., Grindrod, 2012; Hagoort, 1993; Milberg,
Blumstein, & Dworetzky, 1987; Swaab, Brown, & Hagoort, 2003; Swinney, Zurif, &
Nicol, 1989; Vuong & Matrtin, 2011). The converging finding is that patients differ in
their behavioural performance on ambiguity tasks compared to neurologically
healthy adults. Although the exact pattern of differences is not consistent across
studies, these constitute support that frontal cortex may play a necessary role in

normal ambiguity processing.

However, there are many well-known and uncontrollable difficulties of patient
research that limit the precise interpretations that can be drawn from their results.

For example, brain damage is often large and varies extensively across patients,
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there is wusually no record of patients’ pre-morbid ability and behavioural
performance may be confounded by cortical reorganisation (Price & Crinion, 2005).
Thus, the final part of this thesis (Chapter 4 and 5) uses Transcranial Magnetic
Stimulation (TMS) to investigate the causal role of one region of the ambiguity
network, the LIFG. Because TMS is a non-invasive technique, it can be used on
neurological healthy adults to examine relatively focal regions of interest,
overcoming many of the problems associated with patient data (Devlin & Watkins,

2007; Walsh & Cowey, 2000).

1.4 Summary of Experimental Work

In summary, this thesis investigates three aspects of semantic ambiguity resolution.
The cognitive process underlying semantic reinterpretation is examined using a
novel experimental paradigm that enables assessment of both the time course of
meaning activation/suppression and how effective this process is. The second
section examines the neural basis of semantic ambiguity resolution by using fMRI.
Specifically, this study assesses the functional roles of ambiguity-responsive brain
regions, with a focus on initial selection and semantic reinterpretation demands, as
well as examines how consistent the ambiguity network is across subjects. Finally,
the third section develops a novel TMS paradigm to assess the causal role of the

LIFG in semantic reinterpretation.
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Chapter 2 Semantic Reinterpretation: Its Effectiveness and
Time Course
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2.1 Introduction

The majority of cognitive studies on semantic ambiguity resolution have focused on
the event of encountering an ambiguous word and how preceding context affects its
processing. Such research has provided important insights into several aspects of
the language system, including factors that affect meaning access and integration
(e.g., Colbert-Getz & Cook, 2013; Duffy et al.,, 1988; Rayner & Duffy, 1986;
Seidenberg et al.,, 1982; Sereno et al., 2006; Simpson, 1981; Swinney, 1979;
Tabossi, 1988; Twilley & Dixon, 2000; Vu et al., 1998) and shown evidence of the
fluid nature of lexical properties (Rodd et al., 2013). Considerably less work,
however, has examined the processes occurring after an ambiguous word is
encountered, when a listener or reader needs to reinterpret their understanding of
the word upon encountering contextual information that is inconsistent with their
initial interpretation of its meaning. This area of research is important for developing
comprehensive models of language as it may reveal the extent to which semantic
representations generated during comprehension can be flexibly updated and the

operations underlying this process.

2.1.1 Current Account of Semantic Reinterpretation

Semantic reinterpretation is an underspecified feature of models of semantic
ambiguity resolution. This is surprising considering that various influential models,
such as exhaustive access theories (e.g., Onifer & Swinney, 1981; Seidenberg et
al., 1982; Swinney, 1979), reordered access model (Duffy et al., 2001; Duffy et al.,
1988) explicitly assume that a single meaning is rapidly selected after encountering

an ambiguous word even in the absence of disambiguating information. The
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selection assumption necessarily implies that an incorrect meaning may be
prematurely selected during comprehension that will need reinterpretation if it turns
out to be inappropriate. Specifying this reinterpretation process is, furthermore,
important because initial selection seems to be a fundamental part of semantic
ambiguity resolution during sentence contexts. As discussed in the general
introduction, numerous behavioural studies have found that even for words with
equally frequent meanings (e.g., “bark”) only one interpretation is favoured in neutral
contexts (e.g., K. S. Binder & Morris, 1995; Duffy et al., 1988; Rayner & Duffy, 1986;
Seidenberg et al., 1982; Swinney, 1979). Such a selection process may be the
result of a limited processing capacity to store alternative interpretations
(Seidenberg et al., 1982) and/or may be the result of a highly efficient system that
integrates and weights sources of information with the effect that a single
interpretation is maintained higher than alternatives in seemingly “neutral” contexts

(MacDonald et al., 1994).

It must be noted that the term “selected” does not necessarily mean that the non-
selected meaning becomes fully deactivated. Indeed there is little consensus about
the precise fate of the non-selected meaning. Many models do assume full
deactivation of the non-preferred meaning due to various mechanisms such as
passive decay (Duffy et al., 2001; Duffy et al., 1988; Twilley & Dixon, 2000), active
suppression (Gernsbacher & Faust, 1991; Gernsbacher & St John, 2001; Twilley &
Dixon, 2000), mutual exclusivity of meanings with lateral inhibition from the selected
meaning (MacDonald et al., 1994), or computational constraints that allow only one
set of semantic features to be represented (Rodd, Gaskell, & Marslen-Wilson,

2004). Other authors, however, argue that, whilst non-selected meanings are
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suppressed in the left hemisphere, they are maintained in the right hemisphere in
case reinterpretation is needed (e.g., Faust & Chiarello, 1998; Faust & Gernsbacher,
1996). Still other models assume some residual activation may remain (McRae et
al., 1998). Despite these differences in perspective, there is agreement that non-
preferred meanings lose activation when an alternative is selected, which highlights
the need of a reinterpretation mechanism that can later re-activate an incorrectly
disregarded meaning. However, the operations underlying this process have

received relatively little research attention.

Amongst the various models of semantic ambiguity processing, only the reordered
access model (Duffy et al., 1988) attempts to describe semantic reinterpretation.
According to this model, it is a “time consuming” process (Duffy et al., 1988 p. 440)
that entails both accessing/integrating the contextually appropriate meaning and
suppressing the incorrect meaning. For example, when reading the late-
disambiguation sentence “usually the bank is not the place to start if you want to
catch a fish in this stream”, readers may first interpret “bank” as a financial institution
but will have to suppress this interpretation when encountering the last part of the
sentence and integrate the river bank meaning instead. This view is based upon
eye-movement research showing that readers require extra time to read
disambiguating information in late-disambiguation sentences than in unambiguous
sentences and, critically, that this ambiguity cost is largest when the disambiguating
information biases the subordinate meaning of a biased ambiguous word (Duffy et
al., 1988; Rayner & Duffy, 1986; Rayner & Frazier, 1989). Biased words are the
types of ambiguous words for which eye-movement and priming research strongly

converge on the finding that the dominant meaning is selected in the absence of
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preceding biasing context and, thus, will need reinterpretation when subordinate-
biased context is later encountered (e.g., Duffy et al., 1988; Rayner & Duffy, 1986;
Rayner & Frazier, 1989; Simpson & Burgess, 1985; Simpson & Krueger, 1991).
Sentences with balanced ambiguous words also show an ambiguity-related reading
cost on the disambiguating region but this is smaller than for subordinate-biased
sentences (Duffy et al., 1988; Rayner & Duffy, 1986; Rayner & Frazier, 1989). This
is consistent with the notion that balanced words also require reinterpretation but
less often than biased words as the correct meaning will be selected on a larger
proportion of the trials than for biased words because frequency cannot
systematically drive the selection processes toward one particular meaning (Duffy et
al., 2001; Duffy et al., 1988; Seidenberg et al., 1982; Swinney, 1979; Twilley &

Dixon, 2000).

Processing costs for late-disambiguation sentences have also been shown for
spoken sentences. For example, using a dual-task interference paradigm, Rodd et
al. (2010) found that participants were slower to make unrelated upper/lower case
judgements about a visual letter when it was presented at the same time as they
heard the delayed disambiguating information within a spoken sentence, compared
with either an unambiguous sentence or a sentence in which the ambiguity had
been resolved earlier in the sentence. This finding indicates that delayed
disambiguation places a particularly heavy demand on domain-general cognitive
resources. Additionally, recent functional magnetic resonance imaging (fMRI)
studies have found that late-disambiguation in visual and auditory sentences elicits
greater neural activation than unambiguous or dominant-biased sentences (Mason

& Just, 2007; Rodd, Johnsrude, et al., 2012; Zempleni et al., 2007). Together, these
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findings provide converging evidence that when disambiguating information is
delayed in either written or spoken sentences, listeners and readers must engage in

cognitively and neurally demanding operations to revise incorrect interpretations.

While the cognitive cost of reinterpretation is fairly well-established, little else is
known about this process. Two important, yet, uncertain, aspects are 1) the
effectiveness of semantic reinterpretation and 2) the time-course of the two
fundamental operations: activation and suppression of the contextually appropriate

and inappropriate meanings, respectively.

2.1.2 Effectiveness of Semantic Reinterpretation

Current studies do not provide clear evidence about the effectiveness of this
process. Can readers/listeners completely recover from a misinterpretation? Recent
research on syntactically ambiguous sentences (e.g., “While Anna dressed the baby
that was small and cute spit up on the bed”) shows that syntactic reinterpretation
may only be partial (e.g., Christianson, Hollingworth, Halliwell, & Ferreira, 2001,
Patson, Darowski, Moon, & Ferreira, 2009). These studies found that inappropriate
semantic representations from a reader’s initial parse are sometimes incorporated in
their final interpretation of the sentence (e.g., understanding that the baby spit up on
the bed and incorrectly that Anna had dressed the baby). These findings diverge
from computational models of ambiguity resolution which claim that inappropriate
analyses are fully deactivated following disambiguation (e.g., MacDonald et al.,
1994). The outcome of semantic ambiguity resolution is less clear. The
aforementioned processing costs demonstrate difficulty in reinterpreting the

meaning of a sentence but do not indicate whether this has been successful.
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Although most studies assess participants’ explicit comprehension of the sentences
alongside the processing speed, it is usually only included to encourage participants
to pay attention to the meaning of the sentence and, thus, are usually simple tasks
that only crudely measure comprehension. For example, participants may be asked
to repeat or paraphrase the sentences or to answer simple yes/no comprehension
questions (Duffy et al., 1988; Rayner & Duffy, 1986; Rayner & Frazier, 1989). Such
tasks are not designed to assess whether participants have understood the correct
meaning of the ambiguous word in the sentence. However, there are a number of
potential reasons why comprehension of late-disambiguation sentences might not
be completely successful. Listeners may be unable to integrate contextual
information with the correct meaning of an ambiguous word when it occurs
substantially after an ambiguous word due to memory constraints and/or may fail to
disengage from an initial interpretation of the sentence if it has been too well-

integrated during the course of the sentence.

Despite these potential difficulties, two previous studies have found preliminary
evidence that reinterpretation can be completely successful for visually presented
ambiguous sentences. Miyake et al. (1994) and Zempleni et al. (2007)
systematically measured participants’ understanding of late-disambiguation
sentences using semantic verification tasks. Both studies found that readers were
highly successful in integrating the delayed context to understand the contextually
appropriate meaning of the ambiguous word and in also using it to reject the
contextually inappropriate meaning of these words. However, as both studies were
conducted on visually presented sentences, it is unclear whether this is also the

case for spoken sentences. Delaying contextual information may have different
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effects on spoken sentence comprehension. For example, the transient nature of the
auditory signal may make integrating such information with the earlier ambiguous
word more demanding on memory processes and, thus, reinterpretation may be less
successful. In addition, Zempleni et al. (2007) did not measure comprehension when
participants first read the sentences. Their participants initially read the sentences in
an fMRI scanning session and then performed the comprehension task in a post-
scanning session where they re-read the sentences. Thus, it is uncertain how well

participants comprehended these sentences on their first encounter.

2.1.3 Time Course of Reinterpretation Processes

The second uncertain aspect concerns the time course of the two key processes of
semantic reinterpretation: (i) suppression of the initially selected meaning and (ii)
(re)accessing and integrating the previously non-preferred meaning. EXxisting
experimental paradigms that have been used to examine semantic reinterpretation
can only show general behavioural costs of disambiguation (e.g., longer reading
times or slower performance on concurrent tasks). However, it is also important to
investigate these processes separately because different models of semantic
ambiguity resolution make different claims about their relative time courses. Various
models assume that alternative meanings are mutually exclusive and, thus, suggest
that these reinterpretation processes are tightly coupled. For example, in Rodd et
al.’s (2004) distributed connectionist model, meanings are represented across a
single set of distributed semantic features, which means that increases in the
activation of one meaning necessarily correspond to a decrease in the alternative

meaning. The opposite perspective is that there is no direct coupling between the
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activation of alternative meanings, and, thus, the suppression of inappropriate
meanings may dissociate from the activation of the appropriate meaning. One clear
example is the reordered access model of ambiguity resolution (Duffy et al., 2001;
Duffy et al., 1988) which assumes that different meanings are affected by different
constraints. According to this model, contextual information only enhances the
appropriate meaning without affecting the inappropriate meaning; the inappropriate
meaning merely passively decays in the absence of supporting information. This
suggests that inappropriate meanings may have a slower time course of being
disregarded compared to the time it takes to integrate the contextually appropriate

meaning.

Between these two extremes are a number of other influential models which suggest
that both patterns (coupling or dissociation of these processes) are possibilities as
meaning activation is viewed as being dependent on the combination of numerous
sources of information during sentence comprehension. For example, MacDonald et
al’s (1994) probabilistic constraint-based theory assumes that all meanings are
directly affected by multiple constraints in parallel (e.g., lexical, semantic, syntactic,
pragmatic) and also implements lateral inhibition between meanings. However, they
also assume that different meanings may be differently affected by these
constraints, depending on their weighting and the current activation levels of the
meanings. In terms of semantic reinterpretation, the disambiguating information is
critical to understand the correct meaning of the ambiguous word. Thus, the
activation of the contextually appropriate and inappropriate meanings will be tightly
coupled if the disambiguating information is weighted such that it affects these

meanings equivalently to lead to a simultaneous increase in the former and
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decrease of the latter. However, it is also possible that such information may affect
one meaning more quickly than the other since the alternative meanings have
different activation levels when the disambiguating information is encountered (i.e.,
the more frequent, inappropriate, meaning is more active than the less frequent,
appropriate, meaning) and/or because the disambiguating information may constrain
these meanings to different extents. Another theory that supports alternative
possible time courses is the structure-building framework (Gernsbacher, 1990;
Gernsbacher & St John, 2001). This model focuses on the influence of contextual
information in the enhancement and suppression of appropriate and inappropriate
meanings, respectively. Recent versions of this model (Gernsbacher & St John,
2001), in contrast to all aforementioned theories, propose that suppression is
specifically transmitted by sentence-level representations rather than by inhibition
from the alternative meanings per se. Thus, this theory suggests that, during
semantic reinterpretation, the suppression of inappropriate meanings may be
delayed until the correct meaning is incorporated into a new interpretation of the
sentence. However, as with the constraint-based theories, the extent of this potential
delay is dependent on the strength of these representations and the current level of
activation of the inappropriate meaning. For example, suppression of the
inappropriate  meaning may occur instantaneously to the integration of the
contextually appropriate meaning if the sentence-level representation is sufficiently
constraining. Thus, these models make different predictions about the activation of
appropriate and inappropriate meanings during semantic reinterpretation which have
not yet been empirically tested. Assessing their time-course may, therefore, reveal
important insights into the influence of different constraints on the processes

underlying semantic reinterpretation.
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2.1.4 The Current Study

The current study is the first comprehensive investigation of the reinterpretation of
semantically ambiguous sentence, examining both the effectiveness of semantic
reinterpretation as well as the time course of activating and suppressing the
appropriate and inappropriate meaning, respectively. For this, a modified version of
the semantic relatedness task developed by Gernsbacher, Varner, and Faust (1990)
to study the initial processing of ambiguous words was employed. In this task probe
words are presented after ambiguous and unambiguous sentences and participants
must decide whether they are related to the meaning of the sentence. The
processes underlying ambiguity resolution are evaluated by varying the semantic
relationship between the probe word and the meaning of the ambiguous word in the
sentence. For example, in the original version, Gernsbacher (1990) presented
participants with sentences that ended with an ambiguous word (or unambiguous
control word). The critical manipulation was that when the probe (e.g., “ace”) was
unrelated to the ambiguous sentence (e.g., “he dug with the spade”), it was actually
associated with the contextually inappropriate meaning of the ambiguous word (i.e.,
the card suit meaning of “spade”). Activation of the inappropriate meaning was
assessed by comparing how much longer participants took to decide that these
inappropriate probes were unrelated to the ambiguous sentence than unrelated to
an unambiguous sentence (e.g., “he dug with the shovel”): slower decisions for the
ambiguous sentences indicated that inappropriate meanings were more active than
baseline. Activation of the contextually appropriate meaning can similarly be
assessed by examining reaction times (RTs) for probes related to the contextually

appropriate meaning of the ambiguous word (Gernsbacher & Faust, 1991;
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Gernsbacher & Robertson, 1995). Furthermore because this task requires an
explicit semantic decision, the effectiveness of disambiguation can be indexed by
how accurate participants are at accepting contextually appropriate probes as
related to the sentence and rejecting inappropriate probes as unrelated to the

sentence.

Whilst this paradigm has been used fruitfully to assess the processing of sentence-
final ambiguous words, it has not yet been employed to assess the reinterpretation
of previously heard ambiguous words. To do this, three changes were made to the
original paradigm. First, late-disambiguation sentences were employed that ended
with a disambiguating word (e.g., “the teacher explained that the bark was going to
be very damp”) so that probes could be presented directly after the disambiguating
information rather than after the ambiguous word. Second five probe conditions
were employed: three for the ambiguous sentences and two for the unambiguous
sentences. For the ambiguous sentences, probes were 1) related to the contextually
appropriate meaning (“wood”), 2) related to the contextually inappropriate meaning
(“sound”) or 3) completely unrelated to the sentence (“pound”). For the
unambiguous sentences, probes were either related or unrelated, serving as control
conditions. See Table 2-1 for example sentences and probes. The majority of
previous studies (e.g., Gernsbacher & Faust, 1991; Gernsbacher et al., 1990) have
only assessed performance for either the ambiguous-inappropriate probes or the
ambiguous-related probes in a single experiment (see Gernsbacher & Robertson,
1995 for a study that examined both probe types). This current study importantly
contrasts all these conditions within the same experiment, allowing us to jointly

assess the extent to which contextually appropriate meanings (as indexed by
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ambiguous-related probes) and inappropriate meanings (as indexed by ambiguous-
inappropriate probes) are integrated and suppressed, respectively. The third critical
change was our choice of baseline for the ambiguous-inappropriate probe. To
assess the activation level of inappropriate meanings, prior studies (e.g.,
Gernsbacher & Faust, 1991; Gernsbacher et al., 1990) compared the ambiguous-
inappropriate probe condition with the unambiguous-unrelated condition. However,
the unambiguous-unrelated probe does not take into account general processing
costs of comprehending late-disambiguation sentences that is emphasised by
previous research (e.g., Duffy et al., 1988; Rodd, Johnsrude, et al., 2010) For this
reason, we used the ambiguous-unrelated probe as the comparison condition,
reasoning that any additional slow-down for the inappropriate probe can be more

confidently associated with how active the inappropriate meaning is.

Table 2-1: Sentence conditions and their corresponding probe conditions

Sentence type Visual probe word
Ambiguous (e.g., the woman had to Related (e.g., speech)
make the toast with a very old Inappropriate (e.g., bread)
microphone) Unrelated (e.g., blanket)
Unambiguous (e.g., the student had to Related (e.g., arm)

wrap the wrist with a very old bandage) Unrelated (e.qg., rock)

Note. In each example sentence, the underlined word is the ambiguous (or matched
unambiguous word) and the italicized word is the disambiguating word.

This extended paradigm allows us to test several alternative predictions made by
models of ambiguity resolution. First, if contextually appropriate meanings are
successfully retrieved and inappropriate meanings are successfully disregarded

then participants will have high accuracy for ambiguous-related and inappropriate
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probes, respectively. Alternatively, reinterpretation may be only partial such that
listeners understand the contextually appropriate meaning (hence ambiguous-
related probes would have high accuracy) but they may also accept the contextually
inappropriate meaning, resulting in low accuracy for ambiguous-inappropriate
probes (cf. Christianson et al., 2001). In addition, whilst accuracy can measure the
outcome of disambiguation, RTs can provide insights into the processes of
disambiguation. First, responses may be slower for all ambiguous sentence probes
compared with unambiguous sentence probes, suggesting a general processing
cost or residual uncertainty about the meaning of the ambiguous sentences.
Alternatively we may see a more specific RT cost for the ambiguous-related probes
(relative to the unambiguous-related probes), which would suggest the contextually
appropriate meaning has not been fully activated/integrated. Similarly, we may see a
specific RT cost for the ambiguous-inappropriate probes (relative to the ambiguous-
unrelated probes), which would suggest that the contextually inappropriate meaning
has not been fully suppressed. Furthermore, the theories of ambiguity resolution that
claim mutual dependency between activations of alternative meanings would predict
that processing costs associated with integrating appropriate meanings should co-
occur with those associated with suppressing inappropriate meanings. Hence, RT
costs for related probes should co-occur with RT costs for the inappropriate probes.
In contrast, theories that do not explicitly assume such dependency may predict that
inappropriate meanings may take more time to be suppressed than it takes
appropriate meanings to be integrated and, hence, RT costs for inappropriate

probes may be found in the absence of RT costs for related probes.
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2.2 Experiment 1: 100 ms Probe Delay

As the time course of semantic reinterpretation is unknown, Experiment 1 tested
these predictions using a short probe delay, presenting the probe 100 ms after the

disambiguating word.

2.2.1 Method

Participants

25 (15 female) native British English speakers took part in this experiment. Their
mean age was 22 years (range: 18-34), all were born and raised in Britain, right-
handed and had no known reading or language impairment. Participants were
recruited via the University College London (UCL) subject pool, UCL board notices
and student mailing lists. Participants were paid for their participation, except first

year UCL psychology undergraduates who were given course credit.

Stimuli

(i) Sentences

90 ambiguous and 90 unambiguous sentences were created. On average, the
sentences had 12.5 words (SD = 1.24), 16.6 syllables (SD = 1.85) and lasted 2.97
seconds (SD = 0.30). Each ambiguous sentence contained one ambiguous word
that occurred, on average, 6.70 words (SD = 1.00) into the sentence. The
disambiguating information was provided by the sentence-final word. Four

sentences were disambiguated by a compound noun, comprised of two words. This
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was necessary to maintain a natural sounding sentence. The disambiguation
occurred 4-10 words after the ambiguous word (M = 5.79, SD = 1.46); for example,
“the woman had to make the toast with a very old microphone”, where “toast” is the

ambiguous word (i.e., toast refers to grilled bread or a speech given to celebrate an

event/person) and “microphone” is the disambiguating word. The minimum gap of
four words between the ambiguity and the disambiguation ensured that listeners
would have selected a meaning (usually the dominant) before hearing the
disambiguating information, since research converges on a short window (within
about 200 ms) in which selection takes place (e.g., Rodd, Johnsrude, et al., 2010;
Swinney, 1979). The ambiguous words were all used as nouns. Some of the
ambiguous words possessed two meanings that corresponded to the same spelling
(e.g., bark), while others had different spellings (e.g., night/knight). Most of the
sentences were modified versions of those used in Rodd et al. (2010), altered such
that each ambiguous word was disambiguated by the last word only. Furthermore,
to ensure that the words between the ambiguity and the disambiguation did not
provide strong cues as to which meaning was more likely to be correct, the
sentences were created such that only the last word would need to be changed to
disambiguate the ambiguous word to its alternative meaning. For example, in the
toast example, “grill” could replace “microphone” for the bread meaning. (Note that

the alternative version of each sentence was never included in this experiment.)

A well-matched unambiguous sentence was created for each ambiguous sentence,
which had the same syntactic structure but with a low-ambiguity noun (unambiguous
target word) in the same position as the high-ambiguity noun (ambiguous target

word) in the ambiguous sentence. The ambiguous targets had a significantly higher
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mean number of meanings (t(89) = 8.20, p < 0.001) and senses (t(89) = 8.23, p <
0.001) than the unambiguous targets, as indexed in the Online Wordsmyth English
Dictionary-Thesaurus (Parks et al., 1998). There was no significant difference
between the ambiguous and unambiguous targets in terms of word frequency in the
CELEX lexical database (Baayen, Piepenbrock, & Gulikers, 1995) (t(89) = 1.55, p =
.13), log-transformed word frequency (t(89) = .37, p = .71) or number of letters (t(89)

= .52, p =.61). See Table 2-2 for descriptive statistics of these lexical properties.

Table 2-2: Descriptive statistics (mean (SD)) for properties of the ambiguous
and unambiguous target words

Frequency Log Number Number of Number
Target Word . .
per million frequency of letters meanings of senses

_ 62.3 3.62 4.71 1.94 10.1
Ambiguous
(79.2) (1.02) (2.17) (0.90) (5.66)
_ 56.69 3.64 4.77 1.09 4.86
Unambiguous
(63.2) (0.94) (2.09) (0.32) (3.10)

The unambiguous and ambiguous sentences did not differ statistically in terms of
physical duration (t(89) = .118, p = 0.91), number of syllables (t(89) = 1.62, p = .11)
or number of words in the whole sentence. Naturalness ratings were also obtained
for the sentences by asking 15 participants who did not take part in the main
experiment to rate all sentences on a scale of 1-7, with 7 being highly natural and 1
highly unnatural. Both sets of sentences had relatively high mean naturalness
ratings but the ambiguous sentences were rated as significantly less natural than
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the unambiguous sentences (t(89) = 3.81, p < .001). See Table 2-3 for descriptive

statistics of these sentence properties.

Table 2-3: Descriptive statistics (mean (SD)) for properties of the ambiguous
and unambiguous sentences

Length in Number of Number of Naturalness
Sentence ]
seconds syllables words rating
_ 2.97 16.6 12.5 5.47
Ambiguous
(0.30) (1.85) (1.24) (0.62)
_ 2.97 16.4 12.5 5.80
Unambiguous
(0.31) (1.92) (1.24) (0.61)

(i) Meaning Dominance

The ambiguous sentences were constructed to elicit semantic reinterpretation by
selecting disambiguating words that corresponded to the less frequent meaning of
the ambiguous word as indicated by pre-test scores for a similar set of sentences
used by Rodd et al. (2010). To confirm the validity of these meaning preferences,
two types of meaning dominance scores were obtained from two independent
groups of participants: 1) “single-word” scores, which are participants’ preferences
for the meanings of the ambiguous words when they are heard in isolation, and 2)
“in-sentence” scores, which are meaning preferences at the point when these words
are heard in the experimental sentences just prior to the disambiguation word (e.g.,

before “supportive” in the sentence “the businessman told him that the fan had been
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very supportive®). While the “single-word” scores provide an index of the baseline
relative frequencies of the alternative meanings of an ambiguous word, the “in-
sentence” scores index the extent to which the sentence context influences these
preferences. The latter were important to check that, when these words were
specifically heard in the sentences used in this study, participants would be likely to

prefer the inappropriate meaning prior to the disambiguating word and, thus, need to

reinterpret the meaning when hearing that word at the end of the sentence.

54 participants took part in the “single-word” version, all of whom did not take part in
the main experiment. Participants performed a modified version of a word
association task that is standardly used to measure meaning preferences (e.g.
Twilley, Dixon, Taylor, & Clark, 1994). Responses were initially obtained from a set
of 15 participants, who performed the task (detailed below) on all the experimental
items®. The remaining 39 subjects were, subsequently, assessed as part of a larger
project that examined a larger set of ambiguous words (N = 406)2. Because of this
larger number, the stimuli were divided into three sets so that participants only
performed a subset of the items. As a result, the ambiguous words relevant to this
current experiment were also divided across the three sets, which resulted in each
of these participants contributing to approximately 66% of the experimental stimuli.
Nevertheless, for all participants, the procedure was as follows. Participants listened
to each ambiguous word in isolation (e.g., “fan”) and typed the first related word that
came to mind. After participants had performed all word associations, they

performed a second task where they explicitly indicated to which meaning of the

! Three undergraduate students assisted in the data collection.
% The data collection for this project was conducted by Dr. Jane Warren.
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ambiguous word their word associations corresponded. Participants were informed
that each word they had heard had multiple meanings. They then heard each word
again and were shown the ambiguous word along with two or three definitions of its
meanings. These definitions always included the meaning that was used in the
experimental sentence (e.g., “admirer” for the sentence “the businessman told him
that the fan had been very supportive”) as well as the “dominant” meaning (e.g.,
“ventilation device”) and sometimes included a third definition if the word had
another highly frequent meaning. They were asked to choose the definition that
matched the ambiguous word that they had previously generated. If none fit their
interpretation, they were instructed to select the “other” option and write down their
own definition. The definition choice allowed participants to code their own word
association responses and was included to avoid having to remove unclear word
associations that could refer to either meaning of the ambiguous sentence. For
example, for the word “fan”, participants may respond with vague words such as

“like” or “cool”, which the experimenter would not have been able to code reliably.

All the word associations were coded by the same experimenter (SV) as to whether
they were consistent (e.g., “supporter’) or inconsistent (e.g., “wind”) with the
interpretation that was used in the whole sentence. When the response was vague,
the participant’s definition choice was used to code the response. 7% of responses
could not be coded for various reasons including that participants misheard the
ambiguous word, did not type in a word association or produced a vague response
that was not accompanied by a definition selection. These responses were excluded
from subsequent analyses. 5 participants’ total datasets were also excluded from all

analyses due to a high rate of missing data or misunderstanding the task.
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A dominance score was subsequently calculated as the proportion of included
responses (minimum N = 31 per item) that were consistent with the meaning used in
the whole sentence. Figure 2-1 shows the distribution of scores. As expected, most
sentences had low dominance scores (see Figure 2-1; M = 0.25, SD = 0.20)
indicating that the more frequent, inappropriate, meaning was preferred for the
majority of words. Approximately two-thirds of the words had clearly polarised
meanings (Dominance < 0.3) while approximately one-third had meanings that were
relatively equally preferred (0.3 < Dominance < 0.6). The latter words were included
in the study as the majority of evidence suggests that, even for such “balanced”
words, listeners do not maintain multiple meanings but make a commitment to a
single meaning (e.g., Duffy et al., 1988; Rayner & Duffy, 1986; Seidenberg et al.,
1982; Simpson, 1994; Swinney, 1979). Thus, reinterpretation will also occur for
these sentences if the contextually inappropriate meaning is initially interpreted.
These results also showed that for six sentences the more dominant meaning had
unintentionally been chosen. These stimuli were also included as they were rare and
these meanings were not unanimously preferred, so some participants will still
select the incorrect meaning and need to reinterpret the meaning of these

sentences.
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Figure 2-1. Distribution of single-word dominance scores for the 90
ambiguous words. Dominance score is the proportion of participants who
chose the meaning of the ambiguous word used in the complete version of
these sentences.

An independent group of 30° participants performed the “in-sentence” version to
examine listeners’ preferences for the meanings of the ambiguous words when they
are heard in the experimental sentences. It was important that listeners preferred
the inappropriate meaning prior to the disambiguating word to ensure that
reinterpretation would be induced. The “in-sentence” task was identical to the
“single-word” task except that participants generated sentence completions to
experimental sentences that had the disambiguating word cut off (e.g., “the

businessman told him that the fan had been very”). As for single-word task,

* Three undergraduate students assisted in the data collection.
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participants then indicated the definition of the meaning that corresponded to their
completion. The completions were analysed in the same manner as the single-word
data, such that responses were coded as being consistent or inconsistent with the
meaning of the experimental sentence. Again, a small portion of all responses could
not be coded, and therefore were excluded from further analyses (4% of total
responses). Two participants’ whole datasets were also excluded due to a large
number of missing data and/or uninterpretable responses (> 50%). As a result of
these exclusions, a minimum of 16 usable data points contributed to each item’s “in-
sentence” mean dominance scores. These scores was significantly higher than the
mean “single-word” score (M = 0.38, SD = 0.25; t(89) = 4.72, p < .001), indicating
that, to some extent, the context biased the sentences toward the sentence
meaning. However, this absolute score was still low in that the majority of these
ambiguous words were still interpreted toward the incorrect meaning in the sentence
frames and, thus, would have needed reinterpretation if the disambiguating

information had been encountered.

(iif) Probe Words

For each ambiguous sentence, three types of probes were selected: 1) a word
related to the contextually appropriate meaning of the sentence (ambiguous-
related); 2) a word related to the contextually inappropriate meaning of the
ambiguous word (ambiguous-inappropriate), and 3) a word completely unrelated to
the sentence (ambiguous-unrelated). For each unambiguous sentence, two types of
probes were selected: a word related (unambiguous-related) and a word unrelated

(unambiguous-unrelated) to the sentence (see Table 2-1 for examples). Across
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conditions, there were no significant differences in the probes’ length (number of
letters: F(4,356) = .44, p = .76), CELEX frequency (F(4,356) = .15, p = .94), log
frequency (F(4,356) = .37, p = .83) or Wordsmyth-based number of meanings

(F(4,356) = .45, p = .73) and senses (F(4,356) = 1.28, p = .28).

Relatedness ratings were obtained for the probes to assess how semantically
related they were to the corresponding sentence. The relatedness task required
participants to rate the degree to which the word was related to the preceding
sentence on a scale of 1 (very unrelated) to 7 (very related). 34 native British
English speakers, who did not take part in the main experiment, performed the
relatedness task. Mean relatedness ratings for each probe were calculated by
averaging across participants’ ratings. Importantly, each related probe had a mean
relatedness > 4.5 and a median relatedness > 5. The overall mean rating for the
ambiguous and unambiguous related probe conditions were all relatively high (see
Table 2-4). However, the ambiguous-related probes had significantly lower ratings
than the unambiguous-related probes (t(89) = 2.59, p = .01). Each inappropriate and
unrelated probe had a mean relatedness < 2.5 and a median relatedness < 2. There
was no significant difference between the ambiguous-unrelated and unambiguous-
unrelated probes (1(89) = .64, p = .52). Although the inappropriate probes had a
similar low mean rating, this was significantly higher than the two unrelated probes
(t(89) = 10.03, p < .001; t(89) = 11.90, p < .001, respectively). Importantly, the
finding that the ambiguous-related probes had high relatedness ratings and the
ambiguous-inappropriate probes had low ratings, additionally, confirmed that the
sentence-final words are effective in disambiguating the meaning of the ambiguous

word in the intended way.
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Table 2-4: Descriptive statistics (mean (SD)) for properties of the probes

Ambiguous Sentence

Unambiguous Sentence

Probe Probe
Probe Property Related Inappropriate Unrelated | Related Unrelated
_ 5.59 1.80 1.27 5.81 1.29
Relatedness rating
(0.64) (0.38) (0.29) (0.55) (0.24)
71.0 68.5 66.5 62.2 70.7
Frequency per million
(106) (95.1) (97.9) (97.0) (100)
3.38 3.48 3.37 3.26 3.38
Log frequency
(1.40) (1.33) (1.37) (1.41) (1.46)
5.97 5.98 6.03 6.26 6.08
Number of letters
(2.79) (1.71) (1.71) (1.73) (1.65)
1.10 1.11 1.09 1.07 1.06
Number of meanings
(0.37) (0.44) (0.36) (0.25) (0.27)
5.73 6.14 5.17 4.87 4.98
Number of senses
(4.93) (5.77) (4.83) (3.76) (4.56)

In order to create six versions of the experiment (see Design section) the set of

ambiguous sentences were divided into three lists, matched (all p > .1) on

relatedness rating, frequency, log frequency, length, number of meanings and

number of senses of each probe condition, and the unambiguous sentences were

divided into two matched lists (all p > .1).

24 practice sentences were additionally created for use in an initial practice block

and 50 filler sentences were created. 20 of these filler sentences were to be
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presented at the beginning of the experimental blocks (lead-in sentence) and the
other 30 were to be sentences presented during the experiment with a related probe
(related filler sentence) to result in an equal number of related and unrelated
responses (see Procedure section). The sentences were constructed in the same
way as the experimental sentences. Half of each type of filler were ambiguous
sentences and the other half unambiguous. All sentences were spoken by the same
female speaker®. For each practice and lead-in sentence, one probe was selected
and probe conditions were of roughly the same proportion as in the experimental

task.

Design

Probe condition was manipulated within-subjects so that participants responded to
all five conditions. However, to avoid repeating sentences, participants were
assigned to one of six versions, such that each participant only encountered each
sentence once (i.e., with one probe) but that across participants all combinations of
sentence and probes types were presented. Six versions ensured that the
assignment of probe type to each sentence was fully counterbalanced because the
ambiguous sentence had one more probe condition than the unambiguous
sentences. Specifically, the ambiguous sentences had three probe types, requiring
three stimulus lists (see Stimuli section) whereas the unambiguous sentences had
two probe types, requiring only two stimulus lists, which led to six combinations of

the two sets of lists. Thus, in all versions, one third of the ambiguous sentences

“ Dr. Jennifer M. Rodd
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were followed by a related probe, one third by an inappropriate probe and the
remaining third by an unrelated probe, and half of the unambiguous sentences were

followed by a related probe and the other half by an unrelated probe.

Procedure

The experiment was presented on a computer using MATLAB 2010 software
(Mathworks, Sherborne, MA, USA). Each trial commenced with a fixation cross
presented in the centre of a computer screen. After one second, a sentence was
presented through headphones. 100 ms after sentence offset, a probe was
presented (font: Helvetica; size: 36pt), replacing the fixation cross. The probe
remained on screen until participants responded. Participants were instructed to
decide whether the word was related or unrelated to the meaning of the sentence
just heard by pressing keyboard button number one for related and number two for
unrelated with their index and middle fingers, respectively. Once participants had

responded, a blank screen was presented for one second followed by the next trial.

Participants were given written instructions with two example sentences, each with
two related and unrelated probes. To ensure that participants treated the
ambiguous-inappropriate probes as unrelated to the sentences, one of the examples
was of an ambiguous sentence with an ambiguous-inappropriate probe as one of its
unrelated probes and participants were informed why this probe was unrelated (i.e.,
that it does not fit the meaning of any of the words in that sentence). Ambiguity was
never explicitly mentioned. All participants completed the same 24 practice trials
prior to performing the actual experiment, being given accuracy feedback during the

trial and clarification of incorrect answers from the experimenter after the practice.
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The trials were divided into five blocks, ensuring that each ambiguous and its
matched unambiguous sentence appeared in separate blocks. The blocks were
randomised across participants, each starting with four different lead-in sentences,
and having 36 experimental sentences and 6 related fillers. All sentences (except
the lead-in items) were randomised within each block for each participant. Feedback

was not given during the experimental blocks.

2.2.2 Results

Data Preparation and Analysis

One participant’'s whole dataset was excluded due to 50% accuracy in the
ambiguous-inappropriate probe condition. Sets of items were also excluded if at
least one of their probe conditions achieved less than 50% accuracy across
participants. A set is comprised of one ambiguous sentence and its matched
unambiguous sentence with the five corresponding probe conditions. This led to one
set of items being removed due to 38% accuracy for its ambiguous-related probe
condition. For this set, the ambiguous word was “cast” and the related probe
“plaster”. Individual responses faster than 300 ms or made after the timeout (2500

ms) were also excluded; they contributed to 0.4% of the total data.

By-subject (F;) and by-item (F,) means of the accuracy and reaction time (RT) were
subjected to two main analyses. In all analyses Sentence Ambiguity and Probe
Relatedness were employed as repeated-measures factors. First, 2 x 2 ANOVAs
were conducted to evaluate the effects of Sentence Ambiguity (ambiguous vs.

unambiguous) and Probe Relatedness (related vs. unrelated) on accuracy rates and
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RTs. The ambiguous-inappropriate probe condition was not included in these initial
analyses because there was no inappropriate probe condition for the unambiguous
sentences. Second, to assess interference of the inappropriate meaning, ANOVAs
were conducted that specifically examined the effect of the unrelated ambiguous
probe type (ambiguous-inappropriate vs. ambiguous-unrelated) on accuracy and
RTs. Version was included in all ANOVAs as a dummy variable but main effects and
interactions with version are not reported (Pollatsek & Well, 1995). Furthermore,
wherever additional analyses were conducted between pairs of conditions, ANOVAs

were employed so version could be included as a dummy variable®.

Accuracy

Overall accuracy was high, with at least 90% correct responses in each condition.
However, the ambiguous-related and ambiguous-inappropriate probes had markedly
lower accuracy than the other three probe conditions (see Figure 2-2A far left

column).

Sentence Ambiguity and Probe Relatedness. This ANOVA showed a significant
main effect of probe relatedness, where related probes were less accurate than
unrelated probes (F4(1,18) = 20.3, p < .001, nzp = .530; F,(1,83) = 51.2, p < .001,

n°= .381). There was also a significant main effect of sentence ambiguity, where

° Preliminary analyses also examined the effects of dominance but these showed no
significant effects. These results are not reported further because they may be merely due to
low power resulting from a combination of three factors that increase variance: 1) between-
item variance due to variation in the sentence-probe relationships, 2) a relatively small
number of items in three key dominance condition (N = < 30; see Chapter 3 for more details)
and 3) the mean response values being contributed by only eight participants due to the
version manipulation.
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ambiguous sentence probes were less accurate than unambiguous probes (F;(1,18)
=9.60, p = .006, nzp: .348; F»(1,83) = 12.2, p = .001, n2p= .128). This main effect of
ambiguity was modulated by a significant interaction between sentence ambiguity
and probe relatedness such that the ambiguity cost was larger for related probes
(5%) than unrelated probes (0.6%) (F1(1,18) = 8.79, p = .008, r]2p=.328; F»(1,83) =
6.01, p = .016, nzp: .067). Additional ANOVAs conducted on related and unrelated
probes separately revealed that the ambiguity cost was only significant for the
related probes (F1(1,18) = 10.2, p = .005, n%= .361; F»(1,83) = 9.66, p = .003, n=
.104); there was no significant ambiguity effect for the unrelated probes (F.(1,18) =

1.13, p =.302, n%= .059; F5(1,83) = .903, p = .345, n?,= .011).

Because the ambiguity effect was specific to the related probes, it was important to
rule out the possibility that this was due to the ambiguous-related probes having
lower relatedness ratings than the unambiguous-related probes. Thus, a subset
analysis was conducted on a set of related probes that were matched on
relatedness rating across ambiguity. The subset was obtained by removing
ambiguous-related probes with relatedness ratings lower than the minimum ratings
for the unambiguous items (4.63) and unambiguous-related probes with high
relatedness ratings (> 6.5). 76 out of 90 items were included; the mean relatedness
ratings for the ambiguous-related and unambiguous related probes were 5.6 (SD =
.63) and 5.7 (SD = .52) respectively, which did not differ statistically (t(75) = .841, p
=.403). This confirmed the initial findings: ambiguous-related probes were still found
to be less accurate than unambiguous-related probes (F;(1,18) = 8.03, p = .011,

n=.309; F5(1,69) = 5.08, p = .027, n*=.069).
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Ambiguous Inappropriate Probes. The ANOVA comparing accuracy of the
ambiguous inappropriate probes with that of the ambiguous unrelated probes
showed a main effect of unrelated probe type, where accuracy was lower for
inappropriate probes than unrelated probes (F.(1,18) = 34.1, p < .001, n2p= .654;

F»(1,83) = 32.3, p < .001, n%= .280).
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Figure 2-2: Mean accuracy (A) and mean RT (B) of all probe conditions (by-subjects). These means are taken from the
combined analysis of the three experiments’ datasets to facilitate comparisons across experiments. Although the
values are slightly different to those in the separate datasets because extra items were excluded, the patterns of means
and significances remain the same. Error bars show standard errors adjusted to remove between subjects variance.



Reaction Times

Only correct RTs were analysed. The same analyses were conducted as for the
accuracy data. Inspection of the data revealed a large range of RTs within subjects
that resulted from long outliers. To reduce the potential effect of such outliers, the
raw RT data were transformed using an inverse transformation. To assess the effect
of this transformation on the results, the analyses were re-run on the untransformed
data when RTs greater than three standard deviations from each subject’s mean
had been removed. The results of both analyses were very similar so we report the
results of the transformed data and indicate where the patterns of significance differ
for the untransformed data. In addition, for ease of interpretation, the means of the

untransformed data are presented (see Figure 2-2B far left column).

Sentence Ambiguity and Probe Relatedness. This ANOVA showed a significant
main effect of sentence ambiguity, where responses were, on average, 62 ms
slower for ambiguous than unambiguous probes (F;(1,18) = 25.6, p < .001, n2p=
.588; F»(1,83) = 23.8, p < .001, n2p= .223). There was no significant main effect of
relatedness (F1(1,18) = .920, p = .350, n%= .049; F(1,83) = 1.59, p = .211, n’,=
.019) and no significant interaction between sentence ambiguity and probe
relatedness (F1(1,18) = .485, p = .495, n%= .026; F,(1,83) = .336, p = .563, n°,=

.004).

Ambiguous Inappropriate Probes. Comparing the ambiguous inappropriate and
ambiguous unrelated probe conditions, the results showed a significant main effect

of unrelated probe type, where responses were, on average, 47 ms slower for the
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inappropriate than unrelated probes (F(1,18) = 12.7, p = .002, r]zpz 413; F»(1,83) =

8.64, p =.004, n’,=.094).

2.2.3 Discussion

The results revealed interesting, but different, effects within the accuracy and RT
data. These two sets of results will be discussed separately because they have
different theoretical implications. Whilst accuracy indicates the outcome of
disambiguation (i.e., participants’ explicit understanding of the sentence), RT, which
is analysed for correct trials only, provides insights into the processes that underlie

disambiguation when it is successful.

Accuracy

The first important finding was that accuracy was high (M > 90%) for all conditions,
including the ambiguous-related and inappropriate probes. As correct decisions for
these two conditions require that the contextually appropriate meaning is integrated
and the inappropriate meaning is disregarded, respectively, this pattern
demonstrates that participants fully disambiguated most sentences, settling on the

contextually appropriate interpretation.

Despite high absolute accuracy, performance was not uniform across conditions. In
particular, the ambiguous-related and inappropriate probes had relatively lower
accuracy. Specifically, although more errors were made for related than unrelated
probes (regardless of ambiguity), the results showed a specific difficulty for
ambiguous-related probes, indexed by a significant sentence ambiguity by probe

relatedness interaction. The ambiguous-unrelated probes, in contrast, had near
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perfect accuracy that was comparable with the unambiguous-unrelated probes.
Importantly, this specific ambiguity cost for related probes cannot be attributed to the
difference in relatedness ratings between the ambiguous-related and unambiguous-
related probes since it remained in a subset of items that were matched on
relatedness. In addition, participants also produced more errors for the ambiguous-
inappropriate probes compared with the ambiguous-unrelated probes. This suggests
that, on a small, but significant, proportion of trials, participants were unable to use
the disambiguating word to either select the correct interpretation of the ambiguous

word or to suppress the contextually inappropriate meaning.

One possible reason for these (relatively rare) disambiguation failures is that
reinterpretation may have been interrupted by the probe task. Under this view
participants would reach the correct interpretation if given more time, which predicts
that a longer probe delay should improve accuracy for these two types of ambiguous

probes. This prediction is tested in Experiment 2.

Reaction Times

The reaction results showed a rather different pattern. While responses were slower
for ambiguous than unambiguous sentence probes, there was no interaction with
probe relatedness: related and unrelated probes were similarly delayed by
ambiguity. For example, for the sentence “the woman had to make the toast with a
very old microphone”, participants were slower both to accept “speech” and to reject
“blanket”, compared with unambiguous controls. This non-specific slow-down for
ambiguous sentences suggests a general processing cost associated with

understanding these sentences, presumably reflecting time needed to resolve
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uncertainty about the correct meaning. This finding is consistent with previous
research and shows novel behavioural costs of resolving late-disambiguation
sentences (e.g., Duffy et al., 1988; Rayner & Duffy, 1986; Rayner & Frazier, 1989;
Rodd, Longe, et al., 2010). In addition to this main effect of ambiguity, there was
also a specific RT cost for ambiguous-inappropriate probes (e.g., “bread” for the
sentence “the woman had to make the toast with a very old microphone”) compared
to ambiguous-unrelated probes (e.g., “blanket”). As this inappropriate probe cost
was found over and above the general ambiguity effect, it suggests that the

inappropriate meaning was still more active than unrelated meanings.

Together, these effects suggest that at this short probe delay there is still uncertainty
about contextually appropriate meanings and also that inappropriate meanings are
over-active compared with unrelated meanings. These results are consistent with
descriptions of reinterpretation as a “time-consuming process” (Duffy et al., 1988 p.
440). Importantly both these RT effects are emerging on trials in which participants
make a correct response, which suggests that, although participants incur
processing costs when resolving late-disambiguation sentences, this does not

prevent successful comprehension.

Furthermore, the finding of impairments for both appropriate and inappropriate
meanings may provide preliminary support for models claiming that activation of
alternative meanings are tightly coupled (e.g., MacDonald et al., 1994; Rodd et al.,
2004). For example, the disambiguating information at the end of the sentence did
not seem to preferentially help the appropriate meaning, as has been suggested in

the reordered access model (Duffy et al., 2001; Duffy et al., 1988), otherwise there
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should have been an RT cost for the ambiguous-inappropriate probes in the
absence of a cost for the ambiguous-related probes. However, it may be possible
that such a dissociation between appropriate and inappropriate meanings occurs at
a later time when more time has elapsed for constraints to have a differential effect
on these meanings. Therefore Experiment 2 examined this possibility by increasing
the delay between the end of the sentence and the onset of the probes from 100ms
to 300ms. This longer probe delay was chosen because previous research on initial
meaning selection suggests that inappropriate meanings can be suppressed by
about a few hundred milliseconds after encountering an ambiguous word (e.g.,
Seidenberg et al., 1982; Swinney, 1979). In addition, this longer delay will allow us
to investigate whether the (relatively rare) disambiguation failures seen in the
accuracy data are reduced when participants are given more time to process the

disambiguating word before the arrival of the probe.

2.3 Experiment 2: 300 ms Probe Delay

2.3.1 Method

Participants

26 (17 female) native British English speakers from the same population as
Experiment 1 took part in this experiment. Their mean age was 22 years (range: 18-

34).°

® Two undergraduate students assisted in the data collection.
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Stimuli, Design and Procedure

All was the same as Experiment 1 except that the probe was presented at 300ms

post sentence offset.

2.3.2 Results

Data preparation and analysis

Data were trimmed in the same way as Experiment 1 leading to three participants’
data and three sets of items being removed from all subsequent statistical analyses.
The excluded item sets had low accuracy in the ambiguous-related probe condition;
these probes (ambiguous word) were “layer” (coat), “metal” (cymbal), and “fireplace”
(poker). Individual responses faster than 300 ms or made after the timeout (2500
ms) were also excluded; they contributed to 0.8% of the total data. The same

analyses were conducted as in Experiment 1.

Accuracy

Like Experiment 1, overall accuracy was above 90%, for all probe types with the
lowest accuracy for ambiguous-related and ambiguous-inappropriate probes (see

Figure 2-2A middle column).

Sentence Ambiguity and Probe Relatedness. This ANOVA showed a significant
main effect of probe relatedness, where related probes were less accurate than
unrelated probes (F1(1,18) = 29.5, p < .001, n?,= .621; F,(1,81) = 49.9, p < .001,

n°= .381). There was also a significant main effect of sentence ambiguity, where

65



ambiguous sentence probes were less accurate than unambiguous probes (F;(1,18)
= 4.54 p = .047, %= .201; F»(1,81) = 4.82, p = .031, n%= .056). The interaction
between sentence ambiguity and probe relatedness did not reach significance
(F1(1,18) = 2.66, p = .120, n?,=.129; F»(1,81) = 2.49, p = .118, n’,= .030), although,
on average, the ambiguity cost was larger for related probes than unrelated probes

(3% vs. 0.6% respectively).

Ambiguous Inappropriate Probes. The ANOVA comparing accuracy of the
ambiguous inappropriate probes with that of the ambiguous unrelated probes
showed a main effect of unrelated probe type, where accuracy was lower for
inappropriate than unrelated probes (F(1,18) = 34.4, p < .001, n2p= .657; F»(1,81) =

28.3, p <.001, n%=.259).

Reaction Times

The correct RT data were transformed and analysed using the same method as
Experiment 1. Again, for ease of interpretation, the means of the untransformed data

are presented (see Figure 2-2B middle column).

Sentence Ambiguity and Probe Relatedness. This ANOVA showed no significant
main effect of sentence ambiguity, (F1(1,18) = 2.34, p = .114, n2p= 115; F»(1,81) =
2.12, p = .150, n2p= .025), although responses were on average, 23 ms slower for
ambiguous than unambiguous probes. This difference was significant in the
untransformed data (F1(1,18) = 5.34, p = .033, n2p= .229; F»(1,81) = 4.49, p = .037,
n%= .053). The main effect of relatedness was not significant in the transformed

data (F1(1,18) = .062, p = .807, n%= .003; F5(1,81) = .725, p = .397, n%= .009) but
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was significant in the by-items analysis of the untransformed data, where responses,
on average, slower for related than unrelated probes (Fy(1,18) = .363, p = .555, n2p=
.020; F,(1,81) = 4.65, p = .034, r]zpz .054). There was no significant interaction
between sentence ambiguity and probe relatedness (F.(1,18) = .012, p = .914, n2p=

.001; F5(1,81) = .214, p = .645, n?,= .003).

Ambiguous Inappropriate Probes. Comparing the ambiguous-inappropriate and
ambiguous-unrelated probe conditions, the results showed a significant main effect
of unrelated probe type, where responses were 84 ms slower for the inappropriate

probes (Fy(1,18) = 13.4, p = .002, n%= .427; F5(1,81) = 27.6, p < .001, n%= .254).

2.3.3 Discussion

The pattern of accuracy across the different probe conditions was remarkably similar
to that of Experiment 1 (see Figure 2-2A). Despite having an additional 200ms to
process the sentence before the probe appeared, accuracy was still lowest for the
ambiguous-related and the ambiguous-inappropriate probes. The ambiguous-
inappropriate probes were, again, significantly less accurate than the ambiguous-
unrelated probes, indicating a specific difficulty in suppressing contextually
inappropriate meanings. Although the ambiguous-related probes also appeared to
have particularly low accuracy, the interaction between sentence ambiguity and
probe relatedness did not reach statistical significance. Despite this, there was still a
significant main effect of ambiguity, suggesting that, even at this longer probe delay,
participants still had more difficulty understanding ambiguous than unambiguous
sentences. Together, these results show that these (relatively rare) comprehension

failures are not eliminated by giving an additional 200ms before presenting the
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probe. This pattern may suggest that disambiguation failures may be an evitable
consequence of semantic ambiguities. However, before drawing such a conclusion,
it is important to investigate whether comprehension improves with an even longer
probe-delay that gives participants even more uninterrupted processing time to
disambiguate the ambiguous sentence successfully. Experiment 3 examines this

hypothesis with a 1 second probe-delay.

The pattern of response times, which examine trials where comprehension was
successful, however, was markedly different to that seen in Experiment 1. Although
responses were, on average, slower for ambiguous than unambiguous sentence
probes, this main ambiguity effect was not statistically reliable and was only around
a third of the size found in Experiment 1’s results (23 ms vs. 62 ms). Importantly, the
interaction between ambiguity and probe-delay is significant, reported formally in
Section 2.5. This suggests that, when probe words are presented at 300ms, the
contextually appropriate meanings of ambiguous sentences are not significantly less
integrated than those of unambiguous sentences. In contrast, the ambiguous-
inappropriate probe condition still showed a specific, large (84 ms), and highly
significant impairment compared to ambiguous-unrelated probes, suggesting that
the inappropriate meanings are still more active than unrelated meanings. Taken
together, these findings suggest a dissociation between the time course of
integrating the appropriate meaning and that of suppressing the inappropriate
meaning, such that inappropriate meanings are briefly maintained alongside the

correct interpretation.
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The finding that the 300ms probe delay produced well-integrated contextually
appropriate meanings (or, at least, meanings that were not significantly less
integrated than those of unambiguous sentences) suggests this process is relatively
rapid and, hence, is efficiently enhanced by disambiguating information. The
additional finding that this integration develops in spite of highly activated
inappropriate meanings suggests that forming a new understanding of the sentence

may not be substantially impaired by such inappropriate representations.

The finding that the inappropriate probes still incurred a significant cost with the
300ms delay indicates that meaning suppression during reinterpretation has two
cognitive features. First, encountering contextual information that is inconsistent with
a current interpretation is not sufficient for it to be quickly suppressed. This is directly
consistent with the reordered access model of ambiguity resolution which claims
that contextual information only acts to enhance the contextually appropriate
meaning (Duffy et al., 2001; Duffy et al., 1988). It is also compatible with several
other models of ambiguity resolution, including probabilistic constraint-based
theories (MacDonald et al., 1994) and the structure-building framework
(Gernsbacher, 1990; Gernsbacher & St John, 2001) that assume variable effects of
context on the activation of an ambiguous word’s meanings. According to these
models, contextual effects are dependent on its association with the meaning and
the weighting of other information such as the meaning’s current level of activation.
Second, the results demonstrate that activation of the appropriate meaning does not
lead to simultaneous suppression of the inappropriate meaning. This is not predicted
by models in which meanings are mutually exclusive such as Rodd et al.’s (2004)

distributed connectionist model where increases in activation of the appropriate
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meaning must necessarily correspond to immediate decreases in activation of
inappropriate meanings. However, this finding may be accommodated if there are
multiple levels of semantic representations such that word meanings can be
activated at an early lexical-semantic level of representation that is separate from
the subsequent sentential representation in which only one meaning is currently
integrated. Multiple types of representations are explicitly incorporated in the
structure-building framework (Gernsbacher, 1990) and have been formally and
successfully implemented in computational simulations of ambiguity resolution

(Gernsbacher & St John, 2001).

Furthermore, the finding that the inappropriate meaning was still active when the
probe was presented at 300ms contrasts with previous research on the initial
selection of an ambiguous word’s meaning. Such research suggests that meanings
may be selected within 200ms of hearing an ambiguous word (e.g., Seidenberg et
al., 1982; Swinney, 1979). Thus, the question remains, how long does it take to
suppress the inappropriate meaning during semantic reinterpretation? Studies on
initial meaning selection that used the same semantic relatedness task as this
current study used longer probe delays and report that good-readers can suppress
inappropriate meanings by 750 ms or 1 second after reading an ambiguous word
(Gernsbacher & Faust, 1991; Gernsbacher et al., 1990). Based on these studies,

Experiment 3 presented the probe 1 second after the disambiguating word.
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2.4 Experiment 3: 1 Second Probe Delay

2.4.1 Method

Participants

25 (14 female) participants from the same population as Experiment 1 took part in

this experiment. Their mean age was 22 years (range: 18-34).

Stimuli, Design and Procedure

The procedure was the same as Experiment 1 except that the probe was presented

at 1 second post sentence offset.

2.4.2 Results

Data Preparation and Analysis

Data were trimmed in the same way as Experiments 1 and 2 leading to one set of
items (where the ambiguous word was “coat”) being removed from all subsequent
statistical analyses. The same analyses were conducted as in Experiment 1 and 2.
Individual responses faster than 300 ms or made after the timeout (2500 ms) were

excluded, contributing to 0.6% of the total data.
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Accuracy

Like Experiment 1 and 2, overall accuracy was high, above 90%, for all probe types
with the lowest accuracy for ambiguous-related and ambiguous-inappropriate

probes (see Figure 2-2A far right column).

Sentence Ambiguity and Probe Relatedness. This ANOVA showed a main effect
of probe relatedness, where related probes were less accurate than unrelated
probes (F1(1,18) = 18.2, p < .001, n?=.502; F5(1,83) = 21.17, p < .001, n?,= .203).
The main effect of sentence ambiguity was marginally significant in the by-subjects
analysis, where ambiguous sentence probes were, on average, less accurate than
unambiguous probes (F1(1,18) = 4.25 p = .054, r]2p= .191; F,(1,83) = 2.60, p = .111,
n2p= .030). The interaction between sentence ambiguity and probe relatedness was
significant in the by-subjects analysis only, where the ambiguity cost was larger for
related than unrelated probes (F;(1,18) = 7.30, p = .015, r]2p= .288; F»(1,83) = 2.81,
p =.097, n2p= .033). Additional ANOVAs conducted on related and unrelated probes
separately revealed that the ambiguity effect was only significant for the related
probes (F;(1,18) = 7.70, p = .012, n?,= .300; F»(1,83) = 3.29, p = .073, n’,= .038) but
not for the unrelated probes (Fy(1,18) = .122, p = .731, n%,= .007; F»(1,83) = .049, p

= .825, n%,=.001).

Ambiguous Inappropriate Probes. The ANOVA comparing accuracy of the
ambiguous inappropriate probes with that of the ambiguous unrelated probes
showed a main effect of unrelated probe type, where accuracy was lower for
inappropriate than unrelated probes (F;(1,18) = 28.3, p < .001, n?,= .611; F»(1,83) =
24.4, p <.001, n%=.227).
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Reaction Times

The correct RT data were transformed and analysed using the same method as the
previous experiments. Again, for ease of interpretation, the means of the

untransformed data are presented (see Figure 2-2B far right column).

Sentence Ambiguity and Probe Relatedness. This ANOVA showed a significant
main effect of sentence ambiguity, with responses, on average, 48 ms slower for
ambiguous than unambiguous probes (F(1,18) = 27.2, p < .001, n2p= .602; F»(1,83)
=17.0, p <.001, n2p= .170). The main effect of relatedness was significant in the by-
items analysis and marginally significant in the by-subjects analysis, with responses,
on average, faster for related than unrelated probes (F1(1,18) = 4.12, p = .057, n2p=
.186; F»(1,83) =17.6, p < .001, nzp: .175). There was no significant interaction
between sentence ambiguity and probe relatedness (F1(1,18) = 1.41, p = .250, n2p=

.073; F»(1,83) = .753, p = .388, n’,= .009).

Ambiguous Inappropriate Probes. Comparing the ambiguous inappropriate and
ambiguous unrelated probe conditions, the results showed no significant main effect
of unrelated probe type with responses, on average, 16 ms faster for inappropriate
probes than unrelated probes (F.(1,18) = 1.41, p = .250, n2p= .073; F»(1,83) = 2.37,

p =.127, n°=.028).

2.4.3 Discussion

The main aim of Experiment 3 was to assess the suppression of the inappropriate

meaning further by using a longer probe delay, as both Experiment 1 and 2 revealed
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that this meaning was still more active than unrelated meanings with relatively short

probe delays.

Accuracy

Although error rates were somewhat lower than in the previous experiments, the
overall pattern of accuracy across the conditions remained similar. Although the
ambiguity cost for ambiguous-related probes was only statistically reliable in the by-
subjects analysis, this effect provides some evidence that, even with this longer
probe delay, participants are still incurring disambiguation failures. More convincing
evidence for these failures is seen in the performance on the ambiguous-
inappropriate probes, where accuracy was significantly lower than for the control
ambiguous-unrelated probes across both items and subjects, suggesting that
inappropriate interpretations may be particularly pervasive even when participants
are given additional time to process the sentence before encountering the visual

probe.

Reaction Times

The pattern of response times across the conditions was markedly different to that
seen in the earlier experiments. Fulfilling the aim of this experiment, presenting the
probe 1 second after the disambiguating word eliminated the specific RT cost for the
ambiguous-inappropriate probe condition seen in Experiment 1 and 2. In fact, the
inappropriate probes showed a contrasting trend to be faster than ambiguous-

unrelated probes, suggesting that, at this later time point, on those trials where
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disambiguation is achieved, the inappropriate meanings have been substantially

suppressed compared to their activation at 300ms.

An unexpected finding was the re-emergence of a significant main effect of
ambiguity. | suggest that this is not due to a re-emergent processing cost associated
with accessing the appropriate meaning for two reasons. First, Experiment 2
showed only a minimal ambiguity cost, suggesting that, already when the probe is
presented at 300 ms post sentence offset, appropriate meanings of ambiguous
words are relatively well integrated. Second, unlike Experiment 1 and 2, with this 1
second delay the response times across all ambiguous probe conditions are
remarkably similar to each other. This suggests there may be another processing
cost that is affecting all three types of ambiguous probes. A possible explanation is
that it is driven by meta-linguistic processes that are evoked more by the ambiguous
sentences than the unambiguous sentences. For example, using ambiguous
sentences that require reinterpretation may have made the ambiguity salient and the
1 second delay may have encouraged participants to reflect on the structure of
those sentences and how the ambiguous words are resolved (i.e., by the last word).
This may have generally delayed participants’ responses to probes that followed
ambiguous sentences. The semantic priming literature provides some indirect
support for this hypothesis. Long delays of 1 second or more between semantically-
related prime and target words (e.g., cat — dog) have been found to induce strategic
or expectancy factors that affect lexical decisions and naming of the targets (e.g.,
Balota, Black, & Cheney, 1992; Hagoort, 1993; Neely, 1977). Neuroimaging
research has additionally demonstrated that such long prime-target delays engage

different neural correlates than short delays during lexical decision (Gold et al.,
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2006). Although these findings are based on tasks that implicitly tap into lexical-
semantic processing, they provide evidence that long delays between semantic
elements of a task may give participants time to process the stimuli in a qualitatively

different way.

2.5 Experiments 1-3 Combined

The three experiments revealed several interesting effects of ambiguity. As some of
these effects (particularly in the response times) appeared to be markedly different
across the three probe delays, the three datasets were subjected to a combined
analysis to examine the statistical reliability of these differences. To allow for direct
comparisons across experiments, any sets of items which were excluded from at
least one experiment’s analyses were also excluded from the other datasets; this
removed four sets of items. The analyses conducted were the same as those
conducted for each experiment separately except that, now, probe delay (i.e.,
experiment) was included as a three-level (100ms, 300ms, 1 second) between-
subjects factor in the by-subjects ANOVAs and as a within-items factor in the by-

items ANOVAS.

Accuracy

Sentence Ambiguity, Probe Relatedness and Probe Delay. This ANOVA showed

a main effect of probe relatedness, where related probes were less accurate than

unrelated probes (F.(1,54) = 61.7, p < .001, n2p= .533; F,(1,80) = 74.0, p < .001,
2

n°= .481). The main effect of sentence ambiguity was also significant, where

ambiguous sentence probes were less accurate than unambiguous probes (F;(1,54)
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= 15.5, p <.001, n%=.223; F,(1,80) = 11.8, p = .001, n?=.129). This main effect of
ambiguity was modulated by a significant interaction between sentence ambiguity
and probe relatedness in that the ambiguity cost was larger for related than
unrelated probes (F1(1,54) = 12.0, p = .001, n°,=.182; F»(1,80) = 6.04, p = .016, n°,=
.070). Additional ANOVAs conducted on related and unrelated probes separately
revealed that the ambiguity cost was only significant for the related probes (F;(1,54)
= 16.3, p < .001, n’,= .232; F,(1,80) = 9.86, p = .002, n°,= .110); there was no
significant ambiguity effect for the unrelated probes (F(1,54) = 1.91, p = .173, n2p=

.034; F5(1,80) = 1.78, p = .186, n’,= .022).

Additionally, there was a main effect of probe delay that was significant only in the
items analysis (F1(2, 54) = 2.52, p =.090, n°,= .085; F5(2,160) = 12.6, p < .001, n%,=
.136). This main effect was largely driven by a probe delay by probe relatedness
interaction that was again only significant in the items analysis (F1(2, 54) =2.91, p =
063, n%= .097; Fy(2,160) = 7.34, p = .001, n?%= .084). Additional ANOVAs
conducted on the related and unrelated probes separately revealed that the effect of
probe delay was only significant (or marginal) for the related probes (F(2,54) =
3.01, p = .057, n%= .100; F,(2,160) = 11.7, p < .001, n’,= .128); there was no
significant effect of delay for the unrelated probes (F;(1,54) = .388, p = .680, n%=
.014; F»(2,160) = 1.23, p = .294, n2p= .015). To statistically compare which of these
accuracy differences were significant, additional ANOVAs were conducted on the
related probe condition (averaging across ambiguity) for each pair of probe delay
conditions. These analyses showed that accuracy for related probes was
significantly higher with the 1 second probe delay than with either the 100 ms delay

(F1(1,36) = 3.37, p = .075, n°,= .086; F5(1,80) = 10.4, p = .002, n’,= .115) or the 300
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ms delays (F1(1,36) = 6.69, p = .014, n?,= .157; F»(1,80) = 25.5, p < .001, n?,= .241).
There was no significant difference between the accuracy rates of the 100 ms and

300 ms delays (both Fs < 1).

Most importantly, there was no interaction between sentence ambiguity and probe
delay nor a significant three-way interaction between ambiguity, relatedness and
delay (all ps > .2), indicating that the impact of ambiguity did not differ significantly

across the three experiments.

Ambiguous Inappropriate Probes and Probe Delay. The ANOVA comparing
accuracy of the ambiguous-inappropriate probes with that of the ambiguous-
unrelated probes showed a main effect of unrelated probe type, where accuracy
was lower for inappropriate than unrelated probes (Fi(1,54) = 89.6, p < .001, n2p=
.624; F»(1,80) = 50.3, p < .001, n2p= .386). There was a main effect of probe delay
but, again, this was only significant in the by-items analysis (F1(2,54) = 1.28, p =
286, n°,= .045; F5(2,160) = 3.79, p = .025, n*= .045). ANOVAs comparing each
pair of probe delays (averaging across probe condition), showed that accuracy was
significantly higher with 1 second delay than with either the 100 ms delay (F1(1,36) =
1.84, p = .183, nzp: .049; F,(1,80) = 4.30, p = .041, n2p= .051) or the 300 ms delays
(F1(1,36) = 2.25, p = .142, n’= .059; F,(1,80) = 6.63, p = .012, n%= .077). There

was no reliable difference between 100 ms and 300 ms accuracy (both Fs < 1).

Again most importantly, the unrelated probe type by probe delay interaction was not
significant by-subjects or by-items (ps > .2) indicating that the impact of ambiguity

did not differ significantly across the three experiments.

78



Reaction Times

Sentence Ambiguity, Probe Relatedness and Probe delay. This ANOVA showed
a significant main effect of sentence ambiguity, where responses were slower for
ambiguous than unambiguous probes (F.(1,54) = 45.4, p < .001, nzp: A57; F»(1,80)
=18.4, p < .001, n2p= .187):. There was also a marginally significant main effect of
relatedness, whereby responses were faster for related than unrelated probes
(F1(1,54) = 4.00, p = .051, n?%= .069; F,(1,80) = 3.29, p = .074, n°,= .039). (The
effect of relatedness was not significant in the untransformed data (F1(1,54) = .435,
p =.512; F,(1,80) =.080, p = .778)).There was no significant sentence ambiguity by

probe relatedness interaction (ps > .1).

There was a main effect of probe delay but it was significant only in the by-items
analysis (F; < 1, n%= .035; F4(2,160) = 90.2, p < .001, n°= .530). ANOVAs
comparing each pair of probe delays (averaging across probe conditions) showed
that responses were significantly faster with 100 ms delay than with either the 300
ms (F1(1,36) = 2.13, p = .153, n,= .056; F,(1,80) = 227.3, p < .001, n?%=.740) or 1
second delay (F; < 1, n%,= .008; F»(1,80) = 19.1, p < .001, n®= .193). Responses
were also faster with 1 second than 300 ms delay (F; < 1, n2p= .019; F,1,80) = 71.3,
p <.001, n%,=.471). In the by-items analysis, there was also a significant interaction
between probe delay and probe relatedness (F1(2,54) = 1.17, p = .319, n2p= .041,
F»(2,160) = 8.91, p < .001, n°%= .100). ANOVAs analysing the effect of probe
relatedness at each delay showed that the main effect of relatedness was significant

in the 1 second delay condition (F;(1,18) = 4.40, p = .050, n2p= .196; F»(1,80) = 16.0,
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p < .001, n%=.167) but not with the 100 ms (F,(1,18) = 1.05, p = .320, n?= .055;

F»(1,80) = 2.39, p = .126, n2p= .029) or 300 ms delays (both Fs < 1).

Most importantly, probe delay significantly interacted with sentence ambiguity in
both the by-subject and by-items analyses (F.(2,54) = 5.03, p = .010, nzp: A157;
F»(2,160) = 5.56, p = .005, n2p= .065). (The sentence ambiguity by probe delay
interaction was marginally significant in the untransformed data (Fy(2,54) = 3.09, p =
.054; F,(2,160) = 2.90, p = .058)). Additional ANOVAs were conducted to examine
this interaction for each pair of probe delays. The ANOVAs revealed that the effect
of sentence ambiguity was significantly smaller in the 300 ms condition (mean
ambiguity effect = 23 ms) compared to both the 100 ms condition (59 ms: F;(1,36) =
8.18, p = .007, n2p= .185; F,(1,80) = 9.77, p = .002, n2p= .109) and the 1 second
condition (47 ms: F4(1,36) = 6.56, p = .015, n°,= .154; F»(1,80) = 5.01, p = .028, n’,=
.059). (The sentence ambiguity by probe delay interaction that compared the 1
second and 300 ms delays, approached significance in untransformed data
(F1(1,36) = 3.48, p = .070; F»(1,80) = 1.96, p = .165)). The effect of sentence
ambiguity was not significantly different between the 100 ms and 1 second

conditions (both ps > .2).

As the probe delay condition (300 ms) that had the reduced ambiguity effect also
had generally slower response times, it was important to assess whether reaction
time was correlated with size of the ambiguity effect. To assess this, a Pearson’s
moment correlation was conducted between the average RT and the average
ambiguity cost (i.e., mean ambiguous probe RT — mean unambiguous probe RT)

across the three probe delays. This showed a positive correlation between response
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time and ambiguity effect (r((71) = .328, p = .005; r,(85) = .359, p = .001). That is,
slower responses times correlated with larger ambiguity costs, and thus, slower RTs

cannot explain the smaller ambiguity effect found in the 300 ms delay condition.

Moreover, the three-way interaction between sentence ambiguity, probe relatedness

and probe delay was not significant by-subjects or by-items (ps > .1).

Ambiguous Inappropriate Probes and Probe Delay. Comparing the ambiguous
inappropriate and ambiguous unrelated probe conditions, the results showed a
significant main effect of unrelated probe type, with responses, on average, 36 ms
slower for inappropriate than unrelated probes (F1(1,54) = 8.83, p = .004, n2p= 141;
F»(1,80) = 9.05, p = .004, n2p= .102). There was also a main effect of probe delay
that was significant in the items analysis only (F; < 1, n2p= .020; F»(2,160) =19.1, p
<.001, n2p= .193). Responses were significantly slower with the 300 ms probe delay
than with either the 100 ms delay (F; (1,36) = 1.00, p = .324, nzpz .027; F»(1,80) =
27.9, p < .001, nzp: .259) or 1 second delay (Fy < 1, n2p= .021; F»(1,80) = 33.9, p <
.001, n%= .298). There was no difference between 100 ms and 1 second delays

(both Fs < 1).

Importantly, there was a significant interaction between unrelated probe type and
probe delay (F1(2,54) = 7.68, p = .001, n°,= .221; F,(2,160) = 13.7, p < .001, n’,=
.146). Additional ANOVAs conducted to assess this interaction between each pair of
probe delays conditions showed that the inappropriate probe effect was significantly
smaller with the 1 second probe delay than with both the 100 ms (F;(1,36) = 8.40, p
= .006, n°,= .189; F»(1,80) = 12.8, p = .001, n”= .138) and 300 ms probe delay
(F1(1,36) = 12.1, p = .001, n?,= .251; F5(1,80) = 24.4, p < .001, n°,= .234). Although
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the inappropriate probe effect was larger in the 300 ms than the 100 ms delay, a
further ANOVA that included only these two probe delays showed no significant
interaction between probe delay and unrelated probe type, demonstrating that this
difference was not statistically reliable (F(1,36) = 1.01, p = .321, n2p= .027; F,(1,80)
= 3.02, p = .086, r]zpz .036). (The unrelated probe type by probe delay interaction
that compared the 100 ms and 300 ms delays was significant in the items analysis

on the untransformed data (F»(1,80) = 6.33, p = .014)).

2.6 General Discussion

Understanding how ambiguous words are reinterpreted in light of disambiguating
information can provide important insights into the flexibility of semantic
interpretations. This study employed a new task to assess the effectiveness of
reinterpretation as well as its time course. The results showed various ambiguity
effects in both the accuracy and RT data which demonstrated that resolving late-

disambiguation sentences is a cognitively costly but fully achievable process.

Effectiveness of Semantic Reinterpretation

The accuracy data showed interesting effects of ambiguity that were not significantly
modulated by the length of the probe delay. First, across the three experiments,
accuracy was high. Participants were, on average, over 90% accurate for the two
critical ambiguous conditions: ambiguous-related and ambiguous-inappropriate
probes. This indicates that listeners are usually highly effective at reinterpreting
dominant-meaning interpretations of ambiguous words in light of inconsistent,

subordinate-biased, information. At first, this finding may not seem surprising
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because the sentences contained disambiguating words. However, several features
of the disambiguating context may have made it difficult for participants to resolve
these ambiguities correctly. The disambiguating context was presented at the end of
a fairly long sentence, several words after the ambiguous word. Such distance could
have impaired integration of these sentential elements due to memory constraints.
This may have been particularly detrimental as the sentences were spoken, and,
thus, do not leave a permanent signal that may be revisited like written sentences.
In addition, the context was minimal in that only one, or occasionally two, words
were used, which could have been inadequate to trigger reinterpretation of an
inconsistent interpretation. Instead, the high accuracy for both ambiguous-related
and inappropriate probes shows that listeners make use of even minimal context to
resolve ambiguity and, thus, must be constantly integrating contextual information to
ensure accurate comprehension of words heard much earlier in sentences. This
concurs with probabilistic constraint-based theories of language comprehension, in
which multiple sources of information are continually and simultaneously used to
constrain comprehension (MacDonald et al.,, 1994; MacDonald & Seidenberg,
2006). In addition, these findings for spoken sentences complement and converge
with the high accuracy found for visually-presented late-disambiguation sentences
(Miyake et al.,, 1994; Zempleni et al., 2007), despite the potentially different
processing demands that may result from the inherently different signals (i.e.,

transient versus permanent).

Despite high absolute accuracy, accuracy was reduced for the ambiguous-related
and ambiguous-inappropriate probes (relative to the appropriate control conditions).

Because performance in these conditions did not significantly improve with
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increasing probe delay and there was still evidence of occasional disambiguation
errors with the 1 second probe delay, this suggests that a small number of
misinterpretations might be inevitable wherever semantic ambiguity of this type is
present. This failure to appreciate the relationship between context and the intended
meaning of the ambiguous word may be the result of numerous factors, such as (i)
lapses in attention toward the disambiguating information, (ii) idiosyncratic
associations that listeners hold between the disambiguating words and the
unintended meaning, or (iii) for some listeners, the intended meaning may be too
infrequent to be activated by the context (Rodd et al., 2013). It must be noted,
however, that these errors only occurred on a small portion of trials (less than 10%),
demonstrating that listeners are usually highly effective at resolving ambiguities.
Future work is needed to assess the causes of disambiguation failures and possible
individual differences in the efficiency of these processes (Gernsbacher et al., 1990;

Twilley & Dixon, 2000).

Time Course of Semantic Reinterpretation

Probe delay significantly modulated two ambiguity effects in the RT data: the main
effect of ambiguity and the inappropriate probe effect. These modulations provide
insights into the time course of the processes underlying semantic reinterpretation.
Experiment 1 revealed a significant main effect of sentence ambiguity when probes
were presented 100 ms after the disambiguating word. Both ambiguous-related and
ambiguous-unrelated probes were responded to more slowly than unambiguous
sentence probes, suggesting that disambiguation was not complete by the time the

probe word appeared. This suggests that semantic reinterpretation is not a process
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that occurs rapidly when inconsistent information is encountered and, hence, is
consistent with the notion that reinterpretation is a time consuming, cognitively
demanding process (Duffy et al., 1988; Rayner & Frazier, 1989; Rodd, Johnsrude, et

al., 2010; Zempleni et al., 2007).

Importantly, there was a significant interaction between this general ambiguity effect
and probe delay. Critically, the ambiguity effect significantly reduced to around a
third of its size when the probe was presented 300 ms after the disambiguating
word. Although there was some evidence that responses were also generally slower
with the 300 ms probe delay compared to the 100 ms delay, this cannot explain the
reduced ambiguity cost found with this delay because 1) the slow RT trend was only
reliable across items, suggesting it was driven by a subset of participants and 2)
slower RTs significantly correlated with larger ambiguity costs not smaller ones.
Thus, instead, these findings suggest that having an extra 200 ms of uninterrupted
processing time helped enhance the meaning of the sentence. This finding, thus,
further suggests that the processing cost of reanalysing ambiguity is a relatively
transient phenomenon reflecting relatively rapid reinterpretation of the correct
meaning. Unexpectedly, this ambiguity cost re-appeared with the longest probe
delay (1 second). However, this may be driven by meta-linguistic awareness of the

ambiguity that is evoked by long delays. This issue will be discussed further later.

Interestingly, there was no interaction between sentence ambiguity and probe
relatedness in any of the three experiments, indicating that there was no specific
slow down for probes that were related (as opposed to unrelated) to the ambiguous

words. This is most likely because the task required explicit semantic decisions,
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meaning that all probes rely on participants having integrated the correct meaning.
Thus, partial activation of, or uncertainty about, the contextually appropriate

meaning can slow down decisions for both related and unrelated probes.

The second important ambiguity effect was a specific RT cost for ambiguous-
inappropriate probes. In contrast to the main effect of ambiguity, this inappropriate
probe effect was evident with both the 100 ms and 300 ms probe delays. The finding
that RTs for these probes were greater than the ambiguity-unrelated probes
indicates that this processing cost extended beyond the general cost of ambiguity
and, therefore, can specifically suggest that inappropriate meanings were more
active than unrelated meanings at these two time points. Unlike the general
ambiguity cost that was significantly smaller at 300 ms compared to at 100 ms, the
inappropriate cost was numerically larger (albeit not significantly) at 300 ms,
suggesting that no substantial suppression of the inappropriate meaning occurred
during this interval. Importantly, as the reduction in the general ambiguity cost with
300 ms probe delay was not accompanied by significant suppression of the
inappropriate meaning, this supports the view that the general ambiguity cost is
specifically associated with stability of the contextually appropriate meaning.
Furthermore, the inappropriate probe cost disappeared with the 1 second probe
delay, suggesting that the inappropriate meaning requires several hundred

milliseconds to be reduced.

Theoretical Implications

Together, these error rate and response time data suggest that, when

disambiguating information was encountered several words after an ambiguous
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word, contextually inappropriate meanings were over-active whilst contextually
appropriate meanings were under-active. Time-costly processes, then, ensued to
suppress the former and enhance the latter. This is consistent with a wealth of
behavioural research and many models of semantic ambiguity resolution which
argue that listeners (and readers) rapidly select a single interpretation of an
ambiguous word even when no disambiguating context has yet been encountered,
which will require reinterpretation if it is not consistent with subsequent information
(Duffy et al., 2001; Duffy et al., 1988; Rodd, Johnsrude, et al., 2010; Twilley & Dixon,

2000).

Current perspectives on ambiguity resolution, however, lack detail about the
processes underlying semantic reinterpretation, stating only two features: 1) that it is
a time-consuming or cognitively demanding operation and 2) that it involves two key
processes of selecting the appropriate meaning and suppressing the inappropriate
meaning (Duffy et al., 1988; Rodd, Johnsrude, et al., 2010, 2012). The current
results provide novel evidence that support and detail these features further. First,
the main ambiguity effect found in the RT data constitutes the first direct evidence
that integrating a non-selected, yet, contextually appropriate meaning is a time-
consuming process, as speculated in previous studies that found general processing
costs associated with reinterpretation (e.g., Duffy et al., 1988; Rayner & Duffy, 1986;
Rodd, Johnsrude, et al., 2010). This process may be slowed through interference
from contextually inappropriate meanings that were initially selected during
comprehension, as evinced by the inappropriate probe RT cost. However, the
additional finding that the general ambiguity effect reduces without a corresponding

reduction in the inappropriate probe cost suggests that the activation of an
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inappropriate meaning does not prevent listeners from ultimately attaining a correct
interpretation of the sentence. This, perhaps, suggests a dissociation between
meanings being active and their being integrated into a listener's current
interpretation of a sentence (or discourse), which is conceivably akin to
Gernsbacher and St John’s (2002) distinction between concept-level and sentence-

level representations.

Furthermore, the results provide the first evidence suggesting that the two key
processes of activating appropriate meanings and suppressing inappropriate
meanings during reinterpretation have different time courses. Unfortunately the
exact timings of these processing stages cannot be inferred on the basis of this task
because a decision is not made instantaneously with presentation of the probe.
Instead, the different patterns of responses at these different probe positions provide
insights into the relative timing of these two critical processes. The results suggest
that the former is a relatively rapid process while the latter suppression process has
a slower time course. This is difficult to reconcile with models in which meanings are
strictly mutually exclusive such as distributed connectionist models (e.g., Rodd et
al., 2004) unless multiple levels of representation are assumed (Gernsbacher & St

John, 2001).

Furthermore, while the current study cannot explain the reasons for this dissociation,
the notion that a dissociation may occur is consistent with various different theories
of ambiguity resolution. The reordered access model suggests that contextual
selectivity may drive this difference, since contextual information is assumed to

selectively affect the contextually appropriate meaning, leaving the inappropriate
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meanings to decay passively (Duffy et al., 2001; Duffy et al., 1988). In contrast,
MacDonald et al.’s (1994) constraint-based theory does not claim for exclusive
effects of specific constraints on specific meanings but suggests this dissociation
may result from different weightings of constraints for alternative meanings. Under
this account, the reinterpretation dissociation may arise for two reasons. First, the
contextual information may have supported the contextually appropriate meaning
more than it constrained the inappropriate meaning. This is possible as the
disambiguating words in this set of stimuli explicitly related to features of the
contextually appropriate meaning. For example, in the sentence “the teacher
explained that the bark was going to be damp”, the word “damp” relates to the
texture of the tree meaning of “bark”. Second, the activation levels of the two
meanings may have differently modulated the influence of the contextual
constraints. For instance, inappropriate meanings that were initially selected may
have developed robust activation during sentence comprehension or been
maintained by some excitatory connections, which may render these meanings
difficult to suppress. Gernsbacher et al’s structure building framework
(Gernsbacher, 1990; Gernsbacher & St John, 2001) posits an additional more
temporally specific explanation. According to this theory, suppression of
inappropriate meanings may be delayed because it is driven, and thus must be
preceded, by the creation of the new sentence-level representation. An alternative
entirely different explanation is that currently non-preferred meanings may be
actively maintained (e.g., by executive control mechanism) in case the current
meaning turns out to be incorrect, as argued by right-hemisphere accounts of

ambiguity resolution (e.g., Faust & Chiarello, 1998; Faust & Gernsbacher, 1996).
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Despite the apparent temporal dissociation between the activation and suppression
of meanings, the results showed that, in the 1 second probe delay condition, the
inappropriate meaning was reduced to the level of unrelated word meanings. This is
entirely compatible with most ambiguity models which view disambiguation as the
process of settling on one interpretation whilst actively suppressing/inhibiting
alternative meanings (Gernsbacher, 1990; MacDonald et al., 1994; Rodd et al.,
2004) or letting them decay to their original state (Duffy et al., 2001; Duffy et al.,

1988).

Methodological Implications

The results also highlight several methodological issues that are important to
consider when investigating ambiguity resolution. The finding of a general
processing cost of disambiguation calls into question the suitability of baseline
conditions used in previous ambiguity studies. For example, Gernsbacher et al.
(1990) pioneered the use of semantic relatedness tasks to assess activation of
contextually inappropriate meanings, arguing that by using probes unrelated to
unambiguous sentences as the comparison condition, any additional time required
to respond to ambiguous-inappropriate probes would index how activated the
inappropriate meaning was. However, the results of this study show that relatedness
judgements on an ambiguous sentence can be delayed even when the decision
(ambiguous-unrelated) does not pertain to the inappropriate meaning. Thus, slower
response times for ambiguous-inappropriate probes compared to unambiguous-
unrelated probes may reflect a general processing difficulty for ambiguous

sentences rather than an activated inappropriate meaning per se. Hence, | argue for
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the use of an ambiguous sentence control condition (i.e., ambiguous-unrelated) to

account for general costs of processing ambiguous sentences.

In addition, the unexpected re-emergence of the general ambiguity effect with the 1
second probe delay highlights the potential problem that long probe delays can
cause by evoking processes not involved in natural sentence comprehension. The 1
second delay may have encouraged participants to reflect on the structure of those
sentences causing participants to be generally delayed when presented with a
probe after an ambiguous sentence. This possibility is supported by the finding that
all ambiguous probe types had similarly long response times, suggesting that, with
this longer delay, there is a factor (i.e. metal-linguistic awareness) affecting
decisions on ambiguous probes in general. This further emphasizes the importance
of ambiguous control conditions so as to assess general behavioural effects of
ambiguity that are not specific to the alternative meanings of ambiguous words as
well as including intermediate probe delays. It must be noted, however, that the use
of these baselines may be more important for certain types of tasks and stimuli than
others, in particular, for sentences or tasks likely to evoke meta-linguistic awareness

of the ambiguity (e.g., late-disambiguation sentences and explicit semantic tasks).

A potential concern of using a probe task to assess comprehension is that the probe
itself may affect the natural course of the comprehension process. In particular, the
inappropriate interference effect that was found with the 300 ms, and even the 100
ms, probe delays may have occurred because the probe itself “reactivated” the
inappropriate meaning of the ambiguous word rather than because the inappropriate

meaning was still active when the probe appeared. While this is a possibility and
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could potentially contribute, to some degree, to the inappropriate interference effect,
it cannot explain the full pattern of results. First, if the inappropriate probe (e.g.,
“bread”) is simply “reactivating” the inappropriate meaning of an ambiguous word
(e.g., “toast” in “the man made the toast with a very old microphone”), then an
interference effect would most likely have been found regardless of probe delay.
However, when the probe was presented at 1 second post sentence offset,
responses were not significantly slower for the inappropriate probes than the control
ambiguous-unrelated probes. In fact, they were numerically faster. This suggests
that a simple reactivation hypothesis is not adequate to explain the lack of an
inappropriate interference effect at the longest probe delay. A more complex
reactivation hypothesis may still be possible, where the level of interference from the
"reactivated" meaning relies on the level of uncertainty that surrounds the sentence
meaning. That is, reactivation of inappropriate meaning may not have interfered with
comprehension at 1 second because the sentence meaning had developed into a
stable state by that time such that it was impervious to influences from the
inappropriate meaning. However, this does not explain the lack of difference
between the inappropriate effects with the 100 ms and 300 ms delays, given that the
results also showed a greater stability/certainty of the sentence meaning between
these two time-points. This improvement should have then also reduced the level of

interference caused by the inappropriate probe.

Thus, together the set of results suggests that the interference effect of the probe
condition is not merely due to reactivating a non-active inappropriate meaning. The
inappropriate meaning must be at some level of activation when the 100 ms and 300

ms probes were encountered in order to be susceptible to influence from the probe.
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In addition, there is no behavioural evidence to suggest that this level of activation is
qualitatively different between these time points. However, their activation does
qualitatively change when the probe is presented at 1 second. Nevertheless, future
studies are needed to test this reactivation hypothesis by using a more implicit
semantic task that reduces the potential task-induced interference of the
inappropriate probe, such as a word-naming task to assess whether the pattern of
effects found with the probe verification task remain the same. Performance on
these tasks has been shown to be relatively immune to backward priming effects of
the probe word, as evidenced by the finding that targets that have strong backward
associations with the prime (e.g., pan-bed) do not produce priming (e.g., Burgess,

Tanenhaus, & Seidenberg, 1989; Seidenberg, Waters, Sanders, & Langer, 1984).

Future research

As well as providing novel findings to expand models of semantic disambiguation,
this study also highlights various questions that warrant future research. First, to
what extent is the suggested temporal dissociation between contextually appropriate
and inappropriate meaning modulated by meaning frequency? This is important as
frequency is consistently highlighted as an important constraint in ambiguity
resolution (e.g., Chen & Boland, 2008; Duffy et al., 2001; Duffy et al., 1988;
Gernsbacher & St John, 2001; MacDonald et al., 1994; Simpson, 1994; Tabossi &
Zardon, 1993; Twilley & Dixon, 2000). Second, to what degree does the amount of
disambiguating context (e.g., single vs. multiple biasing words) and/or the nature of
this context (e.g., syntactic, pragmatic or semantic cues) affect the speed and

quality of disambiguation? By assessing both the outcome of the disambiguation
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process via accuracy and the process of disambiguation via reaction times, this

paradigm constitutes a novel efficient way to investigate these questions.

Furthermore, the reinterpretation process has, until now, been discussed in rather
broad terms as a process that has two aspects: 1) integrating a non-preferred, yet,
contextually appropriate meaning and 2) inhibiting a currently active, but
inappropriate, meaning that was selected prior to the disambiguating information.
However, these two components are unlikely to involve the same operations across
all types of ambiguous sentences. In particular, their nature is inevitably dependent
on the nature and outcome of the initial selection process. For example, for some
sentences, selecting the contextually appropriate interpretation may involve
activating a currently “inactive” meaning. This may be because that meaning was
either suppressed earlier during comprehension or it was never activated at the
initial encounter of the ambiguous word. The latter may be the case for words that
have really infrequent meanings (e.g., the “animal enclosure” meaning of “pen”). For
other sentences, this process may involve merely boosting the activation of meaning
that has been maintained at a lower level of activation during comprehension.

Future research is needed to distinguish between these possibilities.

Moreover, some researchers have also argued that meanings may be maintained in
parallel until contextual support is encountered, especially if working memory
capacity is sufficient for this (Miyake et al., 1994). Therefore, an additional possibility
is that for some sentences listeners have maintained multiple meanings in parallel
and the processing cost reflects difficulty in selecting between simultaneously active

meanings as oppose to difficulty in reinterpretation per se. It is possible that such
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selection would be demanding in these kinds of sentences because of the long
distance between the ambiguous word and the contextual information that may
make contextual integration difficult or it may be demanding merely because both
representations have been strengthened throughout this delay, rendering it difficult
to select one representation. However, it is unlikely that late-selection is
substantially contributing to the processing costs found in this study because the
majority of sentences were biased in that the ambiguous words had one more
dominant meaning. It is well-established from behavioural data, and shown in
computational simulations, that frequency information guides activation and
integration with the sentence context such that the more dominant meaning is
maintained at a higher level and integrated more than the subordinate meaning
(e.g., Duffy et al., 2001; Gernsbacher & St John, 2001; Simpson & Krueger, 1991;
Twilley & Dixon, 2000), which will need reinterpretation when context supporting the
subordinate meaning is encountered. Nevertheless it is possible that selection may
be delayed for balanced ambiguous words which have two relatively equal
frequencies (Miyake et al., 1994). On the other hand, there is a larger body of
evidence from priming and eye-movement studies that converges on the conclusion
that even for balanced words a single meaning is predominately integrated into
comprehension (e.g., Duffy et al., 1988; Rayner & Duffy, 1986; Seidenberg et al.,
1982; Swinney, 1979). Thus, it is clear that much more research is needed not only
to understand the operations underlying reinterpretation but also the nature of the

initial selection process.
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Conclusion

The accuracy and reaction time results show that delaying disambiguating
information until the end of a spoken sentence does not prevent successful and
complete resolution of semantic ambiguity. Semantic representations generated
during comprehension can be flexibly changed in light of conflicting context.
However, delaying context causes listeners to select an initial interpretation
prematurely, which requires costly reinterpretation when a contextually inappropriate
meaning is selected. In addition, the results suggest that suppression of the
contextually inappropriate meanings does not occur immediately upon encountering
inconsistent disambiguating information but may be delayed for several hundred
milliseconds. Furthermore, despite high rates of disambiguation, some

miscomprehensions seem inevitable wherever ambiguities of this type are present.
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Chapter 3 Neural Responses to Semantically Ambiguous
Sentences: An fMRI Study
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3.1 Introduction

A large body of behavioural research, including my work presented in the preceding
chapter, demonstrates that understanding the correct meaning of an ambiguous
word is a cognitively demanding process, especially when semantic reinterpretation
is required. Existing neuroimaging studies of semantic ambiguity resolution have
identified several key regions as being involved in this process (Bekinschtein, Davis,
Rodd, & Owen, 2011; Davis et al., 2007; Mason & Just, 2007; Rodd et al., 2005;
Rodd, Johnsrude, et al., 2012; Rodd, Longe, et al., 2010; Zempleni et al., 2007, see
Figure 3-1) but their precise roles remain uncertain. Examining the neural responses
to semantic ambiguities is important as it provides a means to gain insight into high-
level language networks operating during sentence comprehension that support key

cognitive operations such as conflict resolution, contextual integration and inhibition.

Figure 3-1: Left hemisphere regions that have been shown to have greater
BOLD signal for semantically ambiguous than unambiguous sentences.
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3.1.1 Initial Neuroimaging Studies

One of the first fMRI studies to investigate semantic ambiguity resolution within
sentence contexts was conducted by Rodd et al. (2005). Participants listened to
sentences that contained several ambiguous words (e.g., “there were dates and
pears on the kitchen table”). Activation was greater for ambiguous than well-
matched unambiguous sentences in several frontal and temporal regions: the left
and right inferior frontal gyrus (LIFG, RIFG) and the left posterior temporal cortex
that included the inferior temporal gyrus (LITG), fusiform and middle temporal gyrus
(LMTG). These results provided the first evidence that the comprehension of

semantically ambiguous sentences may be supported by a fronto-temporal network.

The specific regions that were engaged by ambiguity were theoretically important on
several levels. First, the LIFG activation resided in its middle and posterior sub-
divisions (pars triangularis and pars opercularis), which have been traditionally
attributed to non-semantic processes, including speech production (Broca, 1861;
Geschwind, 1970; Indefrey & Levelt, 2004; Penfield & Roberts, 1959; Wernicke,
1874) and syntactic computations (Caplan, Alpert, & Waters, 1998; Caramazza &
Zurif, 1976; Dapretto & Bookheimer, 1999; Goodglass et al., 1979; Grodzinsky,
1986; Schwartz, Saffran, & Marin, 1980). Yet, Rodd et al.’s (2005) study tapped into
semantic processing demands. Second, when prior research had attributed the
LIFG to semantics, it was often highlighted as being important for explicit semantic
decisions that required the strategic retrieval, maintenance or selection of semantic
information rather than for natural speech comprehension per se (Crinion, Lambon-
Ralph, Warburton, Howard, & Wise, 2003; Gabrieli, Poldrack, & Desmond, 1998;
Novick, Trueswell, & Thompson-Schill, 2005; Thompson-Schill, D'Esposito, Aguirre,
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& Farah, 1997; A. D. Wagner, Paré-Blagoev, Clark, & Poldrack, 2001). However, in
Rodd et al.’s (2005) study, LIFG activation was higher for ambiguous sentences
despite the fact that participants were not aware of the ambiguity and did not rate
these sentences as being any less natural than the unambiguous sentences. Such
activation in the absence of explicit awareness makes it unlikely that they were due
to strategic processes, and, hence, suggested a more routine involvement of this
region in natural sentence comprehension. Rodd et al.’s (2005) findings are not,
however, incompatible with non-semantic or strategy-based semantic accounts of
LIFG function, as regions may serve multiple functions or there may be an overlap
between neuronal populations that support different functions within the same
anatomical regions (see Price & Devlin, 2003 for similar arguments about the left
mid-fusiform gyrus). Furthermore, the posterior temporal activation was intriguing
because it contrasted with accounts that highlighted anterior temporal structures as
being important for semantic processing (Chan et al., 2001; Mummery et al., 2000;
Nobre, Allison, & McCarthy, 1994). Thus, together, Rodd et al.’s (2005) study
suggested that the LIFG may be more important for normal speech comprehension
than had previously been emphasised, and that posterior, as oppose to anterior,
temporal cortex is involved in semantic processes associated with ambiguous

words.

The consistency of this network in ambiguity resolution was supported by two
subsequent studies that used the same stimuli as Rodd et al. (2005). Davis et al.
(2007) replicated these findings in a study that examined ambiguity resolution at
different levels of awareness. Subjects who were fully awake, but not those who

were lightly or deeply sedated, showed ambiguity-elevated activity in the LIFG
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bilaterally and in the posterior LITG. Such responses were also found in a small
number of patients who were clinically diagnosed as being in a vegetative state or
minimally conscious (Coleman et al., 2009; Coleman et al., 2007). Together, these
results demonstrated that semantic ambiguity produces significant and reliable
effects on neural activity, highlighting the importance of understanding this brain

network for developing comprehensive models of language comprehension.

From these ambiguity studies it is unclear which ambiguity-related processes are
supported by these regions. As reviewed in Chapter 1, the psycholinguistic literature
emphasises two key cognitive components of semantic ambiguity resolution during
sentence comprehension: 1) initial meaning selection, when a single meaning is
quickly selected after an ambiguous word is encountered and 2) semantic
reinterpretation, when the initial selection needs to be changed in light of
subsequent, inconsistent, context. Such research also demonstrates that different
types of ambiguous words and sentential contexts place differential demands on
these two components (Duffy et al., 1988; Rayner & Duffy, 1986; Rodd, Johnsrude,
et al., 2010; Sereno et al., 2006). However, the set of ambiguous sentences
examined in the aforementioned fMRI studies were heterogeneous in terms of these
properties. For example, the position of the ambiguous words and the
disambiguating information varied across sentences, the ambiguous words were a
mixture of balanced and biased words and the contextual bias was not explicitly
manipulated. Thus, it is unclear which ambiguity demands were contributing to the

activation of these regions.
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Building on the initial work of Rodd et al. (2005), several fMRI studies have
examined this network by systematically manipulating demands on different
ambiguity processes (Bekinschtein et al., 2011; Mason & Just, 2007; Rodd,
Johnsrude, et al., 2012; Rodd, Longe, et al., 2010; Zempleni et al., 2007). Such
research has revealed various important insights into the ambiguity network,
especially regarding the potential roles of the LIFG and the left posterior temporal

cortex in semantic ambiguity resolution.

3.1.2 LIFG and Semantic Ambiguity Resolution

The LIFG is the most consistent region to show increased BOLD signal for
sentences that contain semantically ambiguous words. In fact, this region has been
reported in all published studies directly comparing these sentences with
unambiguous ones (Bekinschtein et al., 2011; Davis et al., 2007; Mason & Just,
2007; Rodd et al., 2005; Rodd, Johnsrude, et al., 2012; Rodd, Longe, et al., 2010;
Zempleni et al., 2007). Such consistency is due to the fact that the LIFG responds to
a wide variety of semantically ambiguous sentences. Compared to unambiguous
sentences, increased activation has been found for late-disambiguation sentences
in which the ambiguous word was disambiguated to its subordinate meaning (Mason
& Just, 2007; Rodd, Johnsrude, et al., 2012; Zempleni et al., 2007), dominant
meaning (Zempleni et al., 2007) or one of two equally frequent (i.e., balanced)
meanings (Mason & Just, 2007). In addition, such higher activation is also reported
across a range of disambiguating positions: for sentences in which the
disambiguating information immediately follows the ambiguous word (Rodd,
Johnsrude, et al., 2012; Rodd, Longe, et al., 2010), is delayed for several words
(Mason & Just, 2007; Rodd, Johnsrude, et al., 2012; Zempleni et al., 2007), or even
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precedes the ambiguity (Rodd, Johnsrude, et al., 2012). Together, these findings

clearly demonstrate that the LIFG plays a fundamental role in ambiguity resolution.

Involvement of the LIFG across a variety of ambiguous sentences suggests that this
region may support the initial processing of an ambiguous word. Direct evidence for
this role was found by Rodd et al. (2012) who used semisparse fMRI to examine the
time-course of neural responses to specific ambiguity-related events during
sentence comprehension. The results showed that LIFG activation for ambiguous
sentences was greater than unambiguous sentences at time-points that
corresponded to presentation of the ambiguous word and was evident for sentences
in which the disambiguating information preceded the ambiguous word (e.g., “the
hunter thought that the hare in the field was actually a rabbit”) as well as for
sentences in which the context occurred much later than the ambiguity (e.g., “the
ecologist thought that the plant by the river should be closed down). Based on these
results, Rodd et al. (2012) argued that the LIFG supports initial semantic selection
processes that occur when an ambiguous word is encountered, supporting the
selection of a single meaning based on contextual or frequency information, as
proposed in current psycholinguistic models of ambiguity resolution (e.g., Duffy et
al., 2001; Twilley & Dixon, 2000). The importance of the LIFG in the initial
processing of an ambiguous word during sentence comprehension is further
corroborated by several patient studies. Such studies demonstrate that patients with
Broca’s aphasia are impaired in using prior sentence context to activate or select the
contextually appropriate meaning of ambiguous words (e.g., Grindrod, 2012; Swaab,
Brown, & Hagoort, 1998; Swinney et al., 1989). Supporting this finding, Vuong and

Martin (2011) recently showed that patients with relatively circumscribed lesions to
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the LIFG also had difficulty reading such sentences, especially when the context

preceding the ambiguous word biased its subordinate meaning.

While such evidence clearly demonstrates that the LIFG has a role in the initial
processing of an ambiguous word, the aforementioned fMRI studies also suggest
that this region is involved further downstream during comprehension, specifically,
when the meaning of an ambiguous word needs to be reinterpreted. Supporting
evidence for the LIFG’s role in semantic reinterpretation comes from the finding that
its activation is affected by two factors: the position of the disambiguating
information in the sentence and meaning dominance. As discussed in Chapter 2,
reinterpretation is most likely to occur for late-disambiguation sentences, where
disambiguating information is delayed for several words after the ambiguous word,
since a meaning is selected relatively quickly after encountering an ambiguous word
without prior context (Duffy et al., 1988; Rodd, Johnsrude, et al., 2010; Seidenberg
et al.,, 1982; Swinney, 1979; Twilley & Dixon, 2000). Reinterpretation is especially
likely for two variants of late-disambiguation sentences: 1) for those with a biased
ambiguous word that is disambiguated to its subordinate meaning since the
dominant meaning is likely to be initially selected (Duffy et al., 2001; Duffy et al.,
1988; Simpson & Krueger, 1991; Twilley & Dixon, 2000) and 2) for those with a
balanced ambiguous word. For the latter, the incorrect meaning is likely to be
selected approximately half the time, as they do not have a systematic frequency

bias (Duffy et al., 1988; Seidenberg et al., 1982; Swinney, 1979).

Three previous fMRI studies support the semantic reinterpretation hypothesis of the

LIFG, showing increased activation in this region to late-disambiguation sentences
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and that it is affected by the position of disambiguation and modulated by meaning
dominance. First, Rodd et al. (2012)’s time course study demonstrated that the LIFG
produced responses that were time-locked to the disambiguating information as well
as to the ambiguous word itself. Specifically, sentences in which disambiguating
information was presented a few words after the ambiguous word (e.g., “the scientist
thought that the film on the water was from the pollution”) produced greater
responses in early processing time-windows than sentences in which context was
delayed until several words later (“e.g., the ecologist thought that the plant by the
river should be closed down”). The latter produced more activation in later time-
windows compared to the former. In support, Zempleni et al. (2007) showed greater
LIFG activation for late-disambiguation sentences that referred to the subordinate
meaning of biased ambiguous words than sentences that referred to the dominant
meaning. In both types of sentences, the dominant meaning would often be initially
selected, since context was presented later in the sentence. Thus, in the former
sentences, this selection would turn out to be incorrect when the subordinate-
biasing context would be encountered, and thus need reinterpretation, whereas it
would be correct in the latter sentences and thus not need reinterpretation.
Corroborating evidence was further reported by Mason and Just (2007) who
compared late-disambiguation sentences that contained balanced words with those
that contained biased words. The latter were always disambiguated toward the
subordinate meaning. Initial support came from the finding that both types of
sentences produced greater LIFG activation than unambiguous sentences. This is in
line with the reinterpretation hypothesis, since, again, delaying context causes
inappropriate meanings to be selected on some proportion of trials. However, this is

not strong evidence since both contrasts compare ambiguous sentences to
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unambiguous sentences so the results may merely reflect processes associated
with the initial processing of an ambiguous word rather than its reinterpretation per
se. More critical support came from their direct comparison between the two types of
ambiguous sentences, which showed that activation was additionally greater for the
biased than balanced sentences. The former requires reinterpretation more often
because it is only for these words that frequency systematically biases the initial
meaning selection towards the incorrect (i.e., dominant) meaning. Therefore,
together, this set of findings is consistent with the main predictions of the semantic

reinterpretation hypothesis.

Supporting evidence, however, has not been found in all studies that examined late-
disambiguation studies. Rodd et al. (2010) failed to find significant effects of
meaning dominance on LIFG activation and Bekinschtein et al. (2011) only found a
significant ambiguity response in this region for humorous, but not for non-humorous
sentences. However, the lack of support for reinterpretation in these two studies can
be explained in ways that do not have negative implications for this hypothesis.
Rodd et al. (2010) suggested that the effect of meaning dominance may have been
reduced in their study because of the relative position of the ambiguity and the
disambiguating information in their stimuli. In their sentences, the ambiguous word
was always disambiguated immediately after the ambiguity by the subsequent verb,
which may have left insufficient time for a meaning to be selected prior to the
disambiguating information that would need reinterpretation (e.g., “In Australia,
strange barks grow on many trees”). Bekinschtein et al.’s (2011) null-finding for non-
humorous sentences is more surprising as the ambiguous stimuli followed a similar

structure to that used in previous studies where the disambiguating information was
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delayed relative to the ambiguous word. However, the ambiguous word and
disambiguating information were not presented in the same sentence. Instead, the
ambiguous word was presented at the end of a question and disambiguated by the
following sentence (e.g., What happened to the post? As usual, it was given to the
best-qualified applicant). This may have caused the ambiguity and its
reinterpretation to be processed differently compared to when an ambiguous word is
encountered during a sentence and/or this effect may be masked by additional
between-sentence integration processes that may occur in ambiguous and
unambiguous sentences. However, the nature of its potential effect on LIFG
involvement is unclear. Thus, in light of these explanations, the current set of these
neuroimaging results appears consistent with the hypothesis that the LIFG is

involved in semantic reinterpretation.

The precise nature of the LIFG’s involvement in this process, however, is uncertain
because there are notable differences between the reinterpretation-related findings
reported across studies. The most apparent difference is the locus and extent of the
LIFG response. Rodd et al. (2012) report a large cluster of reinterpretation-elevated
activation that extends across all three anatomical sub-divisions of the LIFG, with
activation centred in posterior pars triangularis. Mason and Just (2007) also report
increased activation in a large region of the LIFG when they compared late-
disambiguation sentences to unambiguous sentences. However, the peak co-
ordinate was much more medial than that reported in Rodd et al. (2012) (x = -28
versus x = -52, respectively) and the cluster appears confined primarily to pars
triangularis and pars opercularis, with little anterior spread into pars orbitalis. Yet,

the direct comparison between biased and balanced sentences was only localised
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to a small cluster of activation in an anterior ventral region of the LIFG near the
border of pars triangularis and pars orbitalis. In contrast, Zempleni et al. (2007)
report activation in a small region of the posterior LIFG only, around the border of
pars triangularis and pars opercularis. What can explain these discrepancies? A
simple statistical explanation is that these differences are merely a thresholding
artefact. Both Zempleni et al. (2007) and Mason and Just (2007) who report less
extensive activation than Rodd et al. (2012) do not discuss the spread of activation
at lower thresholds than their initial threshold choice. Additionally, Mason and Just
(2007) employed a small number of trials (N = 9) per condition and a relatively small
sample of subjects (N = 12), which may have reduced sensitivity to detect LIFG
responses to reinterpretation demands. Another explanation that is more
theoretically interesting is that such differences may reflect inter-subject variability in
function-anatomy mappings. An assessment of inter-subject variability of ambiguity-
related activation has not yet been investigated. A third possibility is that there may
be functional specialisation across the LIFG. For example, activation differences
may reflect subtle differences on ambiguity-related processes induced by the
employment of different presentation paradigms across the three studies. For
example, Rodd et al. (2012) presented sentences in the spoken modality whereas
the sentences were presented visually by Zempleni et al. (2007) and Mason and
Just (2007) and, furthermore, Zempleni et al. (2007) presented each phrase of their
sentence in isolation whereas Mason and Just’s (2007) sentences were presented
word-by-word in a cumulative manner. However, it is unclear how such

methodological differences would produce this specific pattern of results.
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Moreover, it is uncertain how reliable the reported effects of dominance on LIFG
activation are, as no direct replications have been published. Although both
Zempleni et al (2007) and Mason and Just (2007) examined dominance effects, the
former compared subordinate-biased with dominant-biased sentences while the
latter compared subordinate-biased with balanced sentences. In addition, both
studies employed visually-presented sentences. Thus, whether such patterns
replicate for spoken sentences needs to be investigated before being able to

generalise these conclusions.

Examining how LIFG responses are modulated by dominance is important for two
reasons. First, dominance effects are one of the main predictions of the
reinterpretation hypothesis because dominance is a measure of meaning preference
and, thus, an index of how likely it is that the contextually inappropriate meaning will
initially be preferred and need reinterpretation later on. More specifically, if a region
supports semantic reinterpretation then it should respond more to subordinate-
biased late-disambiguation sentences than any other ambiguous sentences, since
these sentences have a higher probability that the inappropriate (dominant) meaning
will initially be selected. Second, up until this point, effects of dominance on neural
responses to late-disambiguation sentences have been discussed solely in relation
to the reinterpretation hypothesis. However, they are also predicted by an initial
meaning selection account but with a different pattern according to current
psycholinguistic accounts of ambiguity resolution (Duffy et al., 2001; Twilley &
Dixo