
J. Fluid Mech. (2011), vol. 681, pp. 340–369. c© Cambridge University Press 2011

doi:10.1017/jfm.2011.203

Experiments and modelling of premixed laminar
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The hydrodynamics of a reacting impinging laminar jet, or stagnation flame, is studied
experimentally and modelled using large activation energy asymptotic models and
numerical simulations. The jet-wall geometry yields a stable, steady flame and allows
for precise measurement and specification of all boundary conditions on the flow.
Laser diagnostic techniques are used to measure velocity and CH radical profiles. The
axial velocity profile through a premixed stagnation flame is found to be independent
of the nozzle-to-wall separation distance at a fixed nozzle pressure drop, in accord with
results for non-reacting impinging laminar jet flows, and thus the strain rate in these
flames is only a function of the pressure drop across the nozzle. The relative agreement
between the numerical simulations and experiment using a particular combustion
chemistry model is found to be insensitive to both the strain rate imposed on the flame
and the relative amounts of oxygen and nitrogen in the premixed gas, when the velocity
boundary conditions on the simulations are applied in a manner consistent with
the formulation of the streamfunction hydrodynamic model. The analytical model
predicts unburned, or reference, flame speeds that are slightly lower than the detailed
numerical simulations in all cases and the observed dependence of this reference flame
speed on strain rate is stronger than that predicted by the model. Experiment and
simulation are in excellent agreement for near-stoichiometric methane–air flames, but
deviations are observed for ethylene flames with several of the combustion models
used. The discrepancies between simulation and experimental profiles are quantified
in terms of differences between measured and predicted reference flame speeds, or
position of the CH-profile maxima, which are shown to be directly correlated. The
direct comparison of the measured and simulated reference flame speeds, �Su , can
be used to infer the difference between the predicted flame speed of the combustion
model employed and the true laminar flame speed of the mixture, �S0

f , i.e. �Su = �S0
f ,

consistent with recently proposed nonlinear extrapolation techniques.
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1. Introduction
The premixed flame stabilized in a stagnation point flow is a canonical combustion

geometry that has been extensively studied in experiments and through analytical
and numerical modelling approaches. Such laminar stagnation flames are stable and
flat, allowing them to be modelled using a one-dimensional (1-D) axisymmetric
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streamfunction approach that is an extension of planar Hiemenz flow (see Schlichting
1960; Sivashinsky 1976; Seshadri & Williams 1978). Due to advances in combustion
research over the last 30 years, the basic laminar flamelet structure is now considered
to be well-understood (Williams 2000; Law & Sung 2000). This progress was due to
advances in large activation energy asymptotic methods (e.g. Durbin 1982), and the
ability to numerically simulate flamelets with detailed chemistry and transport (e.g.
Kee et al. 1988).

Sivashinsky (1976) solved for the location of a flame in an axisymmetric potential
flow against a flat plate, and the constant axial velocity gradient that exists upstream
of the flame is equal to the strain rate, or flame stretch imposed on the flame, due to
the diverging streamlines in the flowfield (e.g. Law & Sung 2000). Experiments in jet-
wall stagnation flows show that such flames can be modelled as a dual axisymmetric
stagnation-point flow, where the first stagnation flow is towards an apparent plane
determined by the flame dilatation, and the second flow impinges on the stagnation
surface (Mendes-Lopes & Daneshyar 1985). The experimental data of Mendes–Lopes
and Daneshyar were compared to theoretical predictions using large activation energy
asymptotic methods by Eteng, Ludford & Matalon (1986) and Kim & Matalon (1988),
through fitting of the potential flow model to the strain rate just upstream of the flame
and inferring the flame speed as a fit parameter. Matalon, Cui & Bechtold (2003)
extended the hydrodynamic theory of premixed flames and included solutions that
account for variable transport properties through the flame and allow for variable
Lewis number, but this formulation has not yet been compared to experimental
data.

Including full transport and chemistry models with the 1-D hydrodynamic model
allows the detailed simulation of strained premixed flames (Kee et al. 1988). While
stagnation-point flames are widely used for estimating laminar flame speeds (e.g. Wang
et al. 2009; Chong & Hochgreb 2011), or extinction strain rates (e.g. Egolfopoulos
et al. 1997; Ji et al. 2010), relatively few comparisons of stagnation-flame simulations
and experimental profiles are available. Law and co-workers studied methane–air
flames using LDV and spontaneous Raman spectroscopy for velocity, temperature
and major-species measurements, and reported general agreement for temperature and
major species profiles when the flame location is adjusted to match the measurements
(Law et al. 1994; Sung, Liu & Law 1996b). Bergthorson and Dimotakis showed that
the 1-D model yields good agreement with experimental flame profile data if the
boundary conditions are specified in a consistent manner, if the particle velocimetry
method is modelled and if the combustion model employed predicts the flame speed
accurately (Bergthorson & Dimotakis 2006, 2007).

This paper discusses several aspects of stagnation flame hydrodynamics that have
not received previous study. Velocity profiles are measured for variable nozzle-to-
plate separation distances to determine if the stagnation flame flowfield is insensitive
to this distance, as found for non-reacting impinging laminar jets by Bergthorson
et al. (2005b). The large activation energy asymptotic model for stagnation flames
by Matalon et al. (2003) is extended to capture the experimentally observed velocity
profile upstream of the flame. The analytical model and numerical simulations are
compared to experiments where the flame strength is reduced using nitrogen dilution,
and the pressure drop through the contraction nozzle is shown to be a controlling
parameter on the resulting flowfield. The effect of varying the imposed strain rate
on experimental flames is studied for methane and ethylene flames. Comparisons
of measured and predicted velocity and CH radical profiles are used to assess
analytical model and numerical simulation predictions, and differences in measured
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and predicted flame position and reference flame speed are shown to be equivalent in
the stagnation flame geometry.

2. Experiments
Experimental studies of stagnation flames have utilized a jet-wall configuration

(e.g. Ishizuka et al. 1982; Egolfopoulos et al. 1997; Chong & Hochgreb 2011), or an
opposed-jet stagnation flow (e.g. Ishizuka & Law 1982; Wang et al. 2009; Ji et al.
2010; Veloo et al. 2010). The jet-wall configuration results in non-adiabatic flames due
to heat loss to the solid wall, while the opposed-jet configuration allows the study of
essentially adiabatic flames due to the symmetry of the dual-flame configuration. Low-
temperature stagnation walls introduce a heat sink to the flow, and for sufficiently
large degrees of cooling, and sufficiently large rates of strain, extinction will occur
(Durbin 1982; Libby & Williams 1983). Heat loss can also make the planar flame more
robust to cellular instabilities, and impinging-jet flames are found to be more stable
than those in the opposed-jet configuration (Egolfopoulos et al. 1997). Egolfopoulos
et al. (1997) found that radical recombination at the wall is unimportant for wall
temperatures below approximately 1000 K and that, even though flame extinction
is largely controlled by the heat loss to the plate, the extinction strain rate is only
weakly dependent on the wall temperature. The velocity minimum upstream of the
flame is commonly referred to as the unburned or reference flame speed, Su (e.g.
Tien & Matalon 1991; Hirasawa et al. 2002). Egolfopoulos et al. (1997) showed that
this reference flame speed, Su , is independent of the wall temperature for flames
well-separated from the wall.

The jet-wall geometry is chosen for this study due to the stability of the flames and
the precise knowledge of the stagnation-point location and its associated boundary
conditions. A schematic of the experimental apparatus is given in figure 1. Two
different experimental apparatus were used in this study, one with a central premixed
fuel-oxidizer jet with a diameter of D = 9.9 mm and the second with D = 20 mm. The
nozzle to plate separation distance, L, is varied in these studies to determine its effect
on the hydrodynamics. Nitrogen or helium is used as the co-flow gas to improve flame
stability and prevent the flame from attaching to the nozzle rim (Ishizuka et al. 1982).

The premixed gas composition of fuel, air and, in some cases, nitrogen diluent is
controlled using sonic metering valves on each supply line and monitoring the gas
flow rate concurrently using Omega FMA thermal mass flow meters. The flow meters
are calibrated using a Bios DryCal ML-500 dry piston calibrator and the resulting
uncertainty in each flow rate is 0.6 %. In experiments with the larger diameter nozzle,
the same functionality is obtained by using Brooks thermal mass flow controllers
(5851S and 5850S). The gas streams are mixed in a mixing vessel upstream of
the nozzle plenum and are seeded with micrometer-sized alumina particles for the
velocimetry measurements.

In impinging jet flows, the static pressure drop across the nozzle, or Bernoulli
pressure, �p, determines the overall flowfield (Bergthorson et al. 2005b). This static
pressure drop is measured using an electronic-capacitance manometer (BOC Edwards
W57401100) and a temperature-stabilized 1 Torr full-scale differential pressure
transducer (BOC Edwards W57011419). The differential pressure drop is used to
calculate the Bernoulli velocity

UB =

√
2�p/ρ

1 − (D/Dp)4
, (2.1)
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Figure 1. Schematic of stagnation flame experimental apparatus.

where ρ is the density of the jet fluid and Dp = 38 mm is the plenum diameter for the
D = 9.9 mm nozzle (see figure 1).

The temperature of the stagnation plate is measured using K-type thermocouples
located on the axis of the plate and the plate temperature is controlled by a valve on
the water cooling line. Plate temperatures were held constant in each experiment near
350 K to prevent condensation on the plate surface. Mass flow, Bernoulli pressure
and plate temperature data are recorded using National Instruments data acquisition
hardware.

Two simultaneous laser diagnostic techniques are utilized to perform measurements
in the stagnation flame experiments (Bergthorson, Goodwin & Dimotakis 2005a).
Particle streak velocimetry (PSV) is utilized to measure axial velocity profiles along
the nozzle centreline. Planar laser-induced fluorescence (PLIF) is used to measure
relative concentration fields of the CH radical. Particle image velocimetry (PIV)
is also used to measure two-dimensional (2-D) velocity fields in experiments with
the larger nozzle diameter. Details on the laser diagnostic techniques are presented
elsewhere and are omitted here for brevity (Bergthorson 2005; Bergthorson et al.
2005a; Bergthorson & Dimotakis 2007; Salusbury 2010).

3. Asymptotic model of stagnation flame hydrodynamics
Matalon and co-workers have developed a rigorous theory of premixed flames

in stagnation flows (Eteng et al. 1986; Kim & Matalon 1988; Tien & Matalon
1991; Matalon et al. 2003). In these studies, the flame is treated as a gasdynamic
discontinuity across which there is a jump in temperature, resulting in a drop in
density and jump in the axial velocity (Matalon & Matkowsky 1982). Stagnation
flames are subject to flame stretch due to the diverging streamlines of the stagnation
flow field. This flame stretch is generally defined as K = (1/A) [dA/dt] (Law 1988),
which reduces, in a stagnation flow, to the strain rate, or velocity gradient, in the
unburned gas upstream of the flame, K = (du/dz)u , where u is the axial velocity and z

is the distance from the wall. In this paper, the hydrodynamic length scale, Lh = S0
f /K ,
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is defined as the ratio of the laminar flame speed, S0
f , and the experimentally imposed

strain rate in the unburned gas upstream of the flame, K . The equations presented
below have been re-normalized from those in the original articles using Lh as the
fundamental length scale in the problem. These solutions are asymptotically valid
as the ratio of the flame thickness, LD = Dth/S

0
f , to the hydrodynamic length scale

becomes small, i.e. δ ≡ LD/Lh � 1, and the solution is presented as an expansion
in powers of δ. In the flames studied here, the hydrodynamic length is of the
order of 1 mm and the flame thickness is of the order 10−1 to 10−2 mm, leading to
0.05 <LD/Lh < 0.1.

The solutions are based upon a hydrodynamic model for stagnation flows that
introduces a streamfunction to reduce the axisymmetric momentum equations to
a single ordinary differential equation in the axial coordinate (see Appendix). The
potential-flow boundary condition (Williams 2000) is used in the flame sheet modelling
where the axial velocity profile becomes a linear function of distance from the virtual
stagnation point and the unburned flowfield is irrotational. The velocity in the
unburned region upstream of the flame in these models is thus given by:

uu(z)

S0
f

= − (z − a)

Lh

, (3.1)

where a is the location of the virtual stagnation point, which is obtained directly from
the unburned velocity profile and the flame location, d , as a0 = d0 − Lh for the zeroth-
order solution in δ. The solution of the differential equations solves the downstream
velocity profile and the flame location, d , subject to the imposed jump conditions in
velocity and temperature. The gasdynamic expansion across the flame sheet is given
by σ = ρu/ρb , which is equal to σ = Tb/Tu for a low-Mach number constant-pressure
flame. In this expression, Tb is the burned temperature downstream of the flame and
Tu is the unburned temperature upstream of the flame. The zeroth-order solution for
d expanded in powers of δ is shown by Eteng et al. (1986) to be

d0

Lh

=
2 σ

(σ 1/2 + 1)
, (3.2)

and thus is a function only of the temperature ratio through the flame, σ , and the
hydrodynamic length. Higher-order solutions for d are also presented in that paper,
as well as in the work of Kim & Matalon (1988) and Matalon et al. (2003), the latter
giving

d

Lh

=
d0

Lh

− LD

Lh

[
γ1 +

σ 1/2 − 1

σ 1/2 + 1
Pr λb +

σ

σ 1/2 + 1
leeff γ2

]
, (3.3)

for a flow with variable transport properties through the flame and variable Lewis
number (for details, see Matalon et al. 2003).

The flame speed into the unburned mixture, Sf , at the location of the flame sheet is

Sf = S0
f − LD K α, (3.4)

where α is the Markstein number, K is the flame stretch and S0
f is the laminar flame

speed which depends only on the mixture composition, temperature and pressure for
a chosen combustion chemistry model. The Markstein number depends only on the
gas expansion parameter, σ , the Zel’dovich number, which is the activation energy
scaled by the adiabatic flame temperature, and an effective Lewis number, which is
a weighted average of the Lewis numbers of the excess and deficient reactants that
depends on the reaction orders of the fuel and oxidizer and the equivalence ratio
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Figure 2. Comparison of zeroth-order model by Eteng et al. (1986) (dashed line) and
higher-order model by Matalon et al. (2003) (solid line) to experimental data (�) for a
Φ =0.9 CH4–air flame with a strain rate of K = 323 s−1 and L = 12 mm. The stagnation wall
is at z = 0, the nozzle at z =12 mm and the flow is from right to left. The hydrodynamic length
in these flows is Lh = (d0 − a0) = S0

f /K .

(Matalon et al. 2003). The virtual stagnation point for the higher order solution is
given by a = d − Lh + LD α.

With the flame and virtual stagnation point locations thus determined, the cold flow
profile is fully specified with knowledge of the velocity gradient in the cold region,
(du/dz)u . The velocity profile downstream of the flame in the burned region of the
flow is given by

ub,0(z)

S0
f

= −
[
σ 1/2 z

Lh

− 1

4

σ − 1

σ

(
z

Lh

)2
]

(3.5)

to leading order (Eteng et al. 1986), and by

ub(z)

S0
f

=
ub,0(z)

S0
f

+
1

8

LD

Lh

σ − 1

σ 2

(
Prλb − 1

2
σ leeff γ2

) (
z

Lh

)2

(3.6)

using higher order theory (Matalon et al. 2003). The hydrodynamic model captures
the vorticity produced due to the baroclinic generation mechanism across the flame
sheet that results in rotational flow downstream of the flame even though the upstream
flow is irrotational.

Figure 2 compares the zeroth-order solution to the hydrodynamic flame model
from Eteng et al. (1986) and the higher-order model by Matalon et al. (2003) to
an experimental methane flame velocity profile at an equivalence ratio of Φ = 0.9
and a separation distance of L = 12 mm. Flow is towards the plate in this geometry,
resulting in negative velocities for the choice of the coordinate system used here (z =0
at the wall). For convenience, −u is plotted in all the figures in this paper to make
the profiles positive. The only inputs to these models are the laminar flame speed,
the temperature-dependent thermal conductivity, which is assumed to vary as T 1/2,
the transport properties for the fuel and oxidizer that determine the Prandtl number
and effective Lewis numbers, the temperature ratio across the flame, σ , the activation
energy of the mixture, the reaction orders for the fuel and oxidizer and the velocity
gradient upstream of the flame. The laminar flame speed for this slightly lean methane–
air flame is S0

f = 33.7 cm s−1, calculated with the Cantera software package (Goodwin
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2003) using the idealized model for an adiabatic, zero-stretch, 1-D flame (Grcar et al.
1986) and the GRI-Mech 3.0 combustion model (Smith et al. 1999). The transport
properties are determined using Cantera and the GRI-Mech 3.0 chemical kinetic and
transport model and the temperature ratio across the flame is taken to be σ = Tad/Tu ,
where the burned temperature is the adiabatic flame temperature, Tad = 2134 K,
calculated by an equilibrium thermodynamic calculation based on the unburned
composition, pressure and temperature. The activation energy is 48.4 kcal mol−1 and
the reaction orders are a = − 0.3 for methane and b = 1.3 for oxygen in methane–air
flames (Westbrook & Dryer 1981). Therefore, the only adjustable parameter in this
model is the unburned velocity gradient, K = 323 s−1, which is taken from a fit to the
experimental data upstream of the flame in this preliminary implementation.

The zeroth-order solution has a flame velocity towards the unburned gas equal
to the laminar flame speed of this methane–air mixture. The higher order solution
of Matalon et al. (2003) reduces the flame speed due to the imposed flame stretch
and the flame standoff distance is also reduced (see figure 2). Including variable
transport properties leads to a first-order correction term in the standoff distance
that is approximately 2.5 times larger than in the earlier model of Eteng et al. (1986).
However, the predicted flame standoff distance is still larger than that experimentally
measured (see figure 2). The reduction in the d value from the zeroth-order solution is
primarily governed by the difference between the Sf and S0

f values normalized by the
strain rate, K , leading to the cold flow profiles nearly collapsing with the difference
in the location of the virtual stagnation point of the zeroth-order and first-order
solutions being 0.1 mm (see figure 2). The velocity gradient in the post-flame region is
accurately predicted by the model and is found to be controlled by the dominant term
in the zeroth-order solution as σ 1/2 (du/dz)u . The use of the potential flow solution
for the cold velocity profile captures the observed shape of the experimental profile
only for a short distance (2–3 mm) upstream of the flame and cannot capture the
transition from a free jet (no gradient) to a stagnation flow (constant gradient) at a
distance between 5 and 10 mm in figure 2, which corresponds to approximately 0.3
and 0.8D from the experimentally observed virtual stagnation point, a.

4. Extended analytical model of stagnation flame hydrodynamics
Velocity profiles in cold impinging jets are found to collapse for different values of

the nozzle-to-plate separation distance, L, when normalized by the Bernoulli velocity,
UB (Bergthorson et al. 2005b). In order to assess the effect of this separation distance
on premixed stagnation flames, experiments were performed for slightly lean (Φ =0.9)
methane–air flames at constant UB for different L values and the results are presented
in figure 3. At constant UB , the measured velocity profiles collapse independent of
L/D as found for non-reacting impinging jets. Also included in figure 3 is the error
function velocity profile that represents the non-reacting impinging-jet flow at the
equivalent jet Reynolds number (Bergthorson et al. 2005b). The ignition of the flame
results in the introduction of a virtual stagnation point that shifts the cold portion
of the flow profile; however, the strain rate, K = (du/dz)u , upstream of the flame is
unchanged. For smaller values of L, a velocity deficit and gradient are established at
the nozzle exit such that the profiles match those for larger separations.

In non-reacting flows for values of L/D � 0.4, the stagnation pressure field will
extend from the wall into the nozzle interior and begin to influence the acceleration
of the flow within the nozzle contraction, leading to deviations from the self-similar
profile (Bergthorson et al. 2005b). In a reacting stagnation flame, it is the distance
from the nozzle to the virtual stagnation point that will determine whether the flow
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Figure 4. Schematic of the hydrodynamic model for stagnation flames generated from
contraction nozzles (adapted from Matalon et al. 2003).

is self-similar. Thus, the nozzle-to-plate separation distance, L, is not an important
parameter in these flames for (L − a) /D � 0.4, as confirmed by the results in figure 3
where the profiles are seen to be self-similar for the experiment at L/D = 0.6, where
(L − a) /D ≈ 0.39. For (L − a) /D � 0.4, the flame strain rate and resulting flame
speed and location depend only on the imposed nozzle pressure drop and resulting UB .

The stagnation flame hydrodynamic model by Matalon and co-workers can be
extended based upon these new experimental results for jet-wall stagnation flames
and analysis of the flowfield of non-reacting impinging laminar jets (Bergthorson et al.
2005b) to describe the entire flowfield of stagnation flames generated using contraction
nozzles, as depicted in figure 4. This model is based upon that of Matalon et al. (2003)
with the addition of the free jet and transition regions to the jet flow upstream of the
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flame. The cold flow in the unburned region is well-described by the error function
model developed for cold impinging jet flows (Bergthorson et al. 2005b)

uu,erf (z) = UB erf
[αerf

D
(z − aerf )

]
, (4.1)

where αerf is a non-dimensional parameter that determines the gradient and width of
the error function profile and D is the nozzle diameter in the experiments. Bergthorson
et al. (2005b) found that the αerf parameter is a function of Reynolds number,
Re = ρUBD/µ, given by αerf (Re) = 1.775 + 153/Re over the range 400 < Re < 1400
with the numerical constants determined by least-squares fitting of the data. The
virtual stagnation point for the error function, aerf , is found by equating the cold-flow
velocity profile to the flame speed, Sf , at the flame standoff distance, d , found from the
higher order hydrodynamic model discussed above. Therefore, the cold-flow velocity
profile is fully determined by the Bernoulli velocity, UB , imposed upon the flame due
to the dependence of αerf on UB .

The cold-flow error-function velocity profile allows the strain rate in the unburned
region upstream of the flame to be determined from knowledge of the Bernoulli
velocity. The velocity gradient of the error function model for the cold flow is
described by a Gaussian, and thus there is not a unique strain rate to extract from the
profile. In this work, the strain rate is determined by averaging the velocity gradient
over a region from the flame location, d , to a point 30 diffusion lengths, LD , upstream
of the flame for methane–air flames and 40LD for the ethylene–air flames discussed
in this paper, which correspond to approximately 2 mm in both cases due to the
smaller LD value for ethylene flames. The chosen empirical constants lead to values
of the strain rate that approximately match the values found from linear fits to the
experimental velocity profiles and thus there is good agreement between the models
and experiment. This method eliminates the need to fit experimental flame profiles
to determine the flame location and velocity profiles from the analytical model, and
thus the only communication between the analytical model and experiment is the
measured Bernoulli velocity.

At the flame sheet location, d , the flow velocity rapidly increases as the density
drops and the streamline curvature increases. The hot flow undergoes a secondary
stagnation flow against the cold wall that is given by (3.6). However, this secondary
stagnation flow is displaced away from the stagnation surface due to the presence of
the viscous boundary layer at the wall. The viscous wall boundary-layer displacement
thickness is given by (see Bergthorson et al. 2005b, Appendix B)

δw = 0.80

√
ν

(du/dz)b
, (4.2)

where the constant of 0.80 is determined by fitting the non-dimensionalized solution
to the axisymmetric Hiemenz flow equations, ν is the kinematic viscosity of the gas
and (du/dz)b is the velocity gradient in the near-wall region. Due to the temperature
gradient near the cold wall, held near 350 K in the experiments discussed here, the
viscosity is set to its value in the unburned (cold) region of the gas. The velocity
gradient can be determined from the solution of the hydrodynamic flame sheet
equations to leading order as (du/dz)b = σ 1/2 (du/dz)u . In the extended flame model
presented in this paper, the wall boundary-layer displacement thickness is used to
shift the entire flow profile upstream.

The flame sheet models treat the flame as a hydrodynamic discontinuity. In the
actual flow, the finite flame thickness results in a smooth transition from the unburned
to burned velocity profiles. Tien & Matalon (1991) show that this transition arises
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Figure 5. Comparison of analytical model by Matalon et al. (2003) (dashed line) with the
extended model described in this paper (solid line) to experimental methane–air flame data
(�) at Φ = 0.9 and a measured Bernoulli velocity of UB = 1.7 m s−1.

primarily from the finite thickness of the temperature and density profiles. Their
formulation is used to smooth the velocity profiles from the cold to hot region.
In their method, they solve for the mass flux through the flame, M = ρu. The
axial velocity across the flame is given by u(z) = M(z)/ρ(z) = [M(z)/ρu ] [ρu/ρ(z)] =
[M(z)/ρu ] [T(z)/Tu ], where T(z)/Tu = Tb/Tu = σ for z < d in the burned region, as
above, and

T(z)

Tu

=
Tu(z)

Tu

= 1 + q exp−ζ +2δ[(1 + q) ln(1 + q) exp−ζ −(1 + q exp−ζ )

× ln(1 + q exp−ζ ) − (1 − α)qζ exp−ζ −qζ 2 exp−ζ /2 − q exp−ζ I(ζ )] (4.3)

for z >d in the unburned region of the flow. In this expression, ζ = (z − d) /LD

is the distance from the flame sheet location scaled by the diffusion length,
q = σ − 1 is the normalized amount of heat released within the flame and

I (ζ ) =
∫ 0

−ζ
ln

(
1 + q expζ

)
dζ (Tien & Matalon 1991). Therefore, in the present paper,

the upstream flowfield of the extended analytical model has been adjusted to be

uu(z) =

{
uu,erf (z − δw) + LDK ln

[
1 + q exp

(
z − d − δw

LD

)]}
Tu(z)

Tu

, (4.4)

which captures the preheat region of the flame where the velocity profile smoothly
increases from the unburned to burned flow region.

A comparison of the model by Matalon et al. (2003) and the extension described
in this paper that employs the cold flow error function velocity profile, the wall
displacement thickness and the model of the preheat zone by Tien & Matalon (1991)
are both presented in figure 5. The use of the cold flow error function eliminates the
need to fit the velocity profile, replacing the strain rate as the model input parameter
with the Bernoulli velocity, and is seen to capture the shape of the unburned region of
the flow very accurately. Moreover, the use of the wall boundary-layer displacement
thickness results in slightly improved agreement in the experimental and modelled
velocity profiles in the burned region. The smoothing of the profiles in the flame
region using the Tien & Matalon (1991) model captures the smooth flow profile in
the unburned portion of the reaction zone that results in a velocity minimum upstream
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Figure 6. Comparison of extended analytical model using σ = 7.11 (dashed line) and σeff =

6.03 (solid line) to experimental methane–air flame data (�) at Φ = 0.9 and UB = 1.16 m s−1.

of the flame. Figure 5 demonstrates that this velocity minimum upstream of the flame
is determined by the flame speed, the imposed strain rate and the flame thickness.

As is observed in figures 2 and 5, the predicted flame standoff distance is higher
than observed in experiment. The zeroth-order solution to the standoff distance
depends only on the flame expansion parameter, σ , and the hydrodynamic length,
Lh = S0

f /K (see (3.2)). In jet-wall stagnation flames, such as those discussed in this
paper, the heat loss to the cold stagnation wall creates a thermal boundary layer
that reduces the overall dilatation in the flowfield compared to that which would
result under the adiabatic conditions assumed in the analytical model. In previous
comparisons of experimental data to the analytical model, the measured maximum
temperature was used to determine the burned temperature, Tb , required to calculate
σ , leading to reasonable agreement in the predicted flame standoff distance (Eteng
et al. 1986). Detailed simulation results are available for the flames studied in this
paper, calculated using a streamfunction model for the hydrodynamics and detailed
chemistry and transport properties (see next section). In order to calculate an effective
gas expansion parameter for these flames, σeff , the first moment of the temperature
profile is obtained from the detailed numerical simulations by integrating from the
cold wall to the maximum temperature location and normalizing by Tu . The results
of the model using the two different flame expansion parameters are compared to
experiment for a stoichiometric methane flame at a large flame standoff distance in
figure 6. Using a reduced value of the flame expansion parameter brings the pre-
dicted flame location into excellent agreement with experiment; however, the post-
flame velocity gradient is slightly underpredicted. This is consistent with the previous
results presented in Eteng et al. (1986), where the flame standoff location was
accurately predicted but the post-flame velocity profile lies under the measured data.
The reference flame speed values are changed by less than 0.3 % when σeff is used
in place of σ , showing that the predicted Su value is insensitive to the value of the
gas expansion parameter. It is of interest to compare the predictions of the analytical
model to experiment and detailed simulations with as few adjustable parameters as
possible, and thus the adiabatic flame temperature will be used as Tb in the subsequent
figures unless specified otherwise.

This new formulation of the analytical model, as well as detailed numerical
simulations, will be compared to experimental results with varying nitrogen dilution
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and imposed strain rates, or UB , for methane- and ethylene–air flames in the following
section.

5. Validation of analytical model and numerical simulations
The extended analytical model developed in this paper is validated against

experimental data for methane and ethylene flames for different flame strengths and
strain rates. The results of 1-D numerical simulations relying on a similar axisymmetric
hydrodynamic streamfunction model for stagnation flames, but incorporating detailed
chemistry, thermodynamic and transport models, are also validated against the
experimental data. A detailed discussion of the numerical simulation approach is
described in previous papers (Bergthorson et al. 2005a; Bergthorson & Dimotakis
2007) and in the Appendix. The simulations use a multi-component transport model
(Kee, Coltrin & Glarborg 2003), and the GRI-Mech 3.0 (Smith et al. 1999), San Diego
mechanism (2005, hereafter referred to as SD2005) and Davis, Law & Wang (1999,
hereafter referred to as DLW99) chemical-kinetic models. The Cantera simulations
require that the inlet composition, inlet temperature and stagnation-wall temperature
be specified (Kee et al. 2003). All necessary boundary conditions in the simulations are
specified from experimental measurements, except that a no-flux (multi-component)
boundary condition for species is assumed at the wall. A chemically-inert boundary
condition is found to be appropriate for the cold wall temperatures used in this study
(Egolfopoulos et al. 1997). The heat flux to the stagnation wall is accurately modelled
in this approach, as the measured wall temperature is specified as a boundary
condition in the numerical simulations. These simulations are able to accurately
predict the measured velocity profiles, as well as the Su and flame location, zf , values,
under conditions where the laminar flame speed predicted by the chemical-kinetic
model is in agreement with experimental data (Bergthorson & Dimotakis 2007).
The flame location, zf , is specified as the location of the peak of the CH-radical
profile, zCH, obtained from numerical simulations and the experimental CH PLIF
measurements.

The velocity and velocity gradient must be specified at the inlet of the simulation
domain, z = 
, in this formulation, where 
 is a suitably chosen point upstream of
the flame. The velocity, u(
), and velocity gradient, u′(
), are obtained from parabolic
fits to the cold flow data upstream of the flame, minimizing errors in specifying
these boundary conditions. A value of 
 = 6 mm is used in the simulations in this
section and simulation predictions are not sensitive to the choice of 
 when a
parabolic fit is used (see Appendix). In order to accurately compare the simulations
with the velocimetry measurements, the experimental technique is modelled. The
motion of a representative seeding particle through the flame is solved using a
Lagrangian technique, accounting for particle inertia and thermophoresis (Sung, Law
& Axelbaum 1994; Sung et al. 1996a), and yields the particle velocity profile. The
resulting position–time record is then post-processed using the same methodology as
in the PSV technique to estimate the modelled-particle-tracking (modelled-PT) profile
(Bergthorson & Dimotakis 2006). The modelled-PT profile therefore accounts for
particle inertia, thermophoretic and finite particle track interval effects. The approach
used here is to simulate the experiment and its corresponding systematic uncertainties
in order to allow direct comparison of model predictions with the experimental data,
instead of attempting to correct the experimental profiles for the systematic effects.
This manner of directly comparing numerical simulations to experimental data is an
example of the ‘paradigm shift’ promoted by Connelly et al. (2009).
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Figure 7. Comparison of stoichiometric methane–air flame data (symbols) to modelled-PT
profiles from numerical simulations (lines) using GRI-Mech 3.0 for varying levels of
nitrogen dilution (Φ = 1.0). Oxygen content in the air of: 21.0% (� and solid line),
20.5% (� and dashed line), 20.0 % (+ and dash-dotted line), 19.5 % (× and dot line) and
19.0% (� and solid line). Horizontal line between z = 8 and 9 mm indicates UB value.

5.1. Variation of flame strength through dilution

The addition of an inert diluent to a premixed flame will simultaneously reduce
the gas expansion parameter, σ , and the laminar flame speed, S0

f . This technique is
used in this study in order to study the hydrodynamics of these flows for different
flame strengths and to simultaneously validate the analytical model and numerical
simulations. The level of dilution is presented as the molar percentage of the air
(oxygen and nitrogen) that is made up of oxygen.

The detailed numerical simulations are compared to experimental data for
stoichiometric methane flames with oxygen concentrations from 21 % (regular air)
to 19 % in figure 7. Modelled-PT profiles are compared to experiments and the
simulations are performed using the GRI-Mech 3.0 model. The simulated results
show good agreement with experiment in each case, with the simulated profiles falling
slightly above the experimental measurements. The Bernoulli velocity is constant in
these experiments to within 1 %. With increasing dilution, the laminar flame speed
and the temperature of the burned gas, and thus σ = Tb/Tu , are reduced which
results in a decrease in the flame standoff distance from the stagnation wall. The
strain rate, (du/dz)u , upstream of the flame varies by less than 2.5 % for constant
Bernoulli velocity. This is evident from the parallel nature of the curves upstream
of the flame and the collapse of the profiles in the near-wall region. The velocity
profiles collapse in the burned region because this profile is determined by the strain
rate upstream of the flame, which is constant for constant Bernoulli velocity, and
the gas expansion parameter (see (3.5)). Figure 7 also highlights the importance of
specifying the velocity boundary conditions for simulations from fits to the velocity
data. For these five flames, the velocity profiles and actual nozzle-exit velocities are
very different from each other due to the different flame stand-off distances, even
though the UB values are held constant.

A comparison of the velocity profiles predicted using the analytical model with
σeff to experiment is given in figure 8. The reference flame speeds are adjusted by
approximately 0.3 % when σeff is used in place of σ . The Markstein number, α, varies
for these diluted flames from 4.5 at 21 % O2 to 4.4 at 19 % O2. The accurate prediction
of flame location and reference flame speed for the non-diluted flame is visible, but
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Figure 8. Comparison of stoichiometric methane–air flame profiles (symbols) to analytical
model (lines) using σeff for varying levels of nitrogen dilution (Φ = 1.0). Oxygen content
in the air of: 21.0% (� and solid line), 20.5 % (dashed line), 20.0 % (dash-dotted line),
19.5 % (dotted line) and 19.0 % (� and solid line). Only the non-diluted and highest-dilution
experimental profiles are included for clarity.

larger error in the predicted flame location can be seen for smaller d values which
are associated with higher dilution levels. This is expected as the non-dimensional
parameter, LD/Lh , increases as d decreases, making the assumption that LD/Lh � 1
less valid. Use of σeff in the analytical model, however, prevents the collapse of the
post-flame velocity profiles, and the associated velocity gradient, that is observed both
in experiment and in detailed simulations in figure 7. The extended analytical model
predicts that, for constant UB , the velocity profiles will be a family of curves with
decreasing virtual stagnation points as the dilution level is increased, as is observed
(compare figures 7 and 8). The fact that the strain rate depends only on the imposed
Bernoulli velocity, and not the flame speed, flame position or the nozzle to plate
separation distance (see figures 3, 7 and 8) has important implications for extinction
strain rate studies where uncertainty in the upstream velocity boundary conditions in
numerical simulations leads to large uncertainties in the predicted extinction strain
rates (e.g. Ji et al. 2010).

5.2. Variation of strain rate for methane and ethylene flames

Another important parameter in stagnation flame studies is the strain rate, K , imposed
upon the flame. This parameter is varied in the experiments by directing a larger
portion of the premixed gas stream to the nozzle, resulting in a higher jet velocity, and
UB , that pushes the flame towards the stagnation wall. Lean, stoichiometric and rich
flames of methane, ethane and ethylene have been studied over the range of strain
rates for which flames can be stabilized in this geometry (see Bergthorson 2005). For
low jet velocities, the flames will stabilize on the nozzle rim (Ishizuka et al. 1982) and
will not be well-represented by the stagnation flow model relied on in this work. At
large jet velocities, the strain rate will exceed the extinction strain rate and the flame
will be extinguished.

To illustrate the effect of strain rate, experimental data and modelled-PT profiles
obtained from the simulations are compared for slightly-lean methane flames in
figure 9. The simulated profiles lie slightly above the data in the post-flame region in
all cases, indicating that the flame speed predicted by GRI-Mech 3.0 is slightly higher
than observed in the experiments. Small velocity differences upstream of the flame
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Figure 9. Lean (Φ = 0.9) methane–air profiles for variable imposed strain rate. PSV
data indicated with symbols, and modelled-PT profiles from numerical simulations using
GRI-Mech 3.0 shown with curves for strain rates, (du/dz)u , of: 218 s−1 (� and solid line),
236 s−1 (� and dashed line), 270 s−1 (+ and dash-dotted line), 325 s−1 (× and dotted line) and
370 s−1 (� and solid line). Horizontal lines between z = 8 and 9 mm indicate UB values.
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Figure 10. Reference flame speeds from measurements (+), numerical simulations (�),
extended analytical model results (�) and model by Tien & Matalon (1991) (solid line)
for lean methane–air flames, Φ = 0.9, at variable strain rates. Laminar flame speed (�) at
K = 0 and the Sf values (�) are also included for reference.

are magnified in the post-flame region because of the large drop in density across
the flame that results from the combustion heat release, allowing sensitive assessment
of the model performance (Bergthorson & Dimotakis 2006). The level of agreement
between simulation and experiment for variable strain rate is consistent, indicating
that the hydrodynamic model can capture this effect if the flame speed is accurately
predicted by the chemistry model employed.

A summary of predicted and measured flame speeds and position data are presented
in figures 10 and 11, respectively. The laminar flame speed for this Φ = 0.9 methane–
air flame is calculated using Cantera and the GRI-Mech 3.0 chemistry model to be
33.7 cm s−1 and the adiabatic flame temperature is 2134 K. As the flow rate to the
nozzle is increased, the Bernoulli velocity increases and the flame is pushed towards the
stagnation wall (see figure 9). The numerical simulation values are slightly higher than
experiment in all cases, consistent with the profile comparisons shown in figure 9. The
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Figure 11. Flame positions from measurements (+), numerical simulations (�) and extended
analytical model results (�) for lean methane–air flames, Φ = 0.9, at variable strain rates.

analytical model results are slightly below the experimental values, with the predicted
variation in Su with strain rate being slightly weaker than observed in the experiment
and detailed numerical simulations. Also included in figure 10 is the prediction of Su

versus strain using the model by Tien & Matalon (1991), which shows a nonlinear
variation of the reference flame speed with strain rate and falls below the experimental
measurements. The slight difference between the solid model curve and the discrete
analytical model points results from the use of a linear cold velocity profile in the
Tien & Matalon (1991) curve and the error function model in the present paper.

A decrease in the flame speed, Sf , with increasing strain rate is observed in
the model through the flame speed equation for the positive Markstein numbers
associated with all flames in this study (see (3.4)). The Markstein number for these
slightly lean methane flames is 4.1, and the linear decrease of Sf with increasing K

is clearly visible in figure 10. In contrast, the observed velocity minima upstream of
the flame, Su , increase with increasing strain rate (see figures 9 and 10). For all of
the flames studied in this paper and in Bergthorson (2005), increasing strain rate
results in increased unburned reference flame speed, Su . This is in accord with the
discussion by Tien & Matalon (1991), who showed that while the flame speed decreases
with increasing strain for stoichiometric methane–air flames, the velocity minimum
increases due to the effect of the temperature and density profiles. The flame thickness
is fairly constant for large changes in flame strain rate (Tien & Matalon 1991), and
thus the temperature profile acts as a low-pass filter that smoothes the transition from
the unburned to burned velocity profiles (see, for example, figure 5). The steepening
gradients as strain rate is increased are averaged out and the result is an increase in
Su while the flame speed, Sf , decreases. The shallower slope of the Su versus K curve
predicted by the analytical model is likely due to an underprediction of the actual
thickness of the preheat zone observed in the experimental and simulated flames.

Recently, Egolfopoulos and co-workers have developed a method for determining
the laminar flame speed from stretched flame speed data that involves a nonlinear
extrapolation technique (Wang et al. 2009; Ji et al. 2010; Veloo et al. 2010). Numerical
simulations using a formulation similar to that in this study are used to simulate the
effect of stretch on the reference flame speed, Su , from strain rates of the order
of 60 s−1, below which heat loss to the upstream boundary introduces additional
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uncertainty, to values above the highest strain data available (Wang et al. 2009). The
simulated values of Su versus K are nearly linear over this strain rate range, but
the intercept of a linear extrapolation would lie above the laminar flame speed that
is predicted by the same combustion chemistry model used to simulate the strained
Su values (Wang et al. 2009), as seen in the current results in figure 10. Therefore,
these authors fit a high-order polynomial to the simulated data that passes through
the simulated Su values and the laminar flame speed, S0

f . This polynomial shows a
nonlinear variation in the region from K =0 to between K =60 and K = 150 s−1,
depending on the strength of the flames studied (Wang et al. 2009; Ji et al. 2010; Veloo
et al. 2010). In order to find the laminar flame speed value from the experimental
data, the high-order polynomial is shifted vertically until the simulated Su values
at each strain rate fit the experimental data in a least-squares sense. The vertical
shift of the polynomial is justified because the shape of the simulated Su versus K

curve is not strongly affected by changes in key reaction rates or fuel and oxygen
diffusivity (Wang et al. 2009), the actual value of the predicted laminar flame speed
(Ji et al. 2010) or the details of the chemistry model used (Veloo et al. 2010). These
authors also suggest that the use of detailed simulations including full kinetics and
transport will provide a more accurate prediction of the variation of Su with strain
rate. This is confirmed by the results of figure 10, where the numerical simulations
are seen to predict the same variation of Su with K as observed in experiment, which
is steeper than that predicted by the analytical model. The use of a vertical shift
of a nonlinear extrapolation function to determine the laminar flame speed relies
on an assumption that differences between simulated and measured reference flame
speeds, �Su =

(
Su,sim − Su,exp

)
, are equal to differences between the simulated and

true laminar flame speeds, �S0
f =

(
S0

f ,sim − S0
f ,true

)
.

In figure 11, the analytical model is seen to capture the variation in the flame
position as the Bernoulli velocity increases, but the values are consistently higher
than experiment, as discussed previously. The only model parameter that is varied
for the five model profiles is UB . The simulated results are in close agreement with,
but slightly larger than, the experimental measurements, consistent with the results
for the Su values in figure 10.

Lean ethylene–air experimental data for increasing UB and strain rate are compared
to numerical simulations using the DLW99 mechanism in figure 12. It can be observed
that the flame speed predicted by the DLW99 model is lower than that observed
experimentally for these lean ethylene flames, with the simulated flame profiles falling
below those experimentally measured. The largest deviations are observed near the
velocity maxima in the burned region due to the amplification of small differences in
the upstream values due to the heat release, as discussed previously. The simulated
velocity profiles are constrained by the fixed velocity and velocity gradient value at
the simulation inlet, z = 
, causing the differences between predicted and observed
flame speeds to be manifested in different locations and values of the velocity minima
upstream of the flame and deviations in the post-flame velocity profiles. The simulated
flame for the highest strain case is significantly weaker than experimentally measured,
indicating that the model is predicting near-extinction conditions earlier than observed
in the data. However, the data for the highest strain-rate flame also shows that the
Su value is not increasing with strain as for the other four flames, indicating that
the reference flame speed for this flame is being affected by heat loss to the wall,
unlike the results for flames well-separated from the wall. The DLW99 model predicts
a laminar flame speed of S0

f = 35.2 cm s−1 for these lean ethylene flames at Φ = 0.7.
In contrast, the SD2005 model predicts a laminar flame speed of S0

f = 40.7 cm s−1 at
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Figure 12. Lean (Φ =0.7) ethylene–air profiles for variable imposed strain rate. PSV data
indicated with symbols, and modelled-PT profiles from numerical simulations using DLW99
mechanism shown with curves for strain rates, (du/dz)u , of: 251 s−1 (� and solid line),
285 s−1 (� and dashed line), 328 s−1 (+ and dash-dotted line), 370 s−1 (× and dotted line) and
492 s−1 (� and solid line). Horizontal lines between z = 8 and 9 mm indicate UB values.
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Figure 13. Lean (Φ =0.7) ethylene–air profiles for variable imposed strain rate. PSV data
indicated with symbols, and modelled-PT profiles from numerical simulations using the
SD2005 mechanism shown with curves. Legend as in figure 12.

Φ = 0.7 for ethylene–air flames and modelled-PT velocity profiles using this model
are in close agreement with experimental data, as shown in figure 13, with post-flame
velocity profiles falling slightly above the data.

Figures 14 and 15, respectively, show a comparison of modelled and simulated
flame speeds and positions to experimental data. In the model results for ethylene
flames, the transport properties and adiabatic flame temperature, Tad = 1997 K, are
calculated using Cantera and the GRI-Mech 3.0 mechanism. The activation energy is
30 kcal mol−1 and the reaction orders are a =0.1 for ethylene and b = 1.65 for oxygen
in ethylene–air flames (Westbrook & Dryer 1981). The resulting Markstein number
for these lean ethylene flames is 4.49. In figure 14, it is observed that the higher laminar
flame speed predicted by the San Diego mechanism leads to better agreement with
experiment for flames at all strain rates for both the analytical model and numerical
simulation results, with the simulated values falling above the analytical model values
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Figure 14. Reference flame speeds from measurements (+), numerical simulations using
SD2005 (�) and DLW99 (�) chemistry models, extended analytical model results using
SD2005 (�) and DLW99 (�) models and model by Tien & Matalon (1991) using SD2005
(solid line) and DLW99 (dash dotted line) models for lean ethylene–air flames, Φ = 0.7, at
variable strain rates. Simulated laminar flame speed values using the respective mechanisms
are also included for reference.
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Figure 15. Flame positions from measurements (+), numerical simulations using SD2005 (�)
and DLW99 (�) chemistry models and extended analytical model results using SD2005 (�)
and DLW99 (�) models for lean ethylene–air flames, Φ = 0.7, at variable strain rates.

as discussed for methane flames and shown in figure 10. The observed variation of
Su with strain rate is well-captured by the detailed numerical simulations, while the
predicted trend is weaker in the analytical model results. The predicted flame speed
for the highest strain case is significantly lower than measured, due to the fact that
the DLW99 model is predicting a near-extinction flame, as discussed previously in the
context of figure 12. The SD2005 model predicts flames that are in good agreement
with experiment in both figures 13 and 14, except for the highest-strain case. The
highest-strain experimental flame is being affected by wall heat-loss, and this effect
is over-predicted by the DLW99 model and under-predicted by the SD2005 model,
consistent with the fact that they under- and slightly over-predict, respectively, the
flame speeds observed in experiment.

The predicted flame positions using SD2005 are upstream of measurements for
the analytical model and in good agreement with the data for the simulations (see
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figure 15) as found for methane flames (cf. figure 11). The numerically simulated
values of the flame position are downstream of the measurements using the DLW99
model, while the analytical model values are close to the experimental data due to a
fortuitous cancellation of errors.

A similar level of agreement between simulation and experiment for both methane
and ethylene flames of various strain rates indicates that the 1-D hydrodynamic
equations and combustion chemistry models used in the numerical simulations
accurately account for this effect when the boundary conditions are specified from
parabolic fits to the cold-flow portion of the data (see Appendix). The results presented
here and additional results by Bergthorson (2005) show that the imposed strain
rate is not a factor in determining the relative agreement between simulations and
experiment for the range of strain rates achievable in the jet-wall geometry. This
result is important, as it indicates that a comparison of a single experimental profile
with numerical simulation is sufficient to assess the prediction of the flame speed by
a specific combustion chemistry model. If the predicted laminar flame speed is in
agreement with the true laminar flame speed of the mixture, the experimental and
simulated profiles will collapse. Deviation of the prediction from the true laminar
flame speed leads to disagreement throughout the profile, which can be quantified
using the values of the velocity minima, Su , velocity maxima or flame location, as
discussed in the next section.

5.3. Quantitative assessment of model and simulation performance

Such experiments provide detailed velocity and species profile data that can be
compared with model predictions. Comparisons of experimental and simulated
velocity profiles for methane, ethane and ethylene flames under lean, stoichiometric
and rich conditions are available elsewhere (Bergthorson & Dimotakis 2007) and
provide a visual means of validating the predictions of different models. However, it
is desirable that specific quantitative measures be extracted from such profiles to be
used as validation or optimization targets for chemical kinetic models.

Variations between experimental data at multiple equivalence ratios using a
selection of chemistry models were previously quantified by comparing the difference
between measured and predicted CH-layer locations (Bergthorson et al. 2005a;
Bergthorson & Dimotakis 2007). The difference between simulated (sim) and
experimental (exp) CH peak locations, �zCH = zCH,sim − zCH,exp , is normalized by
the simulated CH-layer thickness, δCH, calculated using the SD2005 model at
stoichiometric conditions. The CH-layer thickness has a value of δCH ≈ 2LD for
stoichiometric methane- and ethylene–air flames and is not sensitive to the choice of
chemistry model used, indicating that the width of the CH-layer at Φ = 1 is controlled
by the diffusion of radicals upstream and downstream from the narrow location at
which they are produced within the flame.

One quantity that has been extensively used in combustion model validation is the
laminar flame speed, which cannot be measured directly and requires that multiple
strained flame measurements be extrapolated to zero stretch (see Tien & Matalon
(1991); Hirasawa et al. (2002); Wang et al. (2009); Ji et al. (2010); Veloo et al.
(2010); Chong & Hochgreb (2011) and references therein). Uncertainties arise in these
extrapolations depending on whether linear or nonlinear techniques are used, and
these uncertainties can be as high as 20 % under rich conditions (Ji et al. 2010). In this
work, the reference flame speed, Su , can be modelled directly, thereby alleviating the
need for such extrapolations. As discussed above, the numerical simulations accurately
predict the variation of the Su values with strain rate (Wang et al. 2009; Ji et al. 2010;
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Figure 16. Measured and computed velocity and CH radical profiles for a diluted (17% O2)
Φ = 1.0 ethylene flame using GRI-Mech 3.0. PSV data (�), simulated fluid velocity (dashed
line), modelled-PT profile (solid line), PLIF data (solid line) and simulated CH profile (dashed
line) are included.

Veloo et al. 2010), and therefore differences in reference flame speeds from experiment
and simulation are directly proportional to the differences between the true laminar
flame speed of the mixture and that predicted by the combustion chemistry model
used in the numerical simulations, �Su = �S0

f . The direct comparison of detailed
model predictions that account for the systematic effects inherent in any experimental
measurement technique can result in reduced experimental uncertainty when
comparing numerical models to experiment, as demonstrated by Connelly et al. (2009).

Figure 16 shows a comparison between data and simulation for a diluted
stoichiometric ethylene flame using GRI-Mech 3.0. GRI-Mech 3.0 was not developed
to model ethylene kinetics and predicts a flame speed that is significantly higher
than measured, resulting in a simulated flame that is upstream of the measurements.
This example was specifically chosen because of the clear discrepancies exhibited
between simulated and experimental profiles. The difference between simulation and
experiment in these flames can be quantified by the difference in reference flame
speeds, �Su = Su,sim − Su,exp , or the difference in CH-radical profile peak locations,
�zCH = zCH,sim − zCH,exp , as shown in figure 16. Differences in the maximum velocity
downstream of the flame could also be used, but these contain higher uncertainty due
to the need for thermophoretic and velocimetry-resolution corrections to simulated
velocity profiles in this region (see figure 16 and Bergthorson & Dimotakis (2006)).

In the stagnation-flame geometry, differences in flame position and flame speed
are directly correlated. The strain rate of the flow is the velocity gradient directly
upstream of the flame, (du/dz)u . As the velocity profile just upstream of the flame
is well approximated by a linear gradient, differences in flame, or zCH, position and
flame speed can be related through

�Su ≈ (du/dz)u �zCH. (5.1)

The analytical model of Matalon and co-workers also shows a linear dependence
of the flame position on the flame speed, as d is scaled by the hydrodynamic
length, Lh , which is defined as the ratio of the flame speed to the velocity gradient
upstream of the flame, i.e. Lh = S0

f /K . Figure 17 shows the normalized differences
between numerical simulation predictions and experimental measurements of the CH-
profile peak locations, �zCH/δCH, and reference flame speeds, �Su/ [(du/dz)u δCH],
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Figure 17. Difference between simulated and measured CH-peak locations (left) and reference
flame speeds (right) for: (a) methane–air and (b) ethylene flames. Chemical kinetic models
used: GRI-Mech 3.0 (�), DLW99 (�) and SD2005 (×). The total experimental uncertainty in
�zCH/δCH is approximately ±0.5.

for methane and ethylene flames. The ethylene flames studied here were diluted
near stoichiometric conditions to achieve similar flame locations with similar values
of the Bernoulli velocity (see Bergthorson & Dimotakis (2007) for compositions).
These dilution levels do not affect the performance of the model as compared to
experiment, as shown in figure 7 for diluted methane flames. The �Su values are
normalized using (5.1) and δCH so that the two plots can be compared on the same
scale. Positive values of �zCH/δCH or �Su/ [(du/dz)u δCH] indicate that the simulated
CH profile is upstream of the PLIF profile and that the predicted flame speed is
higher than experiment. A comparison of the normalized �zCH and �Su values
in figure 17 shows that the two different metrics for simulation performance yield
equivalent results. The results indicate that the flame speed predicted by the GRI-
Mech 3.0 or SD2005 combustion models are in good agreement for methane flames,
but slightly higher than observed for lean conditions. The DLW99 model shows
good agreement for methane flames. For ethylene flames, the SD2005 model gives the
closest agreement with experiment, while the DLW99 mechanism predicts significantly
lower flame speeds and positions than measured for lean flames. GRI-Mech 3.0 was
not developed to model ethylene flames and predicts significantly higher flame speeds
than measured in all cases. These results are included to show the consistency of
the two different metrics for model performance used in this paper for cases with
significant deviations between experiment and simulation. As the �Su values get large,
the approximation that the flow is linear upstream of the flame will not hold and the
two measures deviate slightly from each other. However, either experimental metric
provides an accurate target for combustion model validation. The uncertainty in
boundary-condition measurements is propagated through simulations and results in
a total estimated uncertainty in predicted flame location of ≈ ± 0.5 δCH (Bergthorson
2005). This uncertainty is much lower than the observed maximum variations between
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the different models and experiment in figure 17. Experiments using the technique
described in this paper to study propane–air and propylene–air flames also find
a good correlation between differences in reference flame speeds or CH-radical
profile peak locations (Benezech, Bergthorson & Dimotakis 2009), and show that
the �zCH values have lower associated uncertainties than the corresponding �Su

values.

6. Conclusions
Studies of axisymmetric, jet-wall stagnation flames can provide accurate data for the

validation of combustion chemical kinetic models. Such validations require a detailed
understanding of the hydrodynamics of these flames, and this paper has demonstrated
several key properties of these flows that are important for future flame studies.

Stagnation flame velocity profiles are found to be independent of the nozzle-to-plate
separation distance when the Bernoulli velocity is held constant. This is consistent
with results found for cold impinging jets and indicates that it is the imposed pressure
drop across the nozzle that determines the stagnation flame flowfield and resulting
strain rate. This indicates that care must be taken when defining a global strain
rate, typically chosen to be the jet velocity divided by the nozzle-to-plate separation
distance in such a geometry, if a contraction nozzle is used to generate the flow. Recent
studies have shown that large uncertainties in the extinction strain rate result due to
uncertainties in the upstream nozzle-exit boundary condition (Ji et al. 2010). The fact
that the strain rate depends only on the Bernoulli velocity and is not influenced by
the separation distance between the nozzle and stagnation surface or the exact value
of the flame speed and flame position can be used to accurately specify the strain
rate imposed on the experiment.

The hydrodynamic model of stagnation flames developed by Matalon and co-
workers relies on large activation energy asymptotic methods and has been shown
to yield reasonable agreement with reference flame speed values, but over-predicts
the flame standoff distance due to the fact that the experiments have a thermal
boundary layer where heat is lost to the wall. This model requires the velocity
gradient in the unburned region to be specified from experiment, but all other model
parameters are fundamental flame properties that can be calculated using equilibrium
thermodynamics and laminar flame codes with appropriate choice of combustion
chemistry, thermodynamic and transport models. This model has been extended in
the present paper by introducing the error function model for the cold flow upstream
of the flame, which is fully specified by the Bernoulli velocity. The extended model also
accounts for the wall boundary-layer displacement thickness and the finite thickness
of the velocity transition from the unburned to burned regions that results from the
finite thickness of the temperature profile using the formulation of Tien & Matalon
(1991). The predicted flame locations of the model are in good agreement with
measurements for flames well-separated from the stagnation surface when the effect
of the thermal boundary layer is accounted for.

Flames are studied with variable nitrogen dilution to change the flame strength
without significantly altering the combustion chemistry. With increasing nitrogen
dilution, the flame speed decreases and the flame moves towards the stagnation
wall. For fixed UB , the strain rate stays constant and the post-flame velocity profiles
collapse, confirming that it is the nozzle pressure drop that determines the flame strain
rate regardless of the flame stand-off distance or the exact value of the flame speed.
Good agreement is observed between numerical simulation and experiment with
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increasing nitrogen dilution, indicating that the flow and chemistry models are able
to accurately account for the effect of variable dilution when inlet velocity boundary
conditions are specified from the measured profiles. This can allow strong-burning
flames to be diluted in order to facilitate their study.

The relative agreement between simulation and experiment is also not affected by
the value of the strain rate used for the flames studied. Good agreement is found for
slightly-lean methane flames using the GRI-Mech 3.0 combustion model and for lean
ethylene flames using the SD2005 model. However, the DLW99 mechanism predicts
lower flame speeds for lean ethylene flames than observed in experiments, which
leads to deviations between the predictions of either the analytical model or detailed
numerical simulations with experiment. The numerical simulations accurately predict
the variation of the reference flame speed with strain rate, which is larger than that
predicted by the analytical model. The fact that the deviations observed do not depend
on the specific value of the strain rate imposed upon the flame, for all but the highest
strain rates where the flame is close to extinction due to its proximity to the cold
stagnation wall, is important because it means a single experiment at each equivalence
ratio can be used to validate combustion models. This is consistent with recent work
by Egolfopoulos and co-workers (Wang et al. 2009; Ji et al. 2010; Veloo et al. 2010),
where a nonlinear extrapolation technique is used to determine the experimental
laminar flame speed value. The nonlinear extrapolation method proposed by those
authors is equivalent to assuming that differences between simulated and measured
reference flame speeds are equal to differences between the simulated and true laminar
flame speed of the mixture, i.e. �Su =�S0

f .
In the analytical model, the flame standoff distance is proportional to the

hydrodynamic length, which is defined as the ratio of the flame speed to the strain
rate in the flow, K = (du/dz)u . Differences in flame position and flame speed in
the stagnation flame geometry are thus directly correlated due to the linear velocity
profile upstream of the flame. The two metrics for simulation performance used in
this study, �zCH and �Su , yield equivalent results. Thus, for stagnation flames, the
flame, or CH-radical peak, position can be used as a secondary measure that can
provide improved fidelity in model validation studies.

The use of direct comparisons of model predictions to experiment provides
an important means to validate models while minimizing the effect of the
uncertainties that are inherent in any experiment. The ability to directly compare
profile measurements in stagnation flame experiments with simulations allows the
incorporation of additional diagnostic techniques to further probe model predictions.
For example, flame speeds, intermediate species concentrations, major species
concentrations and temperatures could be measured simultaneously, or sequentially,
in a stable, steady flame that can be accurately modelled with detailed chemistry.
Such measurements would provide a stringent validation criterion and allow the
development of increasingly robust combustion models. The improved understanding
of stagnation flame hydrodynamics discussed in this paper can be exploited to improve
the experimental approaches used in future flame studies.
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Appendix. 1-D modelling and simulations of stagnation flames
Numerical simulations are performed using the Cantera software package

for reacting flow (Goodwin 2003; Bergthorson et al. 2005a). The 1-D solution
approximates the stagnation flow in terms of a streamfunction, ψ(z, r) = r2U (z),
with U (z) = ρu/2, where u is the axial velocity (Kee et al. 1988). The axisymmetric
momentum equation then becomes

2 U
d

dz

(
1

ρ

dU

dz

)
− 1

ρ

(
dU

dz

)2

− d

dz

[
µ

d

dz

(
1

ρ

dU

dz

)]
= Λ. (A 1)

where µ is the viscosity of the gas and, in this formulation, Λ = (1/r) dp/dr must be
a constant. If the potential-flow boundary condition is used, then Λ = −ρ (du/dz)2u /4
and the inviscid outer solution of (A 1) is an axial velocity profile with a constant
gradient. By treating Λ as unspecified, the velocity and velocity gradient can be
specified at the two boundaries of the simulation domain, z = 0 and z = 
, with
0 <
 � L a suitably chosen interior point in the flow. The velocity, u, and velocity
gradient, u′ = (du/dz), are set to zero at the stagnation wall, z = 0 mm, in order to
satisfy the no-penetration and no-slip conditions.

The streamfunction formulation used to derive the 1-D hydrodynamic model
constrains the axial velocity to have no radial dependence, while the radial velocity
must be a linear function of the radial coordinate (Seshadri & Williams 1978).
Figure 18 shows the axial and radial velocity profiles as a function of the radial
coordinate for several axial locations through the stagnation flame. Near the
nozzle location, the axial velocity exhibits the ‘top hat’ velocity profile typical of
high-contraction-ratio nozzles. The radial velocity is negligible at this location. As
the flow approaches the flame, the stagnation flow induced by the virtual stagnation
point arising from the flame dilatation causes the streamlines to diverge and induces
a constant radial velocity gradient over the central region of the flame (≈70 %
of the nozzle diameter). The axial velocity profile begins to be decelerated at the
central region of the jet compared to the outer edges of the flow, an effect seen even
at L/D =0.99 for this flame location. Following the flame and its attendant heat
release, the axial velocity profile becomes very flat over the radial domain. As the
flow approaches the wall, a decrease in axial velocity is accompanied by an increase
in the radial velocity gradient. These results are consistent with that observed in
previous studies of non-reacting and reacting stagnation flows (Mendes-Lopes &
Daneshyar 1985; Rolon et al. 1991). 2-D direct numerical simulations also show
a linear radial velocity profile for over 60 % of the radial domain (Sone 2007).
The linear radial velocity profiles found in experiment and 2-D simulations indicate
that the assumptions that underpin the 1-D hydrodynamic model, used in both the
analytical modelling and numerical simulation approaches discussed in this paper,
are accurate for experimental stagnation flames.

In order to accurately compare such simulations with experiment, it is essential
that the velocity boundary conditions at the simulation inlet, z = 
, are specified in
a consistent and robust manner, as simulated flame profiles with the same cold-flow
strain rate exhibit different flame stand-off distances and profile shapes depending on
the upstream boundary condition choice (Libby & Smooke 1997; Davis, Quinard &
Searby 2001; Kee et al. 2003). Potential-flow boundary conditions will typically not
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Figure 18. Axial (left) and radial (right) velocity measurements as a function of the radial
coordinate for a stoichiometric methane–air flame with a nozzle exit velocity of 1.28 m s−1,
diameter of D = 20 mm and separation distance of L =20mm (L/D = 1). Figures obtained at
normalized axial locations, z/D, of: (a) 0.08, (b) 0.40 (c) 0.64 and (d) 0.99, corresponding to
locations just upstream of the wall, sightly downstream of the flame, slightly upstream of the
flame, and close to the nozzle exit, respectively.

match the experimental profile in the cold flow region, except for a short-distance
upstream of the flame (see figures 2 and 5, and, for example, Eteng et al. 1986; Sung
et al. 1996a). The radial velocity at the nozzle exit can be forced to be zero if a
porous metal burner, or similar device, is used to deliver the flow. This results in the
so-called ‘plug flow’ boundary condition, where u′(L) = 0 (Williams 2000). Frouzakis
et al. (1998) performed 2-D direct numerical simulations of opposed-jet diffusion
flames in an axisymmetric flow geometry. These authors utilized both parabolic and
plug-flow boundary conditions at the jet exits and found that the 1-D streamfunction
with plug-flow boundary conditions can adequately model the flow if the nozzle-exit
profile is uniform, up to a nozzle-diameter to nozzle-separation-distance ratio of
1. However, high-contraction-ratio nozzles are used in the majority of studies that
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Figure 19. (a) Parabolic fit (solid line) to PSV data (�) for a Φ =0.9 methane–air flame at
L/d = 1.2. (b) Simulated flame profiles using GRI-Mech 3.0 with 
= 3.5 mm (solid), 6 mm
(dashed) and 10 mm (dotted).

employ particle seeding for velocimetry measurements in such flames and it has been
shown that plug flow boundary conditions cannot capture the flow profiles for any 


or L values in contraction-nozzle-generated flows (Bergthorson et al. 2005b).
The axisymmetric 1-D stagnation flow hydrodynamic model has been validated

against velocity profile measurements and axisymmetric 2-D direct numerical
simulations of non-reacting impinging laminar jets (Bergthorson et al. 2005b). The
stagnation flow model yields good agreement with both experiment and 2-D direct
numerical simulations if inlet velocity and velocity gradient boundary conditions
are specified at an interior location in the flow domain, 0< 
 < 0.8D (Bergthorson
et al. 2005b). If Λ is allowed to vary, the non-reacting, inviscid solution to the
streamfunction model becomes a parabola (Seshadri & Williams 1978), and thus
a parabola is fit to the velocity data in the cold region upstream of the flame
(Bergthorson et al. 2005a; Bergthorson & Dimotakis 2007). Velocity data from a
near-stoichiometric methane–air flame and the corresponding parabolic fit are given
in figure 19(a). The velocity boundary conditions, u(
) and u′(
), are calculated
from the parabolic fit at z = 
, minimizing errors that could be introduced from
data differentiation by utilizing all velocity measurements in the cold flow region.
Simulated velocity profiles resulting from different choices of the simulation domain,

, are presented in figure 19(b), using the GRI-Mech 3.0 chemical kinetic model. The
predicted flame profiles are insensitive to the choice of 
, validating the use of the
parabolic fit in specifying the inlet velocity boundary conditions.

Figure 20 compares the axial velocity and radial velocity gradient profiles
for a stoichiometric methane–air flame to numerical simulation predictions using
GRI-Mech 3.0. The radial velocity gradient profile is determined by performing linear
regression on the radial PIV profiles, over a radial range where the profiles are
linear, at each axial location (see figure 18). The axial velocity profile is predicted
accurately for stoichiometric methane flames as observed previously (Bergthorson
& Dimotakis 2007). The excellent agreement between the measured radial velocity
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Figure 20. Stoichiometric methane–air flame profiles simulated with GRI-Mech 3.0. (a) Axial
velocity profiles, and (b) radial velocity gradient profiles. PSV data (�) and simulations (solid
lines).

gradient profile and the numerical simulation is further evidence of the ability of
the 1-D hydrodynamic model to accurately model stagnation flame experiments.
These results collectively indicate that the approximations used to derive the 1-D
hydrodynamic model are valid over a significant portion of the flow domain and
that this hydrodynamic model can be accurately used in analytical modelling and
numerical simulation of stagnation flames if the inlet velocity boundary conditions
are appropriately specified.
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