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Joint Design of Fixed-Rate Source Codes
and Multiresolution Channel Codes

Andrea J. GoldsmithiMember, IEEE and Michelle EffrosMember, IEEE

Abstract—We propose three new design algorithms for jointly Shannon’s classical separation result states that we can op-
optimizing source and channel codes. Our optimality criterion  timize the end-to-end system design by separately optimizing
is to minimize the average end-to-end distortion. For a given the source encoder—decoder pair and the channel encoder-
channel SNR and transmission rate, our joint source and channel . . . L
code designs achieve an optimal allocation of bits between the d€coder pair [1]. However, this result holds only in the limit of
source and channel coders. Our three techniques include a source-lnflnlte source code dimension and infinite channel code block
optimized channel code, a channel-optimized source code, and anlength. Shannon theory does not provide a design algorithm
iterative descent technique combining the design strategies of the for good channel codes with finite block length. In addition,
other two codes. The joint designs use channel-optimized vector .
guantization (COVQ) for the source code and rate-compatible Shannon theory does ’?F’t address the deS|_gn of good So_urce
punctured convolutional (RCPC) coding for the channel code. codes when the probability of channel error is nonzero, which
The optimal bit allocation reduces distortion by up to 6 dB over is inevitable for finite-length channel codes. Thus, for practical

suboptimal allocations and by up to 4 dB relative to standard systems, a joint source and channel code design may reduce
COVQ for the source data set considered. We find that all three distortion, as well as complexity and delay.

code designs have roughly the same performance when their bit Previ Kin th fioint dch I codi
allocations are optimized. This result follows from the fact that revious work in the area of joint source and channei coding

at the optimal bit allocation the channel code removes most of falls into several broad categories: source-optimized channel
the channel errors, in which case the three design techniques coding or modulation, channel-optimized source coding, and
are roughly equivalent. We also compare the robustness of the jterative algorithms, which combine these two code designs. In
three techniques to channel mismatch. We conclude the paper o, \rca_optimized channel coding, the source code is designed
by relaxing the fixed transmission rate constraint and jointly . . .
optimizing the transmission rate, source code, and channel code, O @ noiseless channel. A channel code is then designed for
this source code to minimize end-to-end distortion over the
given channel, which is typically a binary symmetric channel
(BSC), an additive white Gaussian noise (AWGN) channel
with a given modulation, or a time-varying channel. Modestino
I. INTRODUCTION and Daut provide an early treatment of source-optimized chan-

N END-TO-END communication System is Composeﬂel COding USing differential pUlse code modulation (DPCM)
of a system encoder, which maps the source symbd® image coding followed by convolutional channel coding
into channel inputs, and a system decoder, which maps {ff& They conclude that near optimal performance can be
channel outputs into noisy reproductions of the original souréghieved using equal-error-protection channel codes. They
symbols. The system encoder can be further broken dowso indicate that more flexible code rates are needed for
into a source encoder, which maps the source symbols is@urce and channel code designs, leading to subsequent work
an intermediate alphabet, typically a set of binary strings, abiging rate-compatible punctured convolutional (RCPC) chan-
a channel encoder, which maps the binary strings into codeel codes. In [8], an RCPC channel code is matched to a
bits or waveforms for transmission over the channel. Similarigubband source code for images. The optimal bit allocation
the system decoder can be broken down into a channel decaafent corresponding RCPC channel code are determined by an
and a source decoder corresponding to the respective chamxdélaustive search over all possible channel code choices. A
and source encoders. Any system encoder—decoder pair s@nilar technique is used in [9], where a tree-structured vector
be represented in this manner, although the breakdown is qaantizer (TSVQ) designed for a noiseless channel is followed
unique. by an RCPC channel code, with the bit allocation and channel
code optimized via an exhaustive search. Subband speech
Paper approved by E. Ayanoglu, the Editor for Communication Theo§0ding followed by a matched RCPC channel code designed
and Coding Applications of the IEEE Communications Society. Manuscrippr a Rayleigh fading channel is studied in [10]. A more
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Said-Pearlman image coder are packetized into fixed-lengferative design. In [20], a variation of the generalized Lloyd
packets, protected by a fixed number of check-sum bits, aalgorithm is used to iteratively design a COVQ encoder, a
then followed by RCPC channel coding [12]. modulation signal set, and a linear decoder. A similar approach
In source-optimized modulation, the source code is designied the joint design of a COVQ and multicarrier modulation
for a noiseless channel and then the modulation is optimizepgpears in [21]. Neither of these approaches uses channel
to minimize end-to-end distortion. Two recent papers addreszding. In contrast, [17] uses an iterative technique to jointly
source-optimized modulation through an energy allocatiatesign a multistage VQ and trellis-coded modulation. In this
strategy. In [13], a vector quantizer (VQ) is followed by mulwork, the VQ is designed for a noiseless channel and then
ticarrier modulation, where the modulation provides unequabmbined with index optimization. The effect of channel errors
error protection to the different source bits by assigning diffeis assumed negligible, so the bit allocation between the source
ent powers to each subcarrier. This work indicates that usiagd channel codes is implicitly chosen to force a small channel
modulation to obtain unequal error protection provides signilpit-error-probability.
icant performance improvement. The use of energy allocationOther iterative design approaches to joint source and chan-
for unequal error protection is also examined in [14], whemel coding use trellis-coded quantization (TCQ), a form of
unequal error protection for the output bits of a multistage V&ource coding motivated by Ungerboeck’s formulation of
is provided via a time-varying energy allocation. trellis-coded modulation (TCM) [22]. Ayaiu and Gray
Channel-optimized source coding is another approach popose an iterative design for the encoder and decoder of a
joint source and channel coding. In this scenario, the souttellis-based source code, assuming a fixed channel bit-error-
code maps the set of source symbols (scalars or vectors frprabability [23]. A subsequent paper [24] combines TCQ and
the source alphabet) to binary strings for transmission over th€M by first designing the TCQ for a noiseless channel, then
channel. In fixed-rate source coding, the effect of a chanrhtching the trellis of the TCM to that of the TCQ. This
error is the receipt of an erroneous fixed-length binary string t&chnique is somewhat similar in spirit to index assignment. A
the source decoder, which may cause the string to be decodeete powerful approach jointly optimizes the TCQ and TCM
as an incorrect codeword. One way to achieve some degelssigns [25]. Simulated annealing and asymmetrical signal
of robustness to channel errors in such a setting (withosgts are added to a TCQ/TCM design in [26]. Most of the
allocating any bits to error protection or modifying the VQ@erformance results for TCQ/TCM show performance gains
codewords) is by careful assignment of the binary descriptislative to COVQ. However, this may be due to the power
(or index) associated with each codeword. Intuitively, thef the TCM alone. Since TCQ is a suboptimal source code,
proper index assignment is the index assignment for whighis not clear that combining TCQ and TCM leads to better
similar codewords have similar binary descriptions. In thigerformance than, for example, combining COVQ with TCM.
case, the increase in distortion caused by likely codewordThe three design techniques that we propose include a
errors is kept small. Papers treating the index assignmeégaurce-optimized channel code, a channel-optimized source
problem include [15]-[17]. code and a joint iterative design of a source-optimized chan-
An alternate approach to the same problem is to redesig@l code, and a channel-optimized source code. The source-
the source codebook to take into account the index crossovgtimized channel code and channel-optimized source code
probabilities imposed by a noisy channel. Examples of wotise the traditional approaches of channel coders and source
taking this approach include the channel-optimized vecteeders, respectively, with the addition of optimal bit allocation.
quantizer (COVQ) and its scalar variation [2], [3], [18]. COVQThe iterative design is a locally optimal technique combining
is a vector quantizer that has been optimized for a given $Be two traditional approaches along with optimal bit allo-
of crossover probabilities of the source codeword indices [Zation. We consider all three approaches to: 1) determine
[3]. These codeword indices are generally mapped to bindtgw optimal bit allocation affects the performance of each
strings, and the crossover probabilities are then functions tefhnique; 2) compare the performance of the traditional
the channel’s bit error probability. The COVQ design involvegpproaches; and 3) determine the performance gain of a truly
iteratively optimizing the encoding regions (source encodepptimal joint code design.
and the codewords (source decoder) for the given set of indexT he iterative joint code design uses COVQ for the source
crossover probabilities. The result of this process is a locaRpde and RCPC coding for the channel céd8ince the
optimal encoding rule for mapping source vectors to fixedlesign of COVQ includes an inherent block channel code with
length binary indices and a corresponding decoding rule foard-decision decoding, it should be clarified why additional
mapping binary indices to their associated codewords, whighannel coding may be beneficial. First of all, hard-decision
may or may not be unique. Thus, inherent in the COVQ desigigcoding imposes an approximate 2-dB channel code perfor-
algorithm is a block channel code design with hard-decisiéghance penalty relative to soft-decision decoding. In addition,
decoding. It is interesting to note that while index assignmefOVQ complexity grows exponentially with block length,
would be unnecessary if the COVQ achieved the globaWhich precludes the use of large block lengths for the implicit
optimal source code design [3], attention to the index as-
signment problem in practical COVQ design does yield somelThe COVQ is a full-search VQ rather than a TSVQ. While TSVQ's
performance gains by finding a better (local) optimum [19]_designed for noiseless channels’ are sometimes more robust to channel errors
Source-optimized channel coding and modulation can han are similarly designed VQ’s, this advantage is lost when the channel

. - Lo ) ) tistics are incorporated in the source code design through index or codeword
combined with channel-optimized source coding using aptimization.
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Fig. 1. System model.

COVQ channel code. Block channel codes may also exhilitdB of gain relative to joint code designs with suboptimal bit
worse performance than more powerful channel codes sucha#lscations. We also find that for the optimized bit allocation,
convolutional codes, trellis codes, and turbo codes, dependaggentially all of the end-to-end distortion is contributed by
on the code rate and the complexity constraints. Since ittlge source code. This explains why the distortions of the three
not clear how to modify COVQ to inherently design mor€ode designs are approximately the same: at the optimal bit
powerful types of channel codes or to include soft-decisigdlocation the channel appears approximately noiseless and
decoding, we combine COVQ with a separate channel coterefore all the joint code designs are roughly equivalent.
and optimize the bit allocation between these two codes. SincdBPSK modulation is used for transmission of the joint code
bit errors in different locations of a binary string cause differefftesigns over the channel. Further distortion reduction can be
amounts of distortion, it is desirable for the channel code &shieved by optimizing the modulation to match the source
provide different levels of error protection for different bitsand channel codes. We consider this effect by optimizing the
which can be done using a multiresolution (unequal-erroghannel transmission rate (BPSK symbol time) jointly with the
protection) channel code. The design of the multiresolutiG®urce and channel codes. In our experiments, a suboptimal
channel code should be matched to the COVQ design ggoice of transmission rate increases distortion by up to 4 dB.
minimize distortion. Multiresolution channel coding can be e see in our performance results under channel mismatch
implemented using multiplexed convolutional or block code¥}at & code designed for a channel with high SNR performs
trellis codes [4], or RCPC codes [5]. We use RCPC Cod_gglte poorly when the SNR decreases. Th|s mdpates that our
for our channel code, although our design technique is eadij"t code design may not perform well in fading channels,
extended to other forms of multiresolution channel codind/n€ré the SNR varies over time. However, we can easily
We can also generalize the technique to any fixed-rate soufd@dify our joint code design to improve its performance
code that can be optimized to a multiresolution channel colf fading. The modification will depend on whether or not
or, equivalently, to a set of channel bit-error-probabilities. an accurate estimate of the channel fade level can be made

The designs of the COVQ and RCPC codes are not indepé\‘@"able to the transmitter. If so, then we can divide the fading
dent. The optimal COVQ is the COVQ matched to the indd@nge into a finite number of disjoint sets and design a joint
urce and channel code optimized for each set. When the

crossover probabilities determined by the RCPC channel co 8d' h | SNR i timated to be i . ¢
Likewise, the optimal RCPC code is the RCPC code that mi ear;rsl?nif tﬁgn%int cod:as sesslimr?g tin?nizeed IPoratr?z;\:esnetself’ ;\r/]e
mizes the expected distortion of the COVQ. Ideally, the COVE N gn optimizec -
and the RCPC should be designed simultaneously Howeve?curate estimate of the channel fading is not available at the
o LT . e ~ fransmitter then we can use the same code design as for an
this simultaneous design is difficult to do in practice, leadin . . .
GN channel with the distortion measure averaged over the

'to our three squeqtlal design techmques. The f|r§t t.eChmq%(aing distribution. This will likely lead to a higher allocation
is a channel-optimized source code: COVQ optimized f%rf bits to the channel encoder for error protection.

a given equal-error-protection convolutional channel COde'The remainder of this paper is organized as follows. The

The second technique is a source-optimized channel cody i, eng system model is presented in Section Il. The
RCPC channel coding optimized for a VQ design based O%VQ, RCPC channel codes, and our joint code design
noisel_e_ss channel. _The third te_chnique is an it_erative algoriﬂ;‘;nborithms are described in Section Ill. Experimental results
com-b|.n|ng th-e deS|gn. strategies of the previous two. All 0prpear in Section IV, where we also determine the distortion
our joint design algorithms surpass the performance of thelfy,ction obtained by optimizing the channel transmission rate

corresponding predecessors by optimizing the bit aIIocatlgqbng with the joint code design. Section V' summarizes our
between the source and channel codes for the given signak ,its and conclusions.

to-noise ratio (SNR). The iterative design algorithm goes a

step beyond, achieving a joint optimization of the source and

channel codes using an iterative descent technique reminis- Il. SYSTEM MODEL

cent of the generalized Lloyd algorithm [6] and guaranteeing A block diagram of the end-to-end communication system

convergence to a locally optimal code. is shown in Fig. 1. We assume a discrete-time, real-valued,
All three of our proposed joint codes exhibit roughly th&tationary source. The source encoder maps each pogsible

same distortion performance on the data set considered. Hi@ensional source vectarto a binary stringu. An example

codes differ, however, in their complexity and their robustnes$ a source vector would be a block &f pixels from an

to channel estimation errors. Our codes exhibit a performanogage. The binary strings can be fixed-length or variable-

gain of roughly 4 dB relative to standard COVQ and more thdangth, corresponding to a fixed-rate or variable-rate source
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code. Due to rate constraints, the source encoder typically
introduces some distortion. While variable-rate source codes
achieve better compression for a given distortion and source
vector dimension, they typically perform poorly when channel

errors are introduced, due to synchronization errors [27]. For

Training Data

Initialization
Initialize the channel to be

this reason we consider only fixed-rate vector quantizers. noiseless, <o the channel BER Step 0
The fixed-rate vector quantizer produces fixed-length binary

stringsw of lengthk R, for each source vectar, whereR, is

a parameter of the source code design. The channel encoder

operates on the vecteorof kR, bits to obtaink(R,+R..) coded ova Do

bits w. These coded bits (channel symbols) are then modulated Design the OV e

and transmitted sequentially over an AWGN channel. We code wih mnmal disorion ) Step 1

use BPSK modulation at a rate of one channel symbol per and channel Es/NO.

T seconds, wherd’ is the channel symbol time. The SNR lterate until

per channel symbol i#,/Ny = PT/Ny, where P is the convergence

received signal power an@l, is the spectral noise density. HGPC oo Desion

After demodulation, the received channel symbol veeator Design the ROPG channel

may differ from the transmitted vectar due to channel noise. codewih minmal dstarton | Step 2

We denote the mapping of channel symbols through the BPSK channel Bs/NO.

modulator, AWGN channel, and demodulator kywhich is

parameterized by, /Ny. These noisy channel symbols pass

through the channel decoder,l which may correct some (or all) Joint Code Design

of the channel errors to obtain a noisy reproductioaf the

original binary stringu. Finally, © is passed through the sourceig- 2. Iterative code design proces8.( fixed).

decoder to obtain a noisy reproductidrof the original source

vector z. designs, we optimize the bit allocation between the source and

We measure the total end-to-end distortion of the systefHannel codes. The joint iterative design will always have an
as the squared-error between the source vectand source gynected distortion at least as low as the expected distortion
reproduction vecto: d(z, &) =|| z - & 2. Fora givenks, of the other two techniques, since the codes resulting from
the total distortion decreases & increases. Similarly, for a {hese other design techniques are considered during the joint
given K., the total distortion decreases & increases. FOT jiarative design process and improved through this process

R = R, + R, fixed, there is an optimal way to divide the,hen possible. We therefore begin by describing the joint
transmission raté? between the source and channel raf&s jierative design algorithm. We will then describe the other
and R. to minimize total distortion. This optimal aIIocauondeSign techniques, which are subsets of this algorithm.
depends on the SNR per channel symt#l/N, and the

source_statlspcs. In p_archIar thie, vaIL_Je corresponding t(_) A. Joint Iterative Design (COVQ-RCPC)
the optimal bit allocation will generally increase as a function
of E,/No. The goal of our joint codeAdesign is to minimize the
The information ratel, of the system is defined as theexpected distortiod) = E[d(X, X)] of the COVQ and RCPC
number of source symbols transmitted per second. If tgdes, where the expectation is taken with respect to a source
channel symbol rate i$/7" channel symbols per second, theilata training set and the channel ndiséle use an iterative
the source symbol raté. = [T(R, + R.)]~ source symbols design technique to obtain this minimization. Specifically, for
per second. Thus? = R, + R, is constrained by the required givenZ, value, we alternately optimize the COVQ for the
source symbol rate and the channel symbol time. The soufgsting RCPC code and then the RCPC code for the new
symbol ratel, is generally fixed. We initially assume thatCOVQ. The flow chart for our design algorithm is shown
the modulation is also fixed, s and thereforeR are fixed in Fig. 2. This iterative approach is guaranteed to converge
parameters. We later allo@ to vary, which gives one more to & locally optimal solution since each design step gives a

degree of freedom in the joint source and channel code desigjlpbal optimum. The design process is repeated for gach
value in the rangd < R, < R, where R is the channel

transmission rate per source symbol. Hy = 0, the source
[ll. JOINT CODE DESIGN ALGORITHMS is represented by a single codeword, so there is no channel
In this section we describe our three joint source arQistortion and the total distortion corresponds to the source

channel code design algorithms: a source-optimized chan¥gfiance. For, = I, all redundant bits are allocated to the
code using a VQ and an RCPC channel code (VQ-RCPC)SQUrce code, so there is no channel coding. Intermediate values
channel-optimized source code using COVQ and an equ@l-£s correspond to a redundancy tradeoff in the source and
error-protection (equal-weight) convolutional channel codd'annel codes. The joint code design corresponding to the

(COVQ'EW)' and a jOint iterative deSign of a COVQ and 2For fading channels, the expected distortion can also be averaged over the
an RCPC channel code (COVQ-RCPC). For all three cogling distribution.
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(Rs, R.) pair with minimal distortion is chosen as the finaAssociated with the source encodefz) are a set of encoding

joint code design. We now describe each of the algorithregions{S,: v € {0, 1}*%}, where S, = {z: a(z) = v}.

steps in Fig. 2. Notice that the optimal source encoder is no longer the
1. Step O—lInitialization: traditional VQ nearest neighbor encoder: the binary string to
We initialize the system such th& (o = v|v) = 1. This which «* maps a giverx vector may not be the one with the

initialization is equivalent to assuming a noiseless channel, slosest reproductiofi(-), due to the fact that the binary string

that the bit-error-probability for any RCPC channel code imay be corrupted in transmission.

zero. For a given source encoder and crossover probabilities
2. Step 1—COVQ Design: {Pr(2|v)} of a fixed RCPC channel code, the optimal source
In Step 1 of the design algorithm, the COV(Q, 73) is opti- decoder3* must have codewords that satisfy

mized for the bit-error-probability of the given RCPC channel

code. These probabilities result either from the initialization of p1(0) = argmin E[Pr(g]a(X))d(X, 2)]

Step 0 or from the RCPC channel co@g ) found in Step B " .

2 and the channel;/Ny. The optimalae and 3 are obtained = Ep[X|p(x ( (a(X))) =12l

through the COVQ design algorithm described in [3]. For any ZPr Pr(d|v)E.[X|a(X) = 1]

fixed RCPC channel code, this design technique is itself an v 5
iterative algorithm which successively redesignfor a given o Z Pr(v) Pr(3|v) (5)

# and 3 for a given«. We now describe the optimization
process in greater detail.

The optimal COVQ(«, ) is the COVQ that minimizes for eachs € {0, 1}, wherePr(v) = Pr(z: z € S, ,) and
the expected distortiol = E[d(X, X)| between a random we have assumed the squared error distortion measure. Just as
source input vectoX and its reproductiorX at the receiver. the optimal encoding regions have changed due to the channel
ExpandingD as a function of a fixed source and channel codgrors, the optimal codewords of the decoder design are no

(e, &, K, 9, B) gives longer at the centroids of their decoding cells. Instead, each
D= Ed(X. B(¢(r X codeword is a weighted average of the centroids of all of
(X /(1/1(“((/)(@(_))))))A the encoding cells. Specifically, in finding the codewgid)
=k, Z Pr(t]a(X))d(X, 5(2)) (1) associated with the codeword indéxwe weight the centroid
3 of the encoding regio, by the probability that the received
where E,, is the expectation with respect to the source digectoré came from transmitting through the channel.
tribution and Nonetheless, the encoding region centroids will be ex-
. . tremely useful to us in optimizing our joint code. For each
Pr(dlv) = Pr(y(k(¢(v))) = 2) (2) € {0, 1}¥7: define the centroid(v) of S, by

is the probability that channel errors cause the binary string
output by the source encoder to be received by the source
decoder. We cal{Pr(¢|v)} the index crossover probabilities
which are functions of the RCPC channel code. In particular
given an RCPC code, modulation, and charfigl Vg, we can

find the bit-error-probability?; of the jth bit in v and then E[d(X, X)]
expand the index crossover probability as —

v(v) = E[X|z € S,]. (6)

’Th en, by (1), we may rewrite the expected distortion associated
with a given source codéy, 3) as

kR, =F, vla X-p 2
Pr(dlv) = H {le(@j £ )+ (1= P)1(#; :vj)} 3) Lc[g;}m r(@|e(X))[1X - B@)| ]

= > Pr(w)Pr@)EX - A®)]’|(X) = v]

wherel(-) denotes the indicator function arig andw; denote v, be 0 1}k

the jth elements of the vectoésandwv, respectively. In theory, A
the expectation in (1) should be taken with respect to the true = 2 Pr(v) Pr(glv)
underlying source distribution. For the purpose of practical = z 2€{0,1}*7

code design, the true distribution must be approximated by the 2 _ 2
empirical distribution of some finite representative training set. (X =7@)Fla(X) = o] + [lv(») - SO
The optimal source encoder is the source encoder that _ E[||X - ,y(a(X))HQ]

minimizes for eachz the expected distortion between . o
and its reproductiors at the source decoder. Thus, given a T Z Pr(v) Pr(gfv)[[v(v) - A@)]]
fixed source decodes and the index crossover probabilities 2, BC(0, 1} 4
{Pr(2|v)} associated with a fixed RCPC code, the optimal = E.[||X — v(a(X)|]*] + Ev, s[||7(v) — B@)|] (7)
source encodesr* must satisfy
] ) ) where E,, ; denotes the expectation with respect to the joint
of(z) = argmin Y Pr(@lu)dle, B@). @ distribution Pr(v, 8) = Pr(v) Pr(élv). Equation (7) will be
IS TR b useful in designing the optimal RCPC code in Section Ill-A-3.
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The optimal design algorithm is an iterative descent teckquation (8) is a function of the index crossover probabilities
nique analogous to the generalized Lloyd algorithm. EadiPr(#|v)}, which in turn depend on the bit-error-probabilities
iteration proceeds through the following two steps: {P;: 4 =1, ---, kR,} of the RCPC code, as indicated in

i) Optimize each encoddor the given decoder and RCPC(3). However, (8) is not a function of the training set and

channel code. The optimal encoder is given by (4). therefore can be efficiently computed. After computing (8)

||) Optimize each decodéor the given encoder and Rcpcfor all eligible channel codes, we select the RCPC code with
channel code. The optimal decoder is given by (5). Minimal distortion. This code choice corresponds to the initial

Notice that while the algorithm as a whole guarantees onlyc§annel code¢, 1) in Fig. 1.

locally optimal(«, 3), each of the above steps finds a globally 4- Steép 3—Design Iteration:

optimal solution. In the first step, we find a globally optimal At the conclusion of Step 2, a new channel cdde )
encoder for the given decoder and RCPC channel code, been designed for the COVQ obtained in Step 1. The

in the second step, we find a globally optimal decoder for thgrative design process then returns to Step 1 to determine
given encoder and RCPC channel code. the COVQ((«, f) for this new RCPC channel cod@, ).
3. Step 2—RCPC Channel Code Design: Once a new COVQ is obtained, this source code is passed

In Step 2 of the algorithm, the RCPC code with minimd® Step 2 of the algorithm to obtain a new RCPC channel
distortion for the COVQ designed in Step 1 is found. We uggde. Successive application of Steps 1 and 2 results in a
the set of channel code rates from Table | in [5] to obtain o§fduence of source codgsy, 3)} and corresponding channel
RCPC code candidates. Each candidate RCPC code provitedes{(¢; ¢)} for which the average distortions (1) form
a set of kR, bit-error probabilities for the: R, bits inv, We & POSitive nonincreasing sequence which has to converge.
represent each candidate code by a vector of leb#th where At convergence, the source code, )% and channel code
the jth vector element corresponds to the channel code rafs )k, With minimal distortion for the giver®, value are
applied to thejth bit in v. For example, forkR, = 4, the obtained. The design process is repeated for daglvalue

RCPC code (1/2, 1/4, 1, 1) applies a rate 1/2 convolutiond< £ < £, and the source codgy, /3)" and channel code
code to the first bit ins, a rate 1/4 convolutional code to thel?> %) corresponding to th&, value with minimal distortion
second bit inu, and no channel code to the third and fourtRMPrise the final joint code.

bits in v. Associated with the convolutional code applied to

the jth bit is a bit-error-probabilityP; which depends on the B. Source-Optimized Channel Code Design (VQ-RCPC)

modulation and the channd,/Ny. A plot is shown in [5,  oyr second joint design is a source-optimized channel code
Fig. 5] of bit-error-probability versug, /N, for each element \hich uses a VQ designed for a noiseless channel followed
of an RCPC channel code vector under our BPSK modulatigg an RCPC channel code matched to the VQ to minimize
assumption. . _ distortion. This code differs from previous source-optimized
The minimal-distortion RCPC code is obtained as followghannel codes in its use of an optimal bit allocation algorithm.
For a given COVQ and correspondirfg, value, we search o 3 given value ofR, this source and channel code is
over all RCPC code vectors that satisfy the transmission r%r@signed by following Steps 0-2 of Fig. 2 and then stopping,
constrainti? = 12, + R.. For a giveniz,, an RCPC colde VeCIOr 5o the iterative design process is eliminated. This process is
(c1, -, cxr,) satisfies this constraint ¥;-7(c;)™" < kR. repeated for eachi, value,0 < R, < R, and the joint
We call an RCPC code that satisfies this constraint an eligijgyrce and channel code corresponding to thé+value
channel code. Note that the channel code vector (1/2, 1/4, 1, minimal distortion is used for the final joint code. The
satisfies this constraint fari = 8, as would the code vectorsadvantage of this technique relative to the joint iterative design
(1/2,1/2,1/2, 1/2) and (1/3, 1, 1, 1/3), along with many otherg its simplicity: the source code design is independent of all
Since the COVQ does not order its codeword bits relative f&pects of the channel code, modulation, and channel SNR.

their error sensitivity, we must search over all eligible channghe disadvantages of this design will be discussed in Section
codes so that the best protection levels under the transmisgign

rate constrainik are applied ta.. The search for the optimal
i'?ﬁi?é:S(:ia;?ﬂ;ﬁdgor;;;iecgﬂzlgséIacllosggl'ble channel COdE.S Channel-Optimized Source Code Design (COVQ-EW)

The optimal RCPC code is the code with the error protection Our last joint code design is a channel-optimized source
levels that minimize the expected distortion (7). The first tergPde using COVQ and an equal-weight channel code. As with
in (7) depends only on the source code and source training d4f-RCPC, COVQ-EW differs from earlier channel-optimized
set. Thus, while this term is expensive to calculate, it does rgturce codes in its use of an optimal bit allocation. The COVQ-
change as a function of the RCPC channel code. TherefdrV design for eaclz, value uses only Step 1 of Fig. 2. The
our search for the Optimai RCPC channel code need Oniy fiﬁaannel code used in this dESign is restricted so that the bit-

the RCPC code that minimizes the second term of (7):  error probabilities{;: j = 1, ---, kR, } for all kR, bits in
v are the same. For eadR, value there is only one equal-

E., o[|lv(w) = B®)|]. (8) Weight channel code with maximal error protection, and this is
B B the channel code used in the design. Note that for a given

3The search complexity is significantly reduced for source codes where t‘ﬁ@lue’ the RCPC channel code in [5] is not a rich enoth set
bits are ordered relative to their error sensitivity. to always use all of our channel code redundancy for equal-
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TABLE |
SQCNR COMPARISON (dB)
Es/NO
Code 0dB|2dB|4dB

COVQ-RCPC 135 | 168 | 17.3 1B
COVQEW 32| 157 | 172 o
VQ-RCPC 13.2 | 15.7 | 17.2 .
COovVQ 9.3 | 13.0 | 153 o
VQ-RCPC (10°Ch. BER) | 10.0 | 13.7 | 16.5 %10~
g o]

weight channel coding. We therefore use interpolation to find s
the error probability corresponding to a channel code using the ++
full redundancy. For example, ¥R, = 3 and R = 8 then we 2+
require a rate 3/8 channel code to use all the redundant bits.}~
However, the RCPC code of [5] has a rate 4/10 code and a rate

4/11 code, but no rate 3/8 code. Therefore, in our numerical

results, we assume a rate 3/8 code with error probability Rs (bpp)
derived by interpolating between the error probabilities of tf}gg 3
rate 4/10 code and the rate 4/11 cddehe design process is ~
carried out for allR; values, with the final code design based &
on the R, value with minimal distortion.

o 0 Es/No (dB)

SQCNR versu€; /Ny and R, for COVQ-RCPC.

IV. EXPERIMENTAL RESULTS 6

The three joint source and channel code designs describegl
in Section Il were implemented in€" and run for a range £'°f
of channelF, /Ny values. Although the design processes are?
computationally compleX,they are done off-line. Thus, the
code design complexity does not impact the system operatio
For a channel with variabl&, /Ny, code designs correspond-
ing to severalE,/Ny values can be stored so that a code .-
matched to the channel quality is always available.

Our experimental results are for a test data set of five ' ) oo 515 Ortmal SGCNR) [48)
magnetic resonance images (MRI's) described by the joint N * ~ = Optimal Rs (bpp)
code designed from a training data set of 20 other MRI's. The 'o 05 s ES/Né - 25 s 35 ‘
expected distortion is computed with the expectation taken
over the test data set and the channel noise. We define tife4. SQCNR and optimak. versusEs /Ny for COVQ-RCPC.

ratio of signal power to quantization and channel noise powerovQ and u ; ; :
- e : p to 3.5 dB of gain relative to VQ-RCPC with
(SQCNR) asSQCNR(dB) = 10log(o"/D), where D is the R, chosen based on a target channel BER. Notice also that

3?‘peCFed dIfStOFtIOn (1) of the_Jomi/co?e aﬂa is the expec(;ed the performance of the three joint design techniques proposed
istortion of a rate zero, = 0) VQ for the same test atain section Il is nearly the same, with the joint iterative

E‘?t' we use \fecbtor dlmr-,;gszdn; 4]3nd<cons(;céef)ﬁ RShS 2 design performing slightly better in all cases. To understand
r:ts ber pixe (_pp) an® = .ﬁ/ o = 4h - Ve C Olose LHne similarity in performance of our joint code designs, we
these ranges since, as we will see in the numerical res investigate these three algorithms in more detail.

below, there is little distortion reduction fdk, > 2 bpp or In Fig. 3 we show a three-dimensional plot of SQCNR

E,/No > 4 dB. for COVQ-RCPC as a function of the bit allocatid®, and

Table | shows the performance of each of our three joimﬁ channelE, /No. We see from this figure that improper

design techniques, along with the performance of standacr bice of R, can reduce the SQCNR by more than 10 dB. As

COVQ (no additional channel coding). We also show thgxpected, theR; value that maximizes SQCNR (minimizes

performgnce ofa VvQ foIIoweq by a matched RCPC channg stortion) increases as the chanrgl/N, increases, since
code with R, chosen to achieve an approximate chann

BER of 10-5. which i BER for i wer redundant bits are needed for channel coding. This trend
of 1077, which Is a common target of IMag&s jjustrated more clearly in Fig. 4, where we plot both the

transmission over noisy channels. Notice that the three joit.. 1 & 2nd the SQCNR of the COVQ-RCPC joint code
design algorithms exhibit up to 4 dB of performance gain OVels 4 function ofE, /No. An exception to this trend occurs

4We can achieve this interpolated probability in practice by time-sharirdt £;/No = 1 dB, where the optimalk, value decreases.
between the rate 4/10 and rate 4/11 codes. Alternatively, we can use any TRtfis exception is due to the behavior of RCPC codes at low

3/8 convolutional code with parameters chosen to yield roughly the same ergar : .
probability as our interpolated code. B /N, values, where code rates in the RCPC code with one or

5 Approximately five iterations are required for convergence of the COVdWO redundant bits exhibit a negative COding Qain [51 Fig- 5]-
RCPC and COVQ-EW code designs. We see that the SQCNR increases monotonically=agN,

CN

1.4

13F

Rs (opD) — 0.1
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Fig. 5. SQCNR versus, for all design techniques. (& /Ny = 0 dB. (b) Es/Ny = 2 dB. (c) Es/Ny = 4 dB.
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Fig. 6. Distortion versud?, for all design techniquess /No = 0 dB.

increases, with most of the transmission réteallocated to
the source code aF,/No = 4 dB. Our other joint design

Rs (bpp)

techniques exhibit similar behavior.

A comparison of SQCNR versuB, for all three of our
joint code designs is shown in Fig. 5 fé#, /Ny = 0, 2, and
4 dB. Notice that the optimal bit allocation for all three codes
is almost the same, with the optim#&l, value for COVQ-
RCPC always larger than that of the other codes. This result
is expected, since the COVQ-EW uses a less flexible channel
code (equal-error-protection versus unequal-error-protection),
so more channel code bits are needed to get the same level
of error protection. For VQ-RCPC, the source encoder is
designed with respect to a noiseless channel, so the encoded
bits are more sensitive to channel errors, and therefore need
stronger channel coding for a higher level of error protection.
Fig. 5 confirms the observation of Table | that for this range
of E;/Ny the SQCNR's for all three of our joint code designs
are approximately equal. As is evident from Fig. 5, the most
important aspect of a joint source and channel code design is
choosing the appropriate bit allocation between the source and
channel codes, yet it is precisely this step that is ignored in
most previous joint source and channel code designs. For all of
our joint design techniques the SQCNR can decrease by more
than 10 dB over the entire range &f;: 0 < R, < 2 bpp.
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However, some of these values (e.§, = 0) would never Specifically, for the optimal bit allocation the channel bit-
be used in a real code design. For a reasonable allocatiorenbr-probabilities{ #;} of the optimal RCPC channel code
(Rs, R.), 0.5 < R, < 1.5, the SQCNR of the joint code are approximately zero. Therefore, since the source code of
designs decreases by more than 6 dB relative to the SQCNB-RCPC is designed faP; = 0 for all j, this code design is

at the optimal bit allocatiof.Note that the SQCNR for the approximately optimal. In addition, if théP;} of the RCPC
COVQ-EW and VQ-RCPC code designs falls off sharply ashannel code are all approximately zero, then the same will be
R, increases above its optimal value, whereas COVQ-RCRge for the equal-weight channel code in the COVQ-EW code
is less sensitive to a suboptimél, choice. ~ design. Therefore, this joint source and channel code design

The distortionD at E;/Ny = 0 dB for each technique is is also approximately optimal.
shown by the solid lines in Fig. 6. The dashed lines in Fig. 6 As discussed in Section Ill-A-2, the optimal codewords

Ehow dthﬁ ti'St?mf'; (Eontn::)utr:(()jn Or: tihel sourche r::r?dle Nal?n ﬁg@)} associated with a COVQ will change as a function of
ased on e fest data Set and a noiseiess channel. 1o egeTndex crossover probabilitig®r(z|v)}. In particular, the

for all design techniques, most of the distortion at the optim ; .
bit aIIocati(?n(R Rc)I is contributed by the source code %veﬁOdeWQrds will tend_ to k.)e closer together when the probapl!lty
though £, /No :’0 dB is an extremely poor channel. Similar_Of an index error is high than when that same probability

distortion results were obtained for< £, /Ny < 4 dB. This is low. For s_uﬁiciently high index error probabilities, the
explains why the minimal distortions of all our joint codecedewords will actually merge, meaning that two or more

designs are roughly the same at all of the/N, values. codeword indices (e.g4; and v;) will map to the same
reproduction vector [e.g.5(v1) = B(v2)]. A source code

6This range of(R., R.) allocations is taken from the values consideree(v'th two or more 'qemlc_al codewords effectlvely uses some
in [8]. of the source coding bits for redundancy or channel error
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Fig. 8. Effect of channel mismatch. Fig. 9. SQCNR versus effectivEs /Ng.

protection. In this case we say that the effective source codipgrformance of the source and channel code will suffer. The
rate R. is lower than the source coding rafe,, since the effect of channel mismatch, where the source and channel code
source code applies some of its rate — R, to the job of design is based on an incorrect chanfe}N,, is plotted in
error protection. Therefore the total number of bits appliggig. 8 for all three of our joint code designs. We see that the
to channel error protection i&. + (R; — R.): we call this COVQ-EW code designed fdt; /N, = 4 dB has much better
the effective channel coding rate. Given a COVQ with performance at lowz, /N, values than the COVQ-RCPC and
distinct codewords, we will calculate the effective sourc¢Q-RCPC codes. That is because some members of the RCPC
coding rate aR?. = log N/k. Fig. 7 shows the breakdown ofcode family in the latter two code designs exhibit negative
the transmission rat& between the effective source codingoding gain at these lowF;/N, values. The COVQ-EW
rate R, and the effective channel coding rdte+ (R, —R.) = will also exhibit negative coding gain under some mismatch
R — R, for all three of our joint design techniques. In the casgonditions. Thus, the main conclusion to draw from this figure
of the VQ-RCPC code, the source code is designed underthat, for any of the code design techniques, it is best to
a noiseless channel assumption, and thiis,js everywhere design the source and channel code for a pessimistic estimate
equal toR,. However, for COVQ-RCPC and COVQ-EW asof the channelE, /N, in order to avoid obtaining a negative
R, increases the channel coding rdte decreases, and thus,coding gain due to mismatch in the channel code design.
the index crossover probabilities increase. This will eventually The joint source and channel code designs described in Sec-
cause some of the source coding rate to be used for ertion lll assume thaf, /N, is a fixed parameter of the channel.
protection so that, above some critida) value, R, will drop We can vary theF, /Ny = PT/N, for a fixed transmit power
below R,, as we observe in the figure. In COVQ-EW, the” by changing the symbol tim# to 7. However, to maintain
channel coding rateR. is not used to its maximum effectthe same source symbol rate= (T'R)~! = (T'R)~* source
since we restrict the channel code to equal-error-protecti@ymbols per second, we must also change the channel symbol
and thus, more of the source coding rate is applied to chanrate from R to R = RT/T. In Fig. 9 we show the change
error protection than in the COVQ-RCPC code design. in SQCNR for COVQ-RCPC when we vary the symbol rate

By comparing Figs. 5 and 7 we notice that the optimal rat€ over a range of values or, equivalently, vary #iféective
allocation(R2,, I2.) corresponds approximately to the point a, /Ny = PT/Ny. The calculations were done féf, /Ny = 1
which R, diverges fromR,. This is because the soft-decisiordB. Reducing the symbol tim@(< T') causes a corresponding
RCPC channel code is a more effective channel code thanrease ink. This typically increases the SQCNR, since the
the hard-decision block channel code inherent to the COW&Xtra bits available for the source and channel codes more than
design. Thus, the optimal rate allocation corresponds to thempensate for the decrease in effectiug/ Ny. However, if
maximal i, for which most or all of the source coding ratel” is reduced too far below its optimal value then the SQCNR
is being used for source codind?{ =~ R.). Therefore, for decreases dramatically. Increasing the symbol duration well
the COVQ-RCPC and COVQ-EW codes, rather than calculabove the optimal value also dramatically decreases SQCNR.
the performance at each possilite value to find the optimal Note that the SQCNR is not a smooth function. We attribute
(Rs, R.), we can perform the joint design at a mid-rangéhis to the fact that the number of eligible codes changes
value of R, and then efficiently search up or down K, as at discrete values of’, whereas the effectiveZ, /No is a
appropriate to find the point at which the two curves divergeontinuous function off”.

The optimal bit allocation between the source and channellt is clear from the numerical results in this section that the
codes and their respective designs depend on the chargielice of which joint code design to use should be based
E,/N,. Thus, when this value is estimated in error, then criteria other than SQCNR, which is roughly the same
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for all three codes. Therefore the choice comes down to oiseoptimized. We attribute this to the fact that, after optimizing
of robustness versus complexity. For a givBg value the the bit allocation between the source and channel codes, the
COVQ-RCPC code design is more complex than the othbits in the encoded source vector have approximately the same
two designs, although this design process is done off-lisensitivity to channel errors. We are now investigating the use
and does not impact system operation. The optimal choioktwo-stage source codes like the weighted universal vector
of (R,, R.) is easier to determine for the COVQ-RCPQuantizer in our design algorithm [28]. Since the codebook
and COVQ-EW codes than for the VQ-RCPC code sinceiitdex (first stage), which is very sensitive to channel errors,
corresponds to the point at which the effective source codesent along with the codewords (second stage), we expect
rate diverges from the actual source code rate. In terms rofiltiresolution channel coding to have more of an impact for
system operation, it is slightly easier to implement a single-ratgis source code. We are also studying joint optimization of
equal-error-protection channel code than the multirate RCRi@& source code, channel code, and modulation for AWGN
channel code. Finally, the COVQ-RCPC code design exhibiteannels and for fading channels.

more robustness to a suboptimal bit allocation than the other

techniques. Since it also has slightly better SQCNR in all

cases, this code design seems to be the best choice. ACKNOWLEDGMENT
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