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Abstract

This thesis examines the tail behaviour of the maximum M (a) of a random walk with
negative drift −a. It consists of four chapters.

Chapter 1 contains an introduction to heavy tailed and subexponential distributions.
It also comprises a brief introduction to the theory of random walks and a survey of some
known results concerning the maximum of a random walk S(a).

It is known that, for fixed x, the probability P(M (a) > x/a) is exponential as a → 0
(heavy traffic asymptotics) and, for (strong) subexponential distributions, P(M (a) > x)
decays according the the integrated tail as x → ∞ for fixed a (heavy tail asymptotics).
The second Chapter presents a link between these two asymptotics. In particular, the
behaviour of the probability P(M (a) > x) is studied as a→ 0 for x such that x→∞ as
a → 0 and the regions of x for which the heavy traffic asymptotics and the heavy tail
asymptotics hold are identified. Furthermore, the distributions for which an intermediate
zone between these two limits exists are identified and the exact limit in this zone is
provided. The approach in this chapter is not based on a representation via geometric
sums, like most of the results on the behaviour of P(M (a) > x) are. Instead, martingale
arguments and inequalities are used.

Chapter 3 contains non-asymptotic results on the maximum of a random walk. Namely,
it comprises computable upper bounds for the probability P(M (a) > x) for fixed a and x
in different settings of power moment existences. As it is usual for deriving upper bounds,
these upper bounds are attained by truncation of summands. The approach used for the
truncation is to split the time axis by stopping times into intervals of random but finite
length and then choose a level of truncation on each interval. Hereby one can reduce
the problem of finding upper bounds for M (a) to the problem of finding upper bounds
for M (a)

τz = maxn≤τz S
(a)
n , where τz = min{n ≥ 1 : S

(a)
n < −z}, z > 0. Additionally,

the obtained inequalities are tested in the heavy traffic and heavy tail regime for regular
varying tails and it is shown that they are asymptotically precise in this case.

The fourth Chapter deals with the case of a family of ∆(a)-latticed random walks and
provides a local version of the heavy traffic asymptotics for the probability P(M (a) =
∆(a)x) for x such that x→∞ and ax = O(1) as a→ 0. This local limit theorem follows
from a representation of P(M (a) = ∆(a)x) via a geometric sum and a uniform renewal
theorem, which is also proved in this chapter.
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Zusammenfassung

Diese Dissertation untersucht das Tail-Verhalten des Maximums M (a) einer Irrfahrt
mit negativem Drift −a. Sie besteht aus vier Kapiteln.

Kapitel 1 gibt eine kurze Einführung in die Theorie von Heavy Tail und subexponen-
tiellen Verteilungen. Es enthält auch eine Einführung in die Theorie von Irrfahrten und
einen Überblick über einige bekannte Resultate bezüglich dem Maximum einer Irrfahrt
S(a).

Es ist bekannt, dass die Wahrscheinlichkeit P(M (a) > x/a) für a → 0 exponentiell in
x ist (Heavy Traffic Asymptotik). Für x → ∞ und festes a hingegen fällt P(M (a) > x)
im Fall von (stark) subexponentiellen Zuwächsen gemäß dem integrierten Tail ab (Heavy
Tail Asymptotik). Das zweite Kapitel verbindet diese zwei Resultate. Darin wird das
asymptotische Verhalten der Wahrscheinlichkeit P(M (a) > x) für a→ 0 untersucht, falls
x so ist, dass x → ∞ für a → 0. Des Weiteren werden die Regionen von x identifiziert,
für welche die Heavy Traffic Asymptotik bzw. die Heavy Tail Asymptotik gelten. Dar-
über hinaus wird hergeleitet, für welche Verteilungen eine weitere Region existiert, in
der weder die Heavy Traffic Asymptotik noch die Heavy Tail Asymptotik gilt und der
exakte Grenzwert in dieser Region wird aufgezeigt. Der Ansatz in diesem Kapitel ba-
siert nicht auf der Darstellung des Maximums durch eine geometrische Summe, wie die
meisten Resultate zum asymptotischen Verhalten von P(M (a) > x). Stattdessen werden
Martingalargumente und Ungleichungen benutzt.

Kapitel 3 enthält nicht-asymptotische Resultate bezüglich des Maximums einer Irr-
fahrt. Es beinhaltet konkrete obere Schranken für die Wahrscheinlichkeit P(M (a) > x)
für fixe a und x unter verschiedenen Momentannahmen. Diese obere Schranken wer-
den durch Abschneiden von Summanden hergeleitet. Genauer wird die Zeitachse mittel
Stopp- zeiten in Intervalle von zufälliger aber endlicher Länge zerlegt und dann auf jedem
Intervall ein Abschneidungsniveau gewählt. Dadurch kann man aus oberen Schranken für
M

(a)
τz = maxn≤τz Sn, wobei τz = min{n ≥ 1 : S

(a)
n < −z}, z > 0, auch obere Schranken

fürM (a) herleiten. Zusätzlich werden die hergeleiteten Ungleichungen im Fall von regulär
variierenden Verteilungen in den Heavy Traffic und Heavy Tail Regionen getestet und es
wird gezeigt, dass diese dort asymptotisch präzise sind.

Das vierte Kapitel beschäftigt sich mit dem Fall von Irrfahrten auf einem Gitter mit
Gitterabstand ∆(a). Es wird eine lokale Version der Heavy Traffic Asymptotik für die
Wahrscheinlichkeit P(M (a) = ∆(a)x) bewiesen, falls x so ist, dass x→∞ und ax = O(1)
für a → 0. Diese Asymptotik folgt aus einer Darstellung von P(M (a) = ∆(a)x) mittels
einer geometrischen Summe und einem uniformen Erneuerungstheorem, welches auch
bewiesen wird.
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Preface

This thesis consists of an introduction and four closely related chapters which deal
with the study of the asymptotic and non-asymptotic behaviour of the maximum of a
random walk.

Chapter 1 serves as a joint introduction to the chapters 2 - 4. In Chapter 2 the asym-
ptotical tail behaviour of the maximum of a random walk is fully described, Chapter 3
presents various upper bounds for the tail of the maximum and Chapter 4 comprises a
local limit theorem for the maximum of a random walk.
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Introduction

The total maximum M (a) of a random walk S(a) with drift −a plays a crucial role
in a number of applications. For example, its distribution coincides with the stationary
distribution of the queue-length in a G/G/1 queue. Another important application comes
from insurance mathematics: Under some special restrictions on the increments X(a)

i the
quantity P(M (a) > x) is equal to the ruin probability in the so-called renewal arrivals
model.
The asymptotic tail behaviour of the maximum of a random walk has been studied

extensively in the literature. The first result goes back to Cramér and Lundberg (see, for
example, Asmussen [3]). They considered light-tailed increments X(a)

i with fixed a > 0

and showed that if the so-called Cramér condition E[eh0X
(a)
1 ] = 1 is fulfilled for some

h0 > 0 and E[X
(a)
1 eh0X

(a)
1 ] <∞, then there exists a constant c0 ∈ (0, 1) such that

P(M (a) > x) ∼ c0e−h0x as x→∞. (0.1)

If the Cramér condition is not fulfilled, that means the distribution F of the increments
X(a) is heavy tailed, the most classical result for the asymptotics of M (a) is due to
Veraverbeke [48] (see also Embrechts et al. [21]): Denote by F (·) the distribution function
of X(a)

1 and let F (·) = 1− F (·). Suppose the integrated tail F I(·) = min{1,
∫∞
· F (u)du}

is subexponential. Then, for fixed a,

P(M (a) > x) ∼ 1

a
F
I
(x) as x→∞. (0.2)

The assumption of the integrated tail being subexponential is not equivalent to the
assumption that the tail distribution is subexponential, see Klüppelberg [34]. But Klüp-
pelberg [34] has shown that if F is strong subexponential, then the integrated tail is
subexponential and it is known that strong subexponential distributions form a large
subclass of heavy tailed distributions.
Let us consider the case a → 0. For fixed a > 0 the random walk S(a) drifts to −∞

and the total maximum M (a) is finite almost surely. However, as a → 0, M (a) → ∞ in
probability. From this fact arises the natural question how fast M (a) grows as a → 0.
The studies on this question were initiated by Kingman [33], who considered the case
when |X(a)| has an exponential moment, and proved that for fixed x,

P(M (a) > x/a) ∼ e−2x/σ2
as a→ 0, (0.3)

where σ2 = Var(X(0)) denotes the variance of the increments in the case of zero drift.
Prohorov [45] extended this result to the case that the increments have finite variance.
Kingman and Prohorov had a motivation for examining M (a) that comes from queueing
theory: As mentioned above, it is well known that the stationary distribution of the
waiting time of a customer in a single-server first-come-first-served queue coincides with
the distribution of the maximum of a corresponding random walk. In the context of
queueing theory, the limit a → 0 means that the traffic load tends to 1. Thus, the
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question on the distribution of M (a) may be seen as the question on the growth rate of a
stationary waiting-time distribution in a G/G/1 queue. This is one of the most important
questions in queueing theory and is usually referred to as heavy traffic analysis.
One can see that (0.3) has a form similar to (0.1). Indeed, if the Cramér condition

holds, then, it is known that h0 → 0 as a → 0 and in the limit (0.1) becomes (0.3),
see e.g Asmussen [2]. In the special case that the increments are normal distributed
with expected value −a and variance σ2, one has E[ehX

(a)
] = e−ha+h

2σ2/2 and therefore
immediately attains h0 = 2a/σ2.
Now suppose we let a → 0 and x → ∞ simultaneously in the subexponential case. If

a→ 0 much ßlower"than x→∞, the probability P(M (a) > x) should still behave like in
the integrated tail approximation (0.2). On the other hand, if a→ 0 much "faster"than
x→∞, the heavy traffic approximation from (0.3) should still be precise. This fact raises
the interesting mathematical question what "fasteränd ßlower"mean in this context and
how the exponential asymptotics turns into the integrated tail asymptotics. In particular,
it is of interest whether there exists a transition point, at which the transition from
(0.3) to (0.2) takes place. Or, otherwise, whether there is a region in which neither the
heavy traffic nor the heavy tail asymptotics holds and what the asymptotical behaviour
of P(M (a) > x) will be like in this region. As shown in this thesis, answers to these
questions depend on the distributions of the increments of the random walk.
Blanchet and Lam [7] (see also Blanchet and Glynn [6]) extended the heavy traffic

asymptotics (0.3) to the case when x→∞. They have shown that if x→∞ sufficiently
slow as a→ 0,

P(M (a) > x) ∼ e−θax as a→ 0, (0.4)

where θa is the solution to the equation

E
[
eθaX

(a)
;X(a) ≤ 1/a

]
= 1. (0.5)

By the Taylor expansion one can see (also refer to Blanchet and Glynn [6]) that θa allows
an expansion of the form θa = 2a/σ2 + C2a

2 + . . . + Cka
k, where Ci, i ∈ 2, . . . , k, are

suitable constants. This expansion is valid up to the order of the moment existence of
X(a) and the constants Ci can be defined using these moments.
Another remarkable result, which covers various subexponential distributions (inclu-

ding regular varying and Weibullian), is also contained in Blanchet and Lam [7]. They
have recently found a uniform, explicit representation for the probability P(M (a) > x),
which consists of the exponential term from Kingman’s asymptotics, the integrated tail
term and a convolution-type integral of a negative binomial sum.
The reason why all these results only work in the setting of an M/G/1 queue is that

their approach is based on the representation of M (a) as a geometric sum of independent
random variables:

P(M (a) > x) =

∞∑
k=0

q(1− q)kP(χ+
1 + χ+

2 · · ·+ χ+
k > x), (0.6)

where {χ+
l } are independent random variables and q = P(M (a) = 0). The main difficulty

in this approach is the fact that one has to know the distribution of χ+
l and the parameter
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q. In the setting of a M/G/1 queue the value q is known and it remains to find good
estimates for the probability P(χ+

l > x) and in the case of a M/M/1 queue both values,
q and P(χ+

l > x), can be calculated. However, in general one has to obtain appropriate
estimates for q and P(χ+

l > x). Therefore the approach via the representation as a
geometric sum may be unsuitable for general distributions of the increments (which
corresponds to the case of a G/G/1 queue).
Chapter 1 of this thesis comprises a brief introduction to heavy tailed and subexponen-

tial distributions and states known results on the maximum of random walks. In Chapter
2 we show that for a subclass of heavy tailed distributions (which includes regular varying
and lognormal distributions) one has, uniform in x ≥ 0,

P(M (a) > x) ∼ e−2ax/σ2
+

1

a
F
I
(x)1{x ≥ δx(a)} as a→ 0, (0.7)

where x(a) denotes a value for which both terms on the right hand side of the latter rela-
tion are of the same order. For another subclass of heavy tailed distributions (including
Weibullian and semi-exponential distributions) one has, uniform in x ≥ 0,

P(M (a) > x) ∼ e−θax +
F
I
(x)1{x ≥ x(a)− C ln(1/a)/θa}

a(1− γg(x)/(θax))2
as a→ 0 (0.8)

with γ ∈ (0, 1) and a large constant C. The exact value of γ depends on the tail distri-
bution F (·) and the exact dependence of x and a. One has lim supa→0 g(x)/(θax) = 0
for all x such that x � x(a) as a → 0 and lim infa→0 g(x)/(θax) > 0 for all x such that
x and x(a) are of the same order. To prove (0.7) and (0.8) we do not use the approach
via geometric sums from (0.6), instead we use an approach which relies on martingale
methods. Appearance of martingales is due to the equation (M (a) + X(a))+

d
= M (a).

In [20], Denisov and Wachtel also used a martingale technique to reestablish (0.2) for
long-tailed distributions. Another important contribution of Chapter 2 (see also Chapter
3) treats the case that the increments are regular varying of index r > 2. It is shown that
in this case there exists a sharp transition point

xRV (a) ≈ σ2(r − 2)

2

1

a
ln

1

a
. (0.9)

This means that, for values x above the critical value, the heavy tail approximation
holds and under this value the heavy traffic asymptotics is valid. Furthermore, xRV (a)
is a value for which the two terms on the right hand side of (0.7) are of the same order.
This generalizes a result from Olvera-Cravioto, Blanchet and Glynn [43], who derived
this critical value in the setting of a M/G/1 queue. If the increments possess a Weibull
distribution, that is F (x) = e−x

γ with γ ∈ (0, 1), one could believe that there is still a
sharp transition point. Equating the right hand sides of (0.2) and (0.4), one guesses the
critical point would be

xW (a) ≈
(

1

θa

)1/(1−γ)
− 2

θa(1− γ)
ln

√
2/(γσ2)

θa
.
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In [44], Olvera-Cravioto and Glynn conjectured that for Weibull type distributions there
is a third region in which neither the heavy traffic nor the integrated tail asymptotic is
valid only if 1/2 < γ < 1. However, we show that this is not the case and in fact this
third region exists for a larger region, that is for all γ ∈ (0, 1). This third region turns
out to be the region in which the integrated tail term is at least of the same order as the
exponential term on the right hand side of (0.8) and in which x/xW (a) = O(1).
In (0.7) and (0.8) we fully describe the asymptotical behaviour ofP(M (a) > x) as a→ 0

uniform in x. However, for applications in insurance mathematics and queueing theory,
it is also of great interest to have non-asymptotical approximations for the distribution
of M (a). Especially, it is important to have computable upper bounds for the probability
P(M (a) > x) if a and x are fixed values and this is what Chapter 3 is about. The most
classical result in this field is the Lundberg inequality, which states that if the Cramér
condition holds for h0 > 0, one has

P(M (a) > x) ≤ e−h0x

for all fixed a, x > 0. Because of (0.1), the error in the latter inequality is only of constant
order and the Lundberg inequality is therefore quite precise.
If the Cramér condition is not fulfilled, upper bounds for P(M (a) > x) have been

derived by Kalashnikov [31] and by Richards [46]. The approach in these papers is again
based on the representation (0.6) of M (a) as a geometric sum of independent random
variables. Our approach is different. We split the time axis into intervals of finite but
random length and choose a level of truncation on these intervals. This gives

P(M (a) > x) ≤
∞∑
j=0

P(M (a)
τz > x+ jz),

where τz = min{k ≥ 1 : Sk < −z} with arbitrary 0 ≤ z ≤ x. This formula allows us to ob-
tain upper bounds forM (a) from upper bounds forM (a)

τz . In the case of finite and infinite
variance we get upper bounds for the probability P(M

(a)
τz > x) by a martingale construc-

tion and therefore by the latter formula upper bounds for the probability P(M (a) > x):
Fix some θ ∈ (0, 1), ε > 0, α ∈ (0, 1) and let β = 1 − α. Define At := E[|X(a)|t],
At,+ := E[(X(a))t;X(a) > 0] > 0,

c1 :=
3A

1/θ
t θ−(t−1)/θ

(t− 1)a1/θ−1
, c2 :=

3A
1/θ
t,+θ

−(t−1)/θ

(t− 1)β1/θa1/θ−1
,

ψ3(x) :=
aθt−1xt−1

At
, ψ4(x) :=

βθt−1axt−1

At,+
.

Assume that At <∞ for some t ∈ (1, 2]. Then, for every a, x satisfying xt−1 ≥ θ1−t(eθ −
1)Ata

−1 and x ≥ z(t− 1)θ−1, we have

P(M (a) > x) ≤ c1
E[τz]

z
ln (1 + ψ3(x))x−(t−1)/θ

+
(

1 + ψ3(x)−1/θ
)
E[τz]

(
1

θz
F
I
(θx) + P(X(a) > θx)

)
.

4



Assume that Var(X(a)) < ∞ and 0 < At,+ < ∞ for some t > 2. Then, for every
a, x, z satisfying the conditions 2αe−εθax ≥ E[(X(a))2] ln(1 + βθt−1axt−1/At,+), xt−1 ≥
θ1−t(eθ − 1)At,+β

−1a−1 and x ≥ z(t− 1)θ−1, we have

P(M (a) > x) ≤ c2
E[τz]

z
ln (1 + ψ4(x))x−(t−1)/θ

+
(

1 + ψ4(x)−1/θ
)
E[τz]

(
1

θz
F
I
(θx) + P(X(a) > θx)

)
.

In Chapter 3 we also test our inequalities in the heavy traffic and heavy tail regime and
show that they are asymptotically precise. Particularly we consider the case of regular
varying tail-distributions and reestablish the results (0.3) for x under the critical value
from (0.9) and (0.2) above this critical value. This means we reestablish the result (0.7)
in the case that x is not asymptotically equivalent to xRV (a). Furthermore, we use our
bounds on Mτz to obtain a result on the asymptotics of M (a) in the case of infinite
variance. Namely, we show that if E[(min{0, X(0)})2] <∞, (0.2) is still valid above some
critical value for regular varying distributions with index r ∈ (1, 2].
The fourth Chapter of this thesis deals with the question whether there exists a local

version of the heavy traffic asymptotics (0.3) if the increments possess an aperiodic ∆(a)-
lattice distribution. We consider the case when x → ∞ with ax = O(1) as a → 0 and
show that

P(M (a) = ∆(a)x) ∼ 2a∆(0)

σ2
exp

{
−2ax∆(0)

σ2

}
as a→ 0.

This result follows from a representation of P(M (a) = ∆(a)x) as a geometric sum and
the application of a uniform renewal theorem which is also derived in this chapter.
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1 Preliminaries

1 Preliminaries

This chapter contains an overview of the used notation and a brief introduction to the
theory of random walks including a survey of some known results on the maximum of a
random walk.

1.1 Notation

In this thesis the following notation is used:

• By ↘ and ↗ we mean (weakly) decreasing and (weakly) increasing respectively.

• The symbol ∼ is used to denote äsymptotically equivalent". Thus, for two non-
negative functions f and g and a constant a ∈ [−∞,∞],

f(x) ∼ g(x) as x→ a⇐⇒ lim
x→a

f(x)/g(x) = 1.

• The symbols o, O and � are used to indicate "having smaller order", "not ha-
ving larger orderänd "having the same order"respectively. That is for non-negative
functions f and g and a constant a ∈ [−∞,∞],

f(x) = o(g(x)) as x→ a⇔ lim
x→a

f(x)

g(x)
= 0,

f(x) = O(g(x)) as x→ a⇔ lim sup
x→a

f(x)

g(x)
<∞,

f(x) � g(x) as x→ a⇔ lim inf
x→a

f(x)

g(x)
> 0 and lim sup

x→a

f(x)

g(x)
<∞.

• The symbols� and� are used to indicate "having larger orderänd "having smaller
order"respectively. For non-negative functions f and g and a constant a ∈ [−∞,∞],

f(x)� g(x) as x→ a⇔ g(x) = o(f(x)) as x→ a⇔ lim
x→a

f(x)

g(x)
=∞,

f(x)� g(x) as x→ a⇔ f(x) = o(g(x)) as x→ a⇔ lim
x→a

f(x)

g(x)
= 0.

• The symbols � and ≺ are used to refine the notation from� and�. In particular,
for two non-negative functions f and g and a constant a ∈ [−∞,∞],

f(x) � g(x) as x→ a⇔ f(x)− g(x)→∞ as x→ a,

f(x) ≺ g(x) as x→ a⇔ f(x)− g(x)→ −∞ as x→ a.

• The sign d
= is used to denote "have the same distribution". That is for two random

variables X,Y on (Ω,F ,P),

X
d
= Y ⇔ P(X ∈ A) = P(Y ∈ A) for all A ∈ F .

6
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• For two non-negative functions f(x, y) and g(x, y) and a constant a ∈ [−∞,∞],

f(x, y) = o(g(x, y)) as x→ a uniform in y ⇔ lim
x→a

sup
y

|f(x, y)|
|g(x, y)|

= 0.

• For a distribution function F denote by F the (right-)tail distribution function, i.e.
F (x) = 1− F (x).

• F I(·) is the integrated tail defined by F I(x) = min
{

1,
∫∞
x F (u)du

}
, x ≥ 0, and

F I(·) is defined by F I(x) = 1− F I(x), x ≥ 0.

• F ∗n stands for the n-fold convolution of F with itself and the corresponding right
tail is defined as F ∗n(x) = 1− F ∗n(x).

• The indicator function is displayed by 1{A} and is 1 if A holds and 0 if it does not.

• For a random variable X and the expectation E, the expression E[X;A] is used to
abbreviate E[X1{A}].

• For and random variable X and a, b ∈ R with a < b, we use the convention
E[X;X ∈ [b, a]] = −E[X;X ∈ [a, b]]

• The term M/G/1 queue is used to denote a first in first out (FIFO) queue with a
markovian (exponential) interarrival distribution, general but independent service
time distribution and 1 server. Accordingly, a G/G/1 queue is used to denote a
FIFO queue with a general but independent interarrival distribution.

• For a random variable X the positive part of X is defined as X+ := X1{X ≥ 0}
and the negative part is defined as X− := −X1{X ≤ 0}.

Additional notation is introduced during the course of this chapter.
In the following, we give some definitions and state some well known results on heavy

tailed and subexponential distributions, mostly collected from [27]. For an extensive
introduction to heavy tailed distributions, see e.g. [11].

1.2 Heavy tailed distributions

Consider a random variable X on R with distribution F .

Definition 1.1. The distribution F is said to have right-unbounded support if F (x) > 0
for all x > 0.

Definition 1.2. The distribution F is called (right-)heavy tailed if∫ ∞
−∞

eλxdF (x) =∞ for all λ > 0,

that is, if and only if F does not possess any positive exponential moment. Otherwise
the distribution F is called light-tailed.

7
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If the distribution F is concentrated on the positive real axis R+
0 , the latter definition

immediately implies that for a light-tailed distribution all power moments are finite.

Definition 1.3. A function f(·) ≥ 0 is called heavy tailed if

lim sup
x→∞

eλxf(x) =∞ for all λ > 0.

It is known that a distribution F is heavy tailed if and only if its tail distribution
function F (·) is heavy tailed. Hence, for a distribution F to be heavy tailed is a tail-
property.

1.3 Subexponential distributions

For various results one requires stronger regularity conditions than the requirement that
the distribution is heavy tailed. Recall that for all independent, non-negative random
variables X1, X2, . . . , Xn with distribution F , as x→∞,

F ∗n(x) = P(X1 + . . .+Xn > x) ≥ P(max{X1, . . . , Xn} > x)

= 1− (1−P(X1 > x))n ∼ nP(X1 > x) = nF (x). (1.1)

This motivates the definition of a so-called subexponential distribution.

Definition 1.4. We say a distribution F on R+
0 with unbounded-support is subexponen-

tial, and write F ∈ S, if
F ∗2(x) ∼ 2F (x) as x→∞. (1.2)

Subexponential distributions were introduced independently in [14] and [15] and it is
known that all subexponential distributions are heavy tailed, see e.g. [23]. Embrechts and
Hawkes [22] have shown that the property (1.2) can be generalized to an arbitrary number
n instead of 2. To be more specific, the following characterization of subexponential
distributions is valid.

Proposition 1.5. A distribution F on R+
0 with unbounded support is subexponential if

and only if, for an arbitrary n ≥ 2,

F ∗n(x) ∼ nF (x) as x→∞. (1.3)

Furthermore, (1.1) and (1.3) imply that F is subexponential if and only if, for all n ≥ 2,

P(X1 + . . .+Xn > x) ∼ P(max{X1, . . . , Xn} > x) as x→∞. (1.4)

Relation (1.4) can be interpreted as follows: if a random walk exceeds a large level x this
is with a probability close to 1 due to the fact that one increment of the random walk
exceeds this level. Therefore this result is usually referred to as the "principle of a single
big jump".
Subexponential distributions can also be defined on the whole real line. To do so let

us introduce another class of distribution functions.

8
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Definition 1.6. A distribution on R is said to be long-tailed if it has right-unbounded
support and, for every fixed value y > 0,

F (x+ y) ∼ F (x) as x→∞. (1.5)

Every long-tailed distribution is also heavy tailed, see Lemma 2.17 and Theorem 2.6 in
[27]. However, (1.5) implies a degree of smoothness and not all heavy tailed distribution
function possess this smoothness, see the example after Lemma 2.17 in [27]. It is known
that a distribution F on R with unbounded support is long-tailed with F ∗2(x) ∼ 2F (x)
as x→∞ if and only if F+ := F (x)1{x ≥ 0} is subexponential. This allows us to extend
the definition of subexponentiality to the whole real line.

Definition 1.7. We say a distribution F on R is called (whole-line) subexponential, and
write F ∈ SR, if F is long-tailed and

F ∗2(x) ∼ 2F (x) as x→∞. (1.6)

1.4 Strong subexponential distributions

Consider a random variable X with support R and distribution F . In applications like
random walk theory, queueing theory, risk theory and renewal theory, and especially in
the following chapters it is an important question whether F ∈ S implies that F I ∈ S. In
general this is not the case, see for example Chapter 3.8. in [27]. However, Klüppelberg
[34] has shown that those distribution functions for which the latter is true form a large
subclass of S, which we will call strong subexponential distributions.

Definition 1.8. Suppose µ := E[X;X ≥ 0] < ∞. A distribution function F with
right-unbounded support belongs to the class S∗ of strong subexponential distribution
functions if ∫ x

0
F (x− y)F (y)dy ∼ 2µF (x) as x→∞. (1.7)

This definition can be motivated as follows: For all distributions F on R,∫ x

x/2
F (x− y)F (y)dy =

∫ x/2

0
F (w)F (x− w)dw,

where we substituted w = x− y. Therefore,∫ x

0
F (x− y)F (y)dy = 2

∫ x/2

0
F (x− y)F (y)dy ≥ 2F (x)

∫ x/2

0
F (y)dy

and consequently, for all distributions with right-unbounded support,

lim inf
x→∞

1

F (x)

∫ x

0
F (x− y)F (y)dy ≥ 2µ.

9
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If F is heavy tailed, one can even show (see for example Lemma 4 in [26]) that

lim inf
x→∞

1

F (x)

∫ x

0
F (x− y)F (y)dy = 2µ. (1.8)

The observation (1.8) provides that a distribution is strong subexponential if it is heavy
tailed and sufficiently regular that the limit

lim
x→∞

1

F (x)

∫ x

0
F (x− y)F (y)dy

exists.
As shown in Klüppelberg [34], every strong subexponential distribution on R is whole-

line subexponential and for every strong subexponential distribution the integrated tail
distribution is subexponential, that is

S∗ ⊂ SR, (1.9)

F ∈ S∗ ⇒ F I ∈ S. (1.10)

In the same paper (see also [27]) an example of a distribution for which F I ∈ S but
F 6∈ S∗ is given. This means the converse of (1.10) is not true. However, it is known that
all subexponential (or even heavy tailed) distributions that are likely to be encountered
in practice are strong subexponential.

1.5 An important subclass of subexponential distributions

In this chapter we will consider distributions with right-unbounded support and F (x) ∼
e−g(x) as x → ∞, where g is a positive function. We assume the existence of values
0 < γ < 1 and x0 > 0 (that may depend on γ) such that

g(x)

xγ
↘, x ≥ x0 = x0(γ). (1.11)

Let
γ∗ := inf{γ > 0 : ∃x0 = x0(γ) : g(x)/xγ is decreasing for all x ≥ x0}.

Furthermore, suppose that E[|X|1+ε] <∞ for some ε > 0 and if γ∗ > 0 also assume that
e−δg(x) is integrable over R+

0 for all δ > 0.
Let us show that this class of distributions is a subclass of the strong subexponential

distributions. In order to do so, we want to use a criterion from Theorem 3.30 of [27]:
Let F be a long-tailed distribution on R. Assume there exists some γ̂ < 1 and A < ∞
such that

g(x)− g(x− y) ≤ γ̂g(y) +A (1.12)

for all x > 0 and y ∈ [0, x/2]. If the function e−(1−γ̂)g(x) is integrable over R+, then
F ∈ S∗. First, consider γ∗ = 0. Then, one can choose ε2 > 0 arbitrary close to 0 such
that

g(x)

xε2
↘, x ≥ x0 = x0(ε2).

10
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Hence, for x ≥ 2x0,
g(x)

xε2
≤ g(x− w)

(x− w)ε2
, 0 ≤ w ≤ x/2, (1.13)

and consequently
g(x− w)

g(x)
≥
(

1− w

x

)ε2
, 0 ≤ w ≤ x/2,

for x ≥ 2x0. By using

(1− z)ε2 ≥ 1− ε2z − (ε2(1− ε2))21−ε2z2 ≥ 1− 2ε2z, 0 ≤ z ≤ 1/2, (1.14)

one obtains, for x ≥ 2x0,

g(x)− g(x− w) ≤ 2ε2w
g(x)

x
, 0 ≤ w ≤ x/2. (1.15)

Since g(x)/x is decreasing for x ≥ x0,

g(x)

x
≤ g(w)

w
, x0 ≤ w ≤ x, (1.16)

and thus, for x ≥ 2x0,

g(x)− g(x− w) ≤ 2ε2g(w), 0 ≤ w ≤ x/2.

As a consequence, (1.12) is fulfilled for A = supu≤2x0 g(u) and γ̂ = 2ε2. On the other
side, (1.15) implies that for all y > 0 fixed

F (x+ y)

F (x)
→ 1 as x→∞.

The existence of a moment of order 1 + ε ensures g(x) ≥ (1 + ε) lnx for x large enough
and consequently, for ε2 sufficiently close to 0,

e−(1−2ε2)g(x) ≤ x−(1−2ε2)(1+ε) = o(x−1−ε/2) as x→∞.

Thus, the distribution is strong subexponential due to the above mentioned criterion.
Now, suppose that γ∗ > 0. Then, for all ε2 > 0 such that 0 < γ∗ + ε2 < 1 there exists

some x0 such that for x ≥ 2x0,

g(x− w)

g(x)
≥
(

1− w

x

)γ∗+ε2
, 0 ≤ w ≤ x/2.

Furthermore, one sees by the Taylor expansion that for all 0 ≤ z ≤ 1/2

(1− z)γ∗+ε2 ≥ 1− (γ∗ + ε2)z − (γ∗ + ε2)(1− (γ∗ + ε2))2
1−(γ∗+ε2)z2

≥ 1− (1− (1− (γ∗ + ε2))
2)z.

11
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Therefore, for x ≥ 2x0,

g(x)− g(x− w) ≤ αwg(x)

x
, 0 ≤ w ≤ x/2, (1.17)

with α = 1− (1− (γ∗ + ε2))
2 < 1. The latter inequality combined with (1.16) gives

g(x)− g(x− w) ≤ αg(w), 0 ≤ w ≤ x/2, (1.18)

for all x ≥ 2x0. Hence, (1.12) is fulfilled for γ̂ = γ∗+ ε2 and A = supu≤2x0 g(u). Further-
more, by making use of (1.17) and the fact that g(x)/x is decreasing for x large enough,
we obtain

F (x+ y)

F (x)
→ 1 as x→∞

for all fixed y > 0. On the other side, e−αg(x) is integrable over R+
0 due to our assumptions

and therefore the distribution is strong subexponential by the cited criterion.

1.6 Examples of heavy tailed and (strong) subexponential distributions

Let us discuss a number of examples of heavy tailed distributions. It is known that all
these distributions are also strong subexponential and one sees that all these distributions
are also contained in the class from Chapter 1.5. In the following chapters we will only
be concerned about the subexponentiality of the right tail of the distributions. Therefore
we will mostly give examples of distributions on the positive half-line.

Example 1.9. Pareto distribution on R+
0 . The tail distribution function of the Pareto

distribution is given by

F (x) =

(
κ

x+ κ

)α
(1.19)

with some κ > 0 and α > 0. Clearly, F (x) ∼ καx−α as x→∞ For this reason the Pareto
distributions are also referred to as power law distributions. For Pareto distributions, all
moments of order β exist if and only if β < α.

Example 1.10. Distributions with regular varying tails. Consider a distribution on the
positive half-line and let x0 ≥ 0. A positive measurable function L(·) defined on [x0,∞)
is called slowly varying if

L(tx)

L(x)
→ 1 for all t > 0. (1.20)

Examples for slowly varying function are e.g. logarithm-type functions. The tail distri-
bution function of a distribution with regular varying tails is given by

F (x) = L(x)x−α (1.21)

with index α > 0. A distributions on R+
0 with regular varying tails possess moments of

order β if β < α. Whether the moments of order β = α exists, depends on the slowly
varying function and moments of order β > α do not exist.

12
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Example 1.11. Lognormal distribution on R+
0 . This distribution is given by the density

f(x) =
1√

2πσ2x
exp

(
−(lnx− µ)2

2σ2

)
(1.22)

with parameters µ ∈ R and σ2 > 0. All power moments of the lognormal distribution are
finite and with the l’Hôspital rule one sees that

F (x) ∼ σ2√
2πσ2 lnx

exp

(
−(lnx− µ)2

2σ2

)
as x→∞.

Example 1.12. Weibull distribution on R+
0 . The tail function F has the form

F (x) = e−x
γ

(1.23)

with parameter 0 < γ < 1. All power moments of the Weibull distribution are finite.

Example 1.13. Semi-exponential distribution on R+
0 . The tail function F has the form

F (x) = e−x
γL(x) (1.24)

with parameter 0 < γ < 1 and a slowly varying function L(x). All power moments of
Semi-exponential distributions are obviously finite. Semi-exponential distributions were
introduced in [9] and in the same article it was shown that all semi-exponential distribu-
tions are subexponential.

One can verify that all the distributions in the latter examples are in the subclass of
subexponential distributions from chapter 1.5 and therefore also (strong) subexponential
and heavy tailed.
For further examples see [27].

1.7 Model and motivation for studying the maximum of a random walk

In this section we give a brief introduction to the model we use in this thesis and motivate
why it is important to study the maximum of a random walk.
Denote by {S(a)

n , n ≥ 0}, a ∈ [0, a0] with a0 > 0, a family of random walks with
increments X(a)

i and starting point zero, that is,

S
(a)
0 := 0, S(a)

n :=
n∑
i=1

X
(a)
i , n ≥ 1.

We shall assume that, for every fixed a, the random variables X(a)
1 , X

(a)
2 , . . . are indepen-

dent copies of a random variable X(a) with distribution function F and negative drift
−a := E[X(a)] < 0. Denote by M (a) = supk≥0 S

(a)
k the maximum of the corresponding

random walk. The maximum plays an important role in a number of applications. For
example, its distribution coincides with the steady state waiting time of a G/G/1 queue
(see Chapter 1.7.1) and can be interpreted as the ruin probability in the so-called renewal
arrivals model (see Chapter 1.7.2).
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1.7.1 Duality of random walks and queues

One of the main motivations for studying the random variable M (a) originates from
queueing theory, since its distribution coincides with the stationary distribution of the
queue-length in a G/G/1 queue. This was first shown by Kiefer and Wolfowitz [32].
To explain this duality, let us introduce some notation and results collected from

Asmussen [2]. Consider a G/G/1 queue with customers numbered as n = 0, 1, . . . and
assume that customer 0 arrives at time t = 0, finds an empty queue, and his service
starts immediately. Let Tn be the interarrival time between the n-th customer and the
(n + 1)-th customer and denote the service time of the n-th customer by Un. Wn is
used to denote the waiting time of the n-th customer, i.e. the time between his arrival
and beginning of service. Let λ := E[Tn] ∈ (0,∞), b := E[Un] ∈ (0,∞) and denote by
ρ := b/λ the so-called traffic intensity.

Lemma 1.14. For ρ < 1 there exists a limiting steady state waiting time W∞ such that
the distribution of Wn converges to that of W∞ in the total variation norm, that is

sup
A
|P(Wn ∈ A)−P(W∞ ∈ A)| → 0 as n→∞.

We want to show that the distribution ofW∞ from the latter lemma coincides with the
maximum of a properly defined random walk and therefore assume ρ < 1 or equivalently
−a := b− λ < 0.

Beweis. The proof uses tightness arguments and can be found in Theorem 2.2 of Chapter
12.2 in [2].

Put Z(a)
n := Un − Tn, where the superscript indicates E[Z

(a)
n ] = −a < 0. Then, for all

n ≥ 0,
Wn+1 = (Wn + Z(a)

n )+. (1.25)

Define a random walk by S
(a)
0 := 0 and for n ≥ 1, S(a)

n :=
∑n

k=1 Z
(a)
k . Denote by

M
(a)
n := max0≤k≤n S

(a)
k the maximum up to time n and by M := maxk≥0 S

(a)
k the total

maximum.

Lemma 1.15.

Wn = max{S(a)
n , S(a)

n − S
(a)
1 , . . . , S(a)

n − S
(a)
n−1, 0}

d
= M (a)

n . (1.26)

Beweis. By (1.25), the increments of (Wn) are at least those of Sn:

Wn −Wn−k ≥ S(a)
n − S

(a)
n−k, 0 ≤ k ≤ n.

Choosing k = n and using W0 = 0 gives Wn ≥ S
(a)
n and, by virtue of Wn−k ≥ 0, we get

Wn ≥ S(a)
n − S(a)

n−k for all k = 0, 1, . . . , n. Therefore,

Wn ≥ max{S(a)
n , S(a)

n − S
(a)
1 , . . . , S(a)

n − S
(a)
n−1, 0}.
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For the converse, it is sufficient to show that Wn = S
(a)
n − S(a)

n−k for some k = 0, 1, . . . , n.
If S(a)

k ≥ 0 for all 0 ≤ k ≤ n, (1.25) gives Wn = S
(a)
n . On the other side, if there exists

some 1 ≤ k ≤ n such that S(a)
k < 0, (1.25) implies that Wl = 0 for some 0 ≤ l ≤ n.

Letting k be the last such l we conclude again by (1.25) that Wn = S
(a)
n − S(a)

n−k.
The second equality of (1.26) is trivial.

Lemma 1.16. M (a) <∞ a.s. and

Wn
w−→M (a) as n→∞.

Beweis. From the law of large numbers, S(a)
n /n

a.s.−−→ −a and therefore S(a)
n → −∞. This

ensures the finiteness of M (a). The random variable θ := max{k ≥ 0 : S
(a)
k > 0} is

finite a.s. and P(M (a) 6= M
(a)
n ) ≤ P(θ > n) → 0 as n → ∞. Thus, Lemma 1.15 gives

Wn
w−→M (a).

Combining the latter results we see that

W∞
d
= M (a),

so the steady state waiting time can be interpreted as the maximum of an appropriately
defined random walk.
In queueing theory heavy tailed distributions appear for example in the modeling of

data traffic in communication networks. In this situation, statistical evidence has been
found that exponential tail decay is not compatible with the empirical observations, see
e.g. Adler et al. [1].

1.7.2 Duality of random walks and ruin probabilities

Another important application comes from insurance mathematics: Under some restric-
tions on X(a) the quantity P(M (a) > x) is equal to the ruin probability in the so-called
renewal arrivals model.
To outline this duality, let us introduce some notation taken from Asmussen [3]. A risk

reserve process (Rt)t≥0 is a model for the time evolution of the reserves of an insurance
company. Denote by x = R0 the initial reserve and suppose the ruin probability ψ(x) is
the probability that the reserve ever drops below zero:

ψ(x) = P

(
inf
t≥0

Rt < 0

)
.

For mathematical purposes it is often more convenient to work with the claim surplus
process (Wt)t≥0 defined by Wt = x−Rt.
Studying ruin probabilities, usually the following setup is used:

• There are only finitely many claims in finite time intervals, which means that
the number of arrivals Nt in the time interval [0, t] is finite for all t. Denote the
interarrival times by T2, T3, . . . and suppose T1 is the time of the first claim.
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• The size of the n-th claim is Un. The claims are independent of each other and
independent of the interarrival times.

• Premiums flow in at rate p, say, per unit time.

Summarizing, we have

Rt = x+ pt−
Nt∑
k=1

Uk, Wt =

Nt∑
k=1

Uk − pt

and therefore for the ruin probability

ψ(x) = P

(
inf
t≥0

Rt < 0

)
= P

(
sup
t≥0

Wt > x

)
.

The case of interest is the nontrivial case of the ruin probability, that is −a := E[U1 −
pT1] < 0. Put Y (a)

k := Uk − pTk, k ≥ 1, and

S
(a)
0 := 0, S(a)

n :=

n∑
k=1

Y
(a)
k .

Due to our assumptions the family (Y
(a)
k )k≥0 of random variables is iid and since the

surplus process (Wt)t≥0 is monotone decreasing between the claims, the ruin probability
is given by

ψ(x) = P

(
sup
t≥0

Wt > x

)
= P

(
max
k≥0

S
(a)
k > x

)
= P(M (a) > x).

In actuarial mathematics, there is statistical evidence suggesting that most claim sizes
should be modeled as heavy tailed random variables. For a discussion and further refe-
rences on that see for example Chapter 1.2 of Embrechts, Klüppelberg and Mikosch [23]
or Kalashnikov [31].

1.8 Some known results on the maximum of a random walk

We use the setting introduced in chapter 1.7 and state some classical results on the
maximum M (a).

The asymptotic tail behaviour of M (a) has been studied extensively in the literature.
The first result goes back, apparently, to Cramér and Lundberg (see, for example, As-
mussen [2]). If a is fixed,

E[eh0X
(a)

] = 1 for some h0 > 0, (1.27)

and, in addition, E[X(a)eh0X
(a)

] <∞, then there exists a constant c0 ∈ (0, 1) such that

P(M (a) > x) ∼ c0e−h0x as x→∞. (1.28)
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If (1.27) is not fulfilled, in other words F is heavy tailed, then one should assume that
the distribution of X(a) is regular in some sense. To be more specific, recall that (1.9)
states that every strong subexponential distribution is whole-line subexponential and
therefore heavy tailed. On the other side, (1.10) implies that the integrated tail F I(·) is
subexponential for every strong subexponential distribution function F . In this case, for
fixed a, a classical result concerning the maximum of a random walk is the following: If
the integrated tail F I is subexponential, then

P(M (a) > x) ∼ 1

a
F
I
(x) as x→∞. (1.29)

This result was proved for regular varying distributions by Callaert and Cohen in [13] and
by Cohen [17]. In the present form it was proved by Veraverbeke [48] (see also Embrechts
et al. [21]). It is known that (1.29) is valid if and only if F I is subexponential, see e.g.
Corollary 6.1 in Embrechts and Veraverbeke [24].
Let us discuss the behaviour of the total maximum as a → 0. This case is interesting

in terms of queueing theory as it describes the behaviour of a system in heavy traffic.
For all a > 0 the total maximum M (a) is finite almost surely. However, M (a) → ∞ in
probability as a→ 0. From this fact arises the natural question how fast M (a) grows as
a→ 0. Studies on this question were initiated by Kingman [33], who considered the case
when |X(a)| has an exponential moment with E[(X(a))2] → E[(X(0))2] > 0 as a → 0,
and proved that for fixed x,

P(M (a) > x/a) ∼ e−2x/σ2
as a→ 0, (1.30)

where σ2 = Var(X(0)) denotes the variance of the increments in the case of zero drift.
Prohorov [45] extended this result to the case that the increments have finite variance
and currently it is known that it is sufficient to assume the Lindeberg-type condition

lim
a→0

E[(X(a))2; |X(a)| > K/a] = 0 for all K > 0

to establish (1.30). For an extensive discussion, see e.g. Theorem X.7.1 of Asmussen [2]
or equation (21) of [49].
Blanchet and Lam [7] (see also Blanchet and Glynn [6]) generalized (1.30) to the case

where x depends on a. In particular, they have shown that if x = O(1) or x → ∞
sufficiently slow as a→ 0,

P(M (a) > x) ∼ e−θax as a→ 0. (1.31)

Here, θa is the solution to the equation

E
[
eθaX

(a)
;X(a) ≤ 1/a

]
= 1. (1.32)

By using the Taylor expansion (see also Blanchet and Glynn [6]) one sees that θa allows
an expansion of the form θa = 2a/σ2 + C2a

2 + . . . + Cka
k, where Ci, i ∈ 2, . . . , k are

17



1 Preliminaries

suitable constants. This expansion is valid up to the order of the moment existence of
X(a) and the constants Ci can be defined using these moments.
The stated asymptotical results do not necessarily give a good approximation for the

probability P(M (a) > x) for fixed values of a and x. For example, for ßmall"values
of x and "large"values of a all the above mentioned approximations are imprecise (for
a discussion see Kalashnikov [31]). Therefore it is also of great interest to have non-
asymptotic properties of P(M (a) > x). In the light-tailed case, the first non-asymptotic
results onM (a) go back to Cramér and Lundberg (see, for example, Asmussen [3]): If the
Cramér condition is fulfilled for some h0 > 0 one has for all x > 0 the so-called Lundberg
inequality

P(M (a) > x) ≤ e−h0x. (1.33)

Because of (1.27) the Lundberg inequality has optimal order and the error is only a con-
stant. The proof of the Lundberg inequality is based on the observation that E[eh0X

(a)
] =

1 implies that the sequence eh0S
(a)
n is a martingale and therefore E[eh0S

(a)
n ] = 1 for all

n ∈ N0. Applying Doob’s martingale inequality one obtains

P(M (a)
n > x) = P

(
sup

0≤k≤n
eh0S

(a)
k > eh0x

)
≤ e−h0xE[eh0S

(a)
n ] = e−h0x (1.34)

for all n ∈ N0. For An = {M (a)
n > x} and A = {M (a) > x} one has An ↑ A as n → ∞

and hence by the σ-continuity of P,

P(M (a) > x) = lim
n→∞

P(M (a)
n > x) ≤ e−h0x.

The same martingale property allows one to make an exponential change of measure,
which is used in the proof of (1.28).
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2 Heavy traffic and heavy tails for subexponential distributions

2 Heavy traffic and heavy tails for subexponential
distributions

The ideas in this chapter were developed in cooperation with Dr. Denis Denisov during
a visit at the University of Manchester and a visit of Dr. Denisov at the University of
Munich. The results stated in this chapter mainly correspond to publication [19], only
Corollary 2.9 is not contained in this general form in [19]. In the publication it is only
stated for the Weibull case and the proof is omitted since it uses similar methods as the
proof of Proposition 2.4.

2.1 Introduction and statement of the results

We use the notation and setting introduced in Chapter 1.7. For reasons of simplicity we
also assume that X(a) = X(0) − a in this chapter. We will give a short discussion on
how this condition can be weakened in Remark 2.10 after presenting the main results.
In Chapter 1.7 we mentioned several important results on the asymptotical behaviour of
the maximum of a random walk: If a is fixed, the Cramér condition is fulfilled for some
h0 > 0 and E[X(a)eh0X

(a)
] <∞, then there exists some constant c0 ∈ (0, 1) such that

P(M (a) > x) ∼ c0e−h0x as x→∞. (2.1)

Furthermore, if a is fixed and the integrated right tail F I(x) is subexponential, then

P(M (a) > x) ∼ 1

a
F
I
(x) as x→∞. (2.2)

If, on the other hand, |X(a)| has finite variance σ2 and x is fixed,

P(M (a) > x/a) ∼ e−2x/σ2
as a→∞. (2.3)

Furthermore, if x is in general not fixed, but x = O(1) or x → ∞ sufficiently slow as
a→ 0, then

P(M (a) > x) ∼ e−θax as a→ 0, (2.4)

where θa is the solution to the equation

E
[
eθaX

(a)
;X(a) ≤ 1/a

]
= 1. (2.5)

It is known that θa allows a Taylor expansion of the form θa = 2a/σ2 +C2a
2 + . . .+Cka

k

with Ci, i ∈ 2, . . . , k are suitable constants. This expansion is valid up to the order of the
moment existence of X(a) and the constants Ci can be defined using these moments.
One can see that (2.1) has a form similar to (2.4). Indeed, if the Cramér condition

holds then letting a → 0 one can see that h0 → 0 and in the limit (2.1) becomes (2.4),
see for example Asmussen [2]. However it is not immediately clear what happens if one
lets a→ 0 and x→∞ simultaneously when the Cramér condition does not hold and the
distribution of X(a) is subexponential. The problem is the following: For x � 1/a the
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2 Heavy traffic and heavy tails for subexponential distributions

heavy traffic theory predicts an exponential decay, whereas the heavy tail asymptotics
predicts a decay according to the integrated tail of the distribution. This fact raises an
interesting mathematical issue, how exponential asymptotics turn into the integrated tail
asymptotics in the subexponential case. On one hand, if a→ 0 much faster than x→∞,
the probability P(M (a) > x/a) still behaves like in the heavy traffic approximation (2.3)
by virtue of (2.4). On the other hand, if a → 0 much slower than x → ∞, the heavy
tail approximation from (2.2) should still be valid. In particular, the question is whether
there exists a transition point, at which the transition from (1.30) to (1.29) takes place.
Or, otherwise, whether there is a third region in which neither the heavy traffic nor the
heavy tail asymptotics holds and what the asymptotical behaviour of P(M (a) > x) will
be like in this region. This chapter deals with these questions and as it turns out answers
depend on the distribution of the increments of the random walk.
We will consider different distributions and examine whether there exists a sharp tran-

sition point for theses distributions. Namely, we will show that if the increments are
regular varying of index r > 2, then there exists a sharp transition point

xRV (a) ≈ σ2(r − 2)

2

1

a
ln

1

a
. (2.6)

and this is a value for which the terms on the right hand side of (2.2) and (2.4) have
equal order. This generalizes a result from Olvera-Cravioto, Blanchet and Glynn [43],
who derived this critical value in the setting of a M/G/1 queue. In Chapter 3 we will
even show that if only E[(min{X(a), 0})2] <∞, but the variance is in general not finite,
i.e r ∈ (1, 2), then the heavy tail approximation (1.29) holds above the boundary value
a1/(1−r). In the case of Weibull-like tails, that is F (x) = e−x

γ , γ ∈ (0, 1), one could still
believe there is a sharp transition point and try to find it by equating (2.2) and (2.4).
Then, the critical point would be

xW (a) ≈
(

1

θa

)1/(1−γ)
− 2

θa(1− γ)
ln

√
2/(γσ2)

θa
. (2.7)

There are some recent results that coped with the case of Weibull-type distributions, but
only in the case of aM/G/1 queue. In [44], Olvera-Cravioto and Glynn examine the case
of a M/G/1 queue and conjecture that for Weibull-type distributions there is a third
region in which neither the heavy traffic nor the integrated tail asymptotic is valid if and
only if 1/2 < γ < 1. However, we show that this is not the case and surprisingly this
third region exists for a larger amount of γ, that is for all γ ∈ (0, 1), see examples below.
There is also a remarkable recent result by Blanchet and Lam, which covers various
subexponential distributions. To be more specific they consider distributions very similar
to the ones introduced in Chapter 1.5 and derive a uniform, explicit representation for
the probability P(M (a) > x), which consists of the exponential term from heavy traffic
asymptotics (2.4), the integrated tail term (2.2) and a convolution term. For further
discussion of this result see Remark 2.8. The reason why all these results only work in
the setting of a M/G/1 queue is that their approach is based on the representation of
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2 Heavy traffic and heavy tails for subexponential distributions

M (a) as a geometric sum of independent random variables:

P(M (a) > x) =

∞∑
k=0

q(1− q)kP(χ+
1 + χ+

2 · · ·+ χ+
k > x),

where {χ+
l } are independent random variables and q = P(M (a) = 0). The main difficulty

in this approach is the fact that one has to know the distribution of χ+
l and the parameter

q. However, q and P(χ+
1 > x) are only known in some special cases. For example, if the

left tail of X(a) decays according to an exponential distribution, that is P(X(a) < −x) =
be−βx for some b ∈ (0, 1] and β > 0, the undershoot under 0 is also exponentially
distributed and hence one can verify

E[S
(a)

τ
(a)
−

] = −1/β, where τ (a)− = min{k ≥ 1 : S
(a)
k < 0}.

Consequently, the known formula P(M (a) = 0) = 1/E[τ
(a)
− ] and Wald’s identity give

P(M (a) = 0) =
1

E[τ
(a)
− ]

=
a

−E[S
(a)

τ
(a)
−

]
= βa.

This means the value q is known in this case. However, the distribution of the overshoot
remains unknown and one has to obtain appropriate estimates for P(χ+

1 > x). This
case corresponds to the case of a M/G/1 queue. If the right tail of X(a) also decays
exponentially (which corresponds to a M/M/1 queue) both values q and P(χ+

l > x) are
known and no estimates are required. However, in the general case (which corresponds to
the case of a G/G/1 queue) the value q and the distribution of χ+

1 remain unknown and,
using the approach via geometric sums, one has to find good estimates for both of them.
Therefore, an approach via geometric sums may be unsuitable for general distributions.
In the present work we use a different approach that relies on martingale methods.
Appearance of martingales is due to the equation (M (a) +X(a))+

d
= M (a).

Before we state our main result we introduce assumptions on the distribution of X(a).
If one writes

F (x) = e−g(x), (2.8)

the function g(x) = ln(−F (x)) is usually called hazard function of the distribution F .

Definition 2.1. Let γ ∈ [0, 1). The distribution F belongs to the class Kγ , γ ∈ (0, 1), if
g is positive, twice differentiable, concave and if for every ε1 > 0 there exists x0 = x0(ε1)
such that

g(x)

xγ+ε1
↘, x ≥ x0, (2.9)

and
g(x)

xγ−ε1
↗, x ≥ x0. (2.10)

The distribution F belongs to the class K0, if g is positive, twice differentiable, concave,
if (2.9) holds for γ = 0 and if there exists some value x1 such that

g(x)

lnx
↗, x ≥ x1. (2.11)
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2 Heavy traffic and heavy tails for subexponential distributions

By definition, for a distribution being in the class Kγ is a tail property and, as shown
in Chapter 1.5, all distributions F ∈ Kγ with γ ∈ [0, 1) are strong subexponential.
The class Kγ contains the most popular strong subexponential distribution functions.
For example, distributions with regular varying and lognormal-type tails are in K0 and
distributions with Weibull-type tails or semi-exponential tails are in Kγ , where the value
γ corresponds to the parameter γ in (1.23) and (1.24). An example of a subexponential
distribution that is not contained in any class Kγ , γ ∈ [0, 1), is a distribution on R+ with
g(x) = x/ lnβ x, β > 0.
Whenever we write F ∈ K0, we will also assume g′(x)x lnx/g(x)↗ for x large enough

and if g(x) = O(ln(x)) assume that (−g′′(x))/(g′(x))2 converges as x→∞ in this chap-
ter. On the other hand, if F ∈ Kγ with γ ∈ (0, 1), assume that xg′(x)/((γ − ε1)g(x))↗
for all ε1 > 0 if x is large enough. These assumptions are no big restriction and, in parti-
cular, the conditions can be verified for all strong subexponential distributions introduced
in Chapter 1.6. We motivate the assumptions in the following lemma.

Lemma 2.2. Suppose F ∈ Kγ for some γ ∈ [0, 1) and E[|X(a)|2+ε] <∞. If γ = 0,

g′(x) ≥ g(x)

x lnx
(2.12)

for x large enough. If g′(x)x lnx/g(x)↗ for x large enough, there exists some b ∈ [0, 1/2)
such that

−g′′(x)

(g′(x))2
→ b ∈ [0, 1/2) as x→∞. (2.13)

On the other hand, if γ > 0,

xg′(x)

g(x)
∈ [γ − ε1, γ + ε1] (2.14)

for all ε1 > 0 if x is large enough. Furthermore, if xg′(x)/((γ− ε1)g(x))↗ for all ε1 > 0
if x is large enough,

g′′(x)

(g′(x))2
= o(1) as x→∞. (2.15)

The only reason we need the additional assumptions is to compare F I with F . If one
assumes that F I(x) = e−g(x) instead of F (x) = e−g(x), one can omit these additional
assumptions. In the following Lemma we introduce a boundary sequence x(a) that helps
to define transition zones from the heavy traffic and the heavy tail asymptotics. If there
exists a sharp transtion point, it will turn out that this value will coincides with the
transition value.

Lemma 2.3. Suppose F ∈ Kγ, γ ∈ [0, 1) and that E[|X(a)|2+ε] <∞. Then, there exists
an increasing solution x(a) ≥ 1/a to the equation

θax− g(x)− ln(aθa) = o(1) as a→ 0. (2.16)

This solution is asymptotically unique in the sense that any other solution x̃(a) satisfies
x̃(a) = x(a) + o(1/a) as a→ 0.
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2 Heavy traffic and heavy tails for subexponential distributions

For c > 0 define,

Gc(x) :=

{
1, if x ≤ 0,

exp{−(θa + c)x}, if x > 0
(2.17)

and for δ ∈ (0, 1) and c > 0 let

Ĝc(x) :=

{
1
acF

I
(x), if x > δx(a),

0, if x ≤ δx(a).
(2.18)

Note that Ĝc(x) = 0 rather than 1 as in [20]. This is due to the fact that we are going
to consider the sum of two functions and 1 will come from another term as e−2az/σ2 is
approximately 1 for small a and z in a fixed interval. Furthermore, define for α, c > 0

G̃c(x) :=

{
eα, if x ≤ 0,

exp{−(θa + c)x}, if x > 0,
(2.19)

and put µy := inf{k ≥ 1 : S
(a)
k ≥ y}.

Proposition 2.4. Suppose F ∈ K0 and E[|X(a)|2+ε] < ∞ for some ε > 0. Put ca :=
1/(x(a) ln(1/a)) and

Y (1)
n := G−ca(x− S(a)

n∧µx) + Ĝ1−ε(x− S(a)
n∧µx−δx(a)). (2.20)

Then, (Y
(1)
n ) is a non-negative supermartingale for all a > 0 and δ ∈ (0, 1) small enough.

Define
Y (2)
n := G̃ca(x− S(a)

n∧µx) + Ĝ1+ε(x− S(a)
n∧µx−2δx(a)

). (2.21)

Then, (Y
(2)
n ) is a non-negative submartingale for all a > 0 and δ ∈ (0, 1) small enough.

Furthermore, for δ ∈ (0, 1) and N > 1, define

L(N)(x) :=

( ∞∑
k=0

(
γg(x)

θax

)k)2

∧N (2.22)

and

Ĝ′c(x) :=

{
L(N)(x)
ac F

I
(x), if x > δx(a),

0, if x ≤ δx(a).
(2.23)

Proposition 2.5. Assume F ∈ Kγ for some γ ∈ (0, 1) and E[|min{0, X(a)}|1+1/(1−γ̃)] <
∞ for some γ̃ > γ. Put ca := 1/(x(a) ln(1/a)) and

Ỹ (1)
n := G−ca(x− S(a)

n∧µx) + Ĝ′1−ε(x− S
(a)
n∧µx−δx(a)). (2.24)

Then, (Ỹ
(1)
n ) is a non-negative supermartingale for all a > 0 and δ ∈ (0, 1) small enough

and N large enough. Define

Ỹ (2)
n := G̃ca(x− S(a)

n∧µx) + Ĝ′1+ε(x− S
(a)
n∧µx−2δx(a)

). (2.25)
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2 Heavy traffic and heavy tails for subexponential distributions

Then, (Ỹ
(2)
n ) is a non-negative submartingale for all a > 0 and δ ∈ (0, 1) small enough

and N large enough.

Lemma 2.6. Suppose F ∈ Kγ for some γ ∈ (0, 1) and E[|min{0, X(a)}|1+1/(1−γ̃)] <∞
for some γ̃ > γ. Then,

lim sup
a→0

g(x)

θax
≤ 1 (2.26)

for all x ≥ δx(a) such that e−θax = O(F
I
(x)/a) as a→ 0.

With the super- and submartingales from Propositions 2.4 and 2.5 we can derive sub-
exponential asymptotics for the probability P(M (a) > x).

Theorem 2.7. Suppose F ∈ K0 and E[|X(a)|2+ε] <∞. Then, uniformly in x,

P(M (a) > x) ∼ e−θax +
1

a
F
I
(x)1{x ≥ δx(a)}

∼ e−2ax/σ2
+

1

a
F
I
(x)1{x ≥ δx(a)} as a→ 0. (2.27)

On the other hand, if F ∈ Kγ, γ ∈ (0, 1), and E[|min{0, X(a)}|1+1/(1−γ̃)] <∞ for some
γ̃ > γ one has, uniformly in x,

P(M (a) > x) ∼ e−θax +
L(N)(x)

a
F
I
(x)1{x ≥ δx(a)} (2.28)

∼ e−θax +
F
I
(x)1{x > x(a)− C ln(1/a)/θa}

a(1− γg(x)/(θax))2
as a→ 0 (2.29)

with sufficiently large constants C > 0 and N ≥ 1/(1− γ̃).

Remark that due to Lemma 2.6 the right hand side in (2.29) is well defined. As shown
in the proof of Theorem 2.7, the constant C is such that, for δx(a) ≤ x < x(a) −
C ln(1/a)/θa, one has e−θax � F

I
(x)/a. Theorem 2.7 implies that the intermediate

region, in which neither the heavy traffic nor the heavy tail asymptotics is valid, appears
if and only if F ∈ Kγ , γ ∈ (0, 1). In this case the right tail of the increments decreases
at least as fast as it does for the Weibull distribution, that is

F (x)� e−x
ε1 as x→∞

for some ε1 > 0. Consequently, there is no intermediate region for regular varying and
Lognormal-type tail distributions and there is one for Weibull-like and semi-exponential
distributions. However, for those x such that

1

a
F
I
(x) � e−θax as a→ 0

there appears a mixing of the two terms in the regular varying and the lognormal case.
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2 Heavy traffic and heavy tails for subexponential distributions

Remark 2.8. In the case of aM/G/1 queue, which corresponds to the case that the left
tail of the increments are exponential, Blanchet and Lam [7] have shown that, as a→ 0,

P(M (a) > x) ∼ e−θax+

(
F
I
(x)

a
−
∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)dF I(y)

)
1

{
x ≥ 1

a

}
.

(2.30)

One can show with similar techniques as used in the proof of Proposition 2.4 and 2.5,
that under our assumptions on the distribution of the increments the integral term from
(2.30) is approximately (

1

a(1− γg(x)/(θax))2))2
− 1

)
F
I
(x). (2.31)

In particular, one can show the following corollary.

Corollary 2.9. Suppose that F ∈ Kγ for some γ ∈ [0, 1). Then, the integral term in the
result (2.30) is asymptotically negligible in the case γ = 0 and is asymptotical equivalent
to the term from (2.31) in the case γ ∈ (0, 1). That means the right hand side of (2.30)
is the same as the right hand side of (2.27) in the case γ = 0 and (2.29) in the case
γ ∈ (0, 1).

For the proof of Proposition 2.4, Proposition 2.5 and Theorem 2.7 it turns out that it
is not necessary to have an exact solution in (2.5), but it is sufficient to have an equation
of the form

E
[
eθaX

(a)
;X(a) ≤ 1/a

]
= 1 + o(aca), (2.32)

where ca = o(a) reflects the required precision and depends on the distribution of the
right tail. A suitable choice will be ca = 1/(x(a) ln(1/a)). Then, the definition of x(a)
implies that ca � ak for k large enough, that means k∗ := max{k ∈ {1, 2, . . . } : ca � ak}
is well defined. Then, by considering an asymptotic equation of the form (2.32), one can
pick a solution θa of the form

θa =
2a

σ2
+ C2a

2 + · · ·+ Ck∗a
k∗ . (2.33)

The expansion is valid up to the order of the moment existence of X(a) and the constants
C2, C3, . . . , Ck∗ can be defined by expansion and using these moments. For Weibulls with
parameter strictly less than 1/2, one has θax(a) = 2ax(a)/σ2 + o(1), see example 4 in
Chapter 1.6, so the result from (2.29) simplifies to

P(M (a) > x) ∼ e−2ax/σ2
+

F
I
(x)

a(1− γg(x)/(θax))2
as a→ 0.

For even lighter tails one needs more moments to expand θa like in (2.33).
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2 Heavy traffic and heavy tails for subexponential distributions

Remark 2.10. The assumption X(a) = X−a is needed only for the expansion of θa and
can be generalized to the assumption that the moment equivalence lima→0E[(X(a))k] =
E[(X(0))k] is valid for all 2 ≤ k ≤ 1 + 1/(1 − γ̃). In particular, if the tails decay slower
than e−

√
x we only need to assume lima→0E[(X(a))2] = σ2 and supa≤a0 E[|X(a)|2+ε] <∞

for some ε, a0 > 0. For increments of type X(a) = X(0) − a we always have an expansion
in powers, so the coefficient will change but still depend only on first cumulants.

2.2 Examples

Let us consider different kinds of distribution functions and outline the result for these
distributions given by Theorem 2.7. Especially, we shall see that, depending on the dis-
tribution, there may be a mixing area around the transition zone, in which the order of
the exponential term and the order of the integrated tail term are the same.
Example 1: distributions with regular varying tails. Suppose the right tail of X(a) is

regular varying with index r > 2, that is g(x) = r lnx − lnL1(x), where L1 is some
slowly varying function. Then, equating the two terms on the right hand side of (2.27)
one can see that the transition point coincides with the critical value from Lemma 2.3.
In particular, this value is

xRV (a) ≈ (r − 2)σ2

2a
ln

1

a
.

On the other side, it is known that F I(x) ∼ x1−rL1(x)/(r−1) for all x such that x→∞
as a → 0 and obviously F I(x)/a � e−2ax/σ

2 for all x � xRV (a). Hence, Theorem 2.7
can be rewritten as

P(M (a) > x) ∼ e−2ax/σ2
+
x1−rL1(x)

(r − 1)a
1{x ≥ δx(a)}. (2.34)

One can see that e−2ax/σ2 � F
I
(x)/a if δx(a) ≤ x < cxRV (a)(1 + o(1)) with c < 1 and

that e−2ax/σ2 � F
I
(x)/a if x > cxRV (a)(1 + o(1)) with c > 1. In the case c = 1, it

depends on the exact dependence of x and a and the order of the slowly varying function
L1, whether the exponential term or the integrated tail term dominates or if they even
have the same order. Hence, Theorem 2.7 states that

P(M (a) > x) ∼


e−2ax/σ

2
, if lima→0 x/xRV (a) < 1,

1
aF

I
(x), if lima→0 x/xRV (a) > 1,

e−2ax/σ
2

+ 1
aF

I
(x), if lima→0 x/xRV (a) = 1.

(2.35)

Let us discuss the region lima→0 x/xRV (a) = 1 a little bit more. It is easy to see
that F I(x) ∼ F

I
(xRV (a)) in this region and for x = xRV (a) + O(1/a), e−2ax/σ2 �

e−2axRV (a)/σ2 . On the other side, F I(xRV (a))/a� e−2axRV (a)/σ2 for L1(x)� (ln(x))r−1

and F
I
(xRV (a))/a � e−2axRV (a)/σ2 for L1(x) � (lnx)r−1. Hence, if x = xRV (a) +

O(1/a), follows F I(x)/a � e−2ax/σ
2 for L1(x) � (lnx)r−1 and F I(x)/a � e−2ax/σ

2 for
L1(x)� (lnx)r−1.
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2 Heavy traffic and heavy tails for subexponential distributions

Example 2: distributions with Pareto-like tails. Suppose the right tail of X(a) is Pareto
distributed with index r > 2, that is g(x) = r lnx. This is the same as in Example 1, but
with L1(x) ≡ 1. One can refine the region x ∼ xRV (a) from Example 1 and show that
the critical value is

xP (a) ≈ (r − 2)σ2

2a
ln(1/a) +

(r − 1)σ2

2a
ln(ln(1/a)) =: xP1(a) + xP2(a).

Hence, Theorem 2.7 states that

P(M (a) > x) ∼


e−2ax/σ

2
, if lima→0

x−xP1(a)
xP2(a)

< 1,
1
aF

I
(x), if lima→0

x−xP1(a)
xP2(a)

> 1,

e−2ax/σ
2

+ 1
aF

I
(x), if lima→0

x−xP1(a)
xP2(a)

= 1.

(2.36)

In the last case of the latter result there may occur some mixing between the two terms,
for example if x = (r−2)σ2

2a ln(1/a) + (r−1)σ2

2a ln(ln(1/a)) + o(1/a), then

P(M (a) > x) ∼

(
1 + (r − 1)

(
(r − 2)σ2

2

)r−1)
1

a
F
I
(x)

Example 3: distributions with lognormal-type tails. Let g(x) = r lnβ x with β > 1 and
r > 0 such that E[|X(a)|2+ε] <∞ for some ε > 0. Then, one can verify

F
I
(x) ∼ x

β(lnx)β−1
e−r ln

β x

and by equating the integrated tail term and the exponential term one can calculate the
critical value

xLN (a) ≈ rσ2

2a
lnβ(1/θa).

Hence, Theorem 2.7 states that

P(M (a) > x) ∼


e−2ax/σ

2
, if lima→0 x/xLN (a) < 1,

1
aF

I
(x), if lima→0 x/xLN (a) > 1,

e−2ax/σ
2

+ 1
aF

I
(x), if lima→0 x/xLN (a) = 1.

(2.37)

In the region x ∼ xLN (a), one can see that for x = r lnβ(1/θa)/θa , F I(x)/a � e−θax if
β ∈ (1, 2), and F I(x)/a� e−θax if β ≥ 2.
Example 4: distributions with Weibull-like tails. Suppose the right tail of X(a) possesses

a Weibull distribution, that is g(x) = xγ with γ ∈ (0, 1). Then, one can easily see for
example by substitution and using asymptotical properties of the incomplete gamma
function, that

F
I
(x) ∼ 1

γ
x1−γF (x).
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2 Heavy traffic and heavy tails for subexponential distributions

By equating the exponential and the integrated tail term, a critical value is

xW (a) =

(
1

θa

)1/(1−γ)
− 2

θa(1− γ)
ln

√
2/(γσ2)

θa
. (2.38)

By the definition of xW (a),

e−θaxW (a) ∼ 1

a
F
I
(xW (a)) ∼ 1

a
xW (a)1−γe−xW (a)γ ∼ 2

σ2
e−xW (a)γ (2.39)

and for z � xW (a)1−γ/2 one has

e−(xW (a)−z)γ ∼ e−xW (a)γ+γz/xW (a)1−γ . (2.40)

With these results, one can easily see that

e−θax � 1

a
F
I
(x) (2.41)

for all x ≤ xW (a)− z with 1/θa � z � xW (a) and

e−θax � 1

a
F
I
(x) (2.42)

for all x ≥ xW (a) + z with 1/θa � z � xW (a). The relations (2.39) and (2.40) imply
that for x = xW (a) +K/θa + o(1/a), where K is a fixed constant,

e−θax ∼ e−K

a
F
I
(xW (a)) ∼ e−K(1−γ)

a
F
I
(x). (2.43)

Analogously, for x = xW (a)−K/θa + o(1/a),

1

a
F
I
(x) ∼ e−K(1−γ)e−θax. (2.44)

Furthermore, g(x)/(θax) ∼ 1 for x� xW (a) and g(x)/(θax) ∼ 1/(1− γ) for x ∼ xW (a).
Combining all the results from above, we arrive at

P(M (a) > x) ∼



e−θax, if x ≺ xW (a)− 1/θa,(
1 + e−K(1−γ)

(1−γ)2

)
e−θax, if x = xW (a)−K/θa + o(1/a),K > 0,(

e−K(1−γ) + 1
(1−γ)2

)
F
I
(x)
a , if x = xW (a) +K/θa + o(1/a),K > 0,

F
I
(x)

(a(1−g(x)/(θax))2) , if x � xW (a) + 1/θa, x 6� xW (a),

1
aF

I
(x), if x� xW (a).

(2.45)
Example 5: Semi-exponential distributions. Semiexponential distributions are distribu-

tions for which the right tail F (x) has the form

F (x) = e−x
γL1(x), (2.46)
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2 Heavy traffic and heavy tails for subexponential distributions

where γ ∈ (0, 1) and L1 is a slowly varying function. Assume that L1 is differentiable.
The rule of l’Hôspital gives

F
I
(x) ∼ F (x)

g′(x)
∼ F (x)

γxγ−1L1(x) + xγL′1(x)

in this case. From this, one can see that for all L1 such that L1(x)→∞ as x→∞,

e−θax � 1

a
F
I
(x)

for x such that x = O((1/θa)
1/(1−γ)) and

e−θax � 1

a
F
I
(x)

for x � (1/θa)
C with C > 1/(1 − γ). The latter can be verified by use of the so called

Potter bounds (see e.g. Theorem 1.5.6 in [5]), which state the regular varying functions
grow slower than any power. Hence, the critical value is (1/θa)

1/(1−γ) and Theorem 2.7
states that

P(M (a) > x) ∼


e−θax, if x = O((1/θa)

1/(1−γ),
1
aF

I
(x), if x ≥ (1/θa)

δ+1/(1−γ),

e−θax + F
I
(x)

a(1−g(x)/(θax))2 , otherwise,

(2.47)

for an arbitrary δ > 0.
With the latter examples we perform comparison between the distributions for which

a transition zone exists with the ones from large deviations. For a good survey of the
results in large deviations, see for example [39]. The probability P(Sn > x) behaves as
the tail of the normal distribution Φ(x/

√
n) below some threshold series (cn) and as

nF (x) above another threshold series (dn).

Remark 2.11. Just like in large deviation theory, there is no transition zone for regular
varying distribution functions and for lognormal-type distribution functions with index
β ≤ 2. However, unlike in large deviations, there is still no transition zone for lognormal-
type distribution functions with index β > 2. If the tail possesses a Weibull-type distri-
bution with index γ ∈ (0, 1) there is a transition zone just like in large deviations, but
the value γ = 1/2 is not a threshold in the result (2.29) as it is in large deviations.

2.3 Proofs

2.3.1 Proof of Lemma 2.2

Let us first consider the case γ = 0. The assumption (2.11) implies(
g(x)

lnx

)′
≥ 0
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2 Heavy traffic and heavy tails for subexponential distributions

and an easy calculation shows that this is equivalent to

g′(x) ≥ g(x)

x lnx
.

Furthermore, by virtue of g′(x)x lnx/g(x)↗,(
g′(x)x lnx

g(x)

)′
=
g′′(x)x lnx

g(x)
+
g′(x)(1 + lnx)

g(x)
− (g′(x))2x lnx

(g(x))2
≥ 0.

The concavity implies g′′(x) ≤ 0, therefore the latter inequality gives g′(x)(1 + lnx) ≥
−g′′(x)x lnx and consequently we obtain by regarding (2.12) that

−g′′(x)

(g′(x))2
≤ 1 + lnx

xg′(x) lnx
≤ 1 + lnx

g(x)
.

Due to (2.11) the term on the right hand side of the latter inequality is decreasing.
Because of E[|X(a)|2+ε] < ∞, one has g(x) ≥ (2 + ε) lnx and therefore the term on the
right hand side of the latter inequality is bounded by 1/2. Due to (2.11) the term is also
decreasing. This immediately implies (2.13) with b = 0 for all g such that g(x) � ln(x)
as x → ∞. In the case g(x) = O(ln(x)) as x → ∞, the relation (2.13) follows directly
from our asssumptions.
Now, consider the case γ > 0. The condition (2.9) gives(

g(x)

xγ+ε1

)′
≤ 0

for all ε1 > 0 if x is large enough and an easy calculation shows that this is equivalent to

g′(x) ≤ (γ + ε1)
g(x)

x
.

Using (2.10) instead of (2.9), one can show in the same way that, for all ε1 > 0 such that
γ − ε1 > 0, one has

g′(x) ≥ (γ − ε1)
g(x)

x

if x is large enough. The condition xg′(x)/((γ − ε1)g(x)) ↗ implies that, for all ε1 > 0
and x large enough,(

xg′(x)

(γ − ε1)g(x)

)′
=

xg′′(x)

(γ − ε1)g(x)
+

g′(x)

(γ − ε1)g(x)
− (g′(x))2

(γ − ε1)(g(x))2
≥ 0.

Thus, the concavity of g gives g′(x) ≥ −xg′′(x) and consequently, by (2.14),

−g′′(x)

(g′(x))2
≤ 1

xg′(x)
≤ 1

(γ − ε1)g(x)
= o(1) as x→∞.
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2 Heavy traffic and heavy tails for subexponential distributions

2.3.2 Proof of Lemma 2.3

We will prove that there exists an x(a) such that we have exact equality θax − g(x) −
ln(aθa) = 0. The latter follows from the continuity of g(x). Indeed, on one hand for
x = 1/θa, (2.33) gives

θax− g(x)− ln(aθa) = 2 ln(1/a)− g(1/a) +O(1)

≤ 2 ln(1/a)− (2 + ε) ln(1/a) +O(1) < 0

for a small enough. Here we used that the existence of E[|X(a)|2+ε] implies g(x) ≥ (2 +
ε) lnx for x large enough. On the other hand, (2.9) implies that we have g(x) = o(xγ+ε1)
for all ε1 such that 0 < γ < γ + ε1 < 1. Hence, for x = (1/θa)

C ,

θax− g(x)− ln(aθa) ∼ θ1−Ca − θ−C(γ+ε1)
a > 0

provided C > (1− γ0 − ε1)−1.
Moreover, the function x(a) is monotone increasing in a. Indeed, using θa = 2a/σ2 +

o(a), we attain
(θax− g(x) + ln a)′a = (2/σ2 + o(1))x+ 1/a ≥ 0.

This means that as a decreases, θax − g(x) + ln a decreases. Since x � g(x) as x → ∞
this implies that the solution x(a) to θax− g(x) + ln a = 0 increases.
Suppose that x̃(a) is another solution to (2.16). One can easily see that, for g(x) =

(2 + ε) ln(x), (2.16) implies

lim inf
a→0

θax(a)

ln(1/a)
≥ ε > 0 (2.48)

and since g(x) ≥ (2 + ε) lnx the latter holds for all g such that F ∈ Kγ , γ ∈ [0, 1). By
regarding (2.48) and the definition of x(a) from (2.16),

g(x(a))

θax(a)
= 1 +

ln(1/(aθa))

θax(a)
+ o(1). (2.49)

This means that there exists a constant C1 such that g(x(a))/(θax(a)) ≤ C1. To show
that x̃(a) = x(a)+o(1/a) let us first consider the case γ = 0. For γ = 0, inequality (1.15)
states that, for all ε1 > 0,

g(x)− g(x− w) ≤ 2ε1w
g(x)

x
, 0 ≤ w ≤ x/2. (2.50)

Furthermore, g(x) � x implies x(a) ∼ x̃(a) and therefore |x(a) − x̃(a)| � x(a). Hence,
(2.50) gives that for all ε1 > 0,

|x̃(a)− x(a)| =
∣∣∣∣g(x̃(a))− g(x(a))

θa
+ o(1/θa)

∣∣∣∣
≤ 2ε1|x̃(a)− x(a)|g(x(a))

θax(a)
+ o(1/θa) ≤ 2ε1C1|x̃(a)− x(a)|+ o(1/θa)
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2 Heavy traffic and heavy tails for subexponential distributions

and for ε1 < 1/(2C1) this implies x̃(a) = x(a) + o(1/a).
Now suppose γ ∈ (0, 1). In this case, (2.10) ensures the existence of ε2 > 0 such that

g(x)� xε2 . By the definition of x(a),

x(a) =
g(x(a))

θa
− 1

θa
ln

1

aθa
+ o

(
1

θa

)
. (2.51)

Therefore, there exists some ε2 > 0 such that

x(a)�
(

1

θa

)1+ε2

(2.52)

and hence, by (2.49),
g(x(a))

θax(a)
= 1 + o(1). (2.53)

Combining this result with (1.17) and |x(a)− x̃(a)| � x(a), we see that one can choose
0 < α < 1 with

|x̃(a)− x(a)| =
∣∣∣∣g(x̃(a))− g(x(a))

θa
+ o(1/θa)

∣∣∣∣ ≤ α|x̃(a)− x(a)|g(x(a))

θax(a)
+ o(1/θa)

≤ α|x̃(a)− x(a)|+ o(1/θa) + o(|x̃(a)− x(a)|).

Consequently, we obtain x̃(a) = x(a) + o(1/a).

2.3.3 Proof of Proposition 2.4

During the whole proof we assume a to be sufficiently small, even if not explicitly men-
tioned. The supermartingale property for (Y

(1)
n ) is equivalent to the following two ine-

qualities:

E[G−ca(x− y −X(a))] + E[Ĝ1−ε(x− y −X(a))]

≤ G−ca(x− y) + Ĝ1−ε(x− y), y ≤ x− δx(a), (2.54)

and
E[G−ca(x− y −X(a))] ≤ G−ca(x− y), y ∈ (x− δx(a), x]. (2.55)

Put t := x− y and remark that x(a) does not depend on x, but only on a. Then, (2.54)
is equivalent to

E[G−ca(t−X(a))] + E[Ĝ1−ε(t−X(a))] ≤ G−ca(t) + Ĝ1−ε(t), t ≥ δt(a), (2.56)

where we wrote t(a) instead of x(a) due to the change of variables. In addition, (2.55) is
equivalent to

E[G−ca(t−X(a))] ≤ G−ca(t), t ∈ [0, δt(a)). (2.57)
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2 Heavy traffic and heavy tails for subexponential distributions

Let us bound the expectation on the left side of the latter inequality. Put κa = θa − ca
for brevity, then

E[G−ca(t−X(a))]

≤ e−κatP(X(a) ≤ −1/κa) + e−κatE
[
eκaX

(a)
;X(a) ∈ (−1/κa, 1/κa]

]
+ e−κatE

[
eκaX

(a)
;X(a) ∈ (1/κa, t]

]
+ F (t)

=: G1 +G2 +G3 +G4. (2.58)

By virtue of (2.48), x(a) ≥ 1/a and therefore

ca ≤
a

ln(1/a)
= o(a) as a→ 0. (2.59)

Recalling that θa = 2a/σ2 + o(a) and using the estimate ex ≤ 1 + x+ x2, which is valid
for |x| ≤ 1, one obtains

eκaX
(a)

= eθaX
(a)−caX(a) ≤ eθaX(a)

(
1− caX(a) + (caX

(a))2
)
.

for X(a) ∈ [−1/κa, 1/κa]. Using ca = o(a) again, we get

G2 ≤ e−κatE
[
eθaX

(a)
(

1− caX(a) + (caX
(a))2

)
;X(a) ∈ (−1/κa, 1/κa]

]
≤ e−κatE

[
eθaX

(a)
(

1− caX(a)
)

;X(a) ∈ (−1/κa, 1/κa]
]

+ σ2e2c2ae
−κat.

Furthermore, since θa = 2a/σ2 + o(a) and E[|X(a)|2+ε] <∞,

E
[
X(a)eθaX

(a)
;X(a) ∈ [−1/κa, 1/κa]

]
= E

[
X(a);X(a) ∈ [−1/κa, 1/κa]

]
+ θaE

[
(X(a))2;X(a) ∈ [−1/κa, 1/κa]

]
+ o(a)

= −a+ σ2θa + o(a) = a+ o(a).

One can easily see that (2.9) implies g(t) � tε2 as t → ∞ for all ε2 > 0, and for this
reason (2.51) gives

t(a) = x(a)�
(

1

θa

)1+ε2

(2.60)

and hence
ca � a1+ε2 as a→ 0 (2.61)

for each ε2 > 0. Therefore, by the assumption E[|X(a)|2+ε] <∞,

P(|X(a)| > 1/κa) = o(aca). (2.62)

and, as a consequence,

E
[
eθaX

(a)
;X(a) ∈ (1/κa, 1/a]

]
= o(aca).
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2 Heavy traffic and heavy tails for subexponential distributions

Combining the latter calculations with the definition of θa from (2.5) and the relation
(2.59), we obtain

G2 ≤ e−κat − cae−κatE
[
X(a)eθaX

(a)
;X(a) ∈ [−1/κa, 1/κa]

]
+ o(acae

−κat)

= e−κat − acae−κat + o(acae
−κat).

Next, integrating by parts,

G3 = e−κat
∫ t

1/κa

eκayP(X(a) ∈ dy)

= −F (t) + e1−κatF (1/κa) + κae
−κat

∫ t

1/κa

eκayF (y)dy. (2.63)

By plugging the latter results into (2.58) and using (2.62) to bound G1 and F (1/κa), we
get

E[G−ca(t−X(a))]−G−ca(t)

≤ −acae−κat + κae
−κat

∫ t

1/κa

eκayF (y)dy + o(acae
−κat) (2.64)

for all t ≥ 0. If 0 ≤ t ≤ 1/κa, the integral term does not give any positive contribution,
we attain

E[G−ca(t−X(a))]−G−ca(t) ≤ −acae−κat + o(acae
−κat) (2.65)

and the right hand side is negative for a small enough. If, on the other hand, t > 1/κa,
we calculate the integral in (2.64) and in order to do so we consider different cases. First,
consider 1/κa < t ≤ t(a) − C ln(1/a)/θa with a positive constant C such that C < ε/4,
which is possible because of (2.48). We have∫ t

1/κa

eκayF (y)dy ≤
∫ t(a)−C ln(1/a)/θa

1/κa

eθay−g(y)−caydy

≤
(
eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa) + eθa/κa−g(1/κa)

)∫ t(a)

1/κa

e−caydy. (2.66)

Here we used the fact that θay − g(y) is convex and takes its maximum at one of the
edges of the interval [1/κa, t(a)−C ln(1/a)/θa]. This is true since θay−g(y) is increasing
for y such that g′(y) < θa and decreasing for y such that g′(y) > θa and g is concave.
Furthermore, ∫ t(a)

1/κa

e−caydy =
1

ca

(
e−ca/κa − e−cat(a)

)
≤ 1

ca
. (2.67)
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2 Heavy traffic and heavy tails for subexponential distributions

Let us calculate the first term on the right hand side of (2.66). Recall that our choice of
C and (2.48) give t(a)/2 > C ln(1/a)/θa. Hence, due to (2.50) and the definition of t(a),

eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa)

≤ eθat(a)−C ln(1/a)−g(t(a))+2ε1C ln(1/a)g(t(a))/(θat(a))

= eθat(a)−g(t(a))e−C ln(1/a)(1−2ε1g(t(a))/(θat(a)))

∼ aθae−C ln(1/a)(1−2ε1g(t(a))/(θat(a))). (2.68)

By virtue of (2.48) and (2.49) there exists a constant C ′ such that

g(t(a))/(θat(a)) ≤ C ′. (2.69)

Plugging this result into (2.68), we attain

eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa) ≤ (1 + o(1))θaa
1+C(1−2ε1C′). (2.70)

Since ε1 was arbitrary one can choose ε1 < 1/(2C ′) and thus, the relations (2.61) and
(2.70) combined with θa = 2a/σ2 + o(a) imply

eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa) = O(a2+C(1−2ε1C′)) = o(c2a). (2.71)

On the other hand, from E[|X(a)|2+ε] <∞, κa = 2a/σ2 + o(a) and (2.61) follows that

e−g(1/κa) = F (1/κa) = o(a2+ε) = o(c2a). (2.72)

Plugging the results from (2.67), (2.71) and (2.72) into (2.66), we finally obtain

κae
−κat

∫ t

1/κa

eκayF (y)dy = o(acae
−κat) (2.73)

for t ≤ t(a)− C ln(1/a)/θa.
Next, consider the case t > t(a)−C ln(1/a)/θa. In this case we split the integral from

(2.64) into two parts: ∫ t

1/κa

=

∫ t−C1 ln t/κa

1/κa

+

∫ t

t−C1 ln t/κa

. (2.74)

with a constant C1 to be chosen later. The first integral can be estimated similar to the
case t ≤ t(a)− C ln(1/a)/θa. By (2.67) and (2.72),∫ t−C1 ln t/κa

1/κa

eκayF (y)dy =

∫ t−C1 ln t/κa

1/κa

eκay−g(y)dy

≤ teκa(t−C1 ln t/κa)−g(t−C1 ln t/κa) + eθa/κa−g(1/κa)
∫ t

1/κa

e−caydy

≤ t1−C1eκat−g(t−C1 ln t/κa) + o(ca). (2.75)
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Here we used that κay − g(y) = y(κa − g(y)/y) is convex and takes its maximum at one
of the edges. By virtue of g(t)/t↘ and C ln(1/a)/θa ≤ t(a)/2,

g(t)

t
≤ g(t(a)− C ln(1/a)/θa)

t(a)− C ln(1/a)/θa
≤ 2

g(t(a))

t(a)

uniform in t > t(a)− C ln(1/a)/θa. The latter result plus (2.69) gives

g(t)

κat
∼ g(t)

θat
= O(1) (2.76)

uniform in t > t(a) − C ln(1/a)/θa. Let us consider t such that t(a) − C ln(1/a)/θa ≤
t ≤ 4t(a)/ε. In this case, for C1 sufficiently small one has C1 ln t/κa ≤ t/2 and therefore
(2.50) and (2.76) imply that there exists a constant C2 such that

g(t)− g(t− C1 ln t/κa) ≤ 2ε1C1 ln t
g(t)

κat
≤ 2ε1C1C2 ln t.

Consequently,
e−g(t−C ln t/κa) ≤ t2ε1C1C2F (t). (2.77)

Since ε1 > 0 can be chosen arbitrary small, one can choose ε1 such that 2ε1C2 < 1.
Furthermore, by (2.60),

κat
1−C1(1−2ε1C2) = O(κat(a)1−C1(1−2ε1C2)) = o(1)

and consequently, by plugging (2.77) into (2.75), we obtain

κae
−κat

∫ t−C1 ln t/κa

1/κa

eκayF (y)dy ≤ κat1−C1(1−2ε1C2)F (t) + o(acae
−κat)

= o
(
F (t)

)
+ o(acae

−κat). (2.78)

Now, suppose t is such that t ≥ 4t(a)/ε. In this case, by virtue of (2.48) and θa =
2a/σ2 + o(a),

t

2
− C1

ln t

θa
≥ 2t(a)

ε
− C1

ln(4t(a)/ε)

θa
≥ (1 + o(1))

(
2 ln(1/a)

θa
− C1

ln(4 ln(1/a)/θa)

θa

)
= (1 + o(1))

ln(1/a)

θa
(2− C1) ≥ 0

for all C1 < 2. Therefore, by proceeding analogously to the latter calculations, we obtain
for t > 4t(a)/ε, 1 < C1 < 2 and ε1 small enough

κae
−κat

∫ t−C1 ln t/κa

1/κa

eκayF (y)dy ≤ κat1−C1(1−2ε1C2)F (t) + o(acae
−κat)

= o
(
F (t)

)
+ o(acae

−κat). (2.79)

36



2 Heavy traffic and heavy tails for subexponential distributions

Let us examine the second integral from the right hand side of (2.74). For ε1 small
enough, 2ε1g(t)/(θat) < 1. Hence, by applying (2.50) with C1 defined as above and ε1
small enough, we attain

κae
−κat

∫ t

t−C1 ln(1/a)/κa

eκayF (y)dy = κa

∫ C1 ln(1/a)/κa

0
e−κaw−g(t−w)dw

≤ κae−g(t)
∫ C1 ln(1/a)/κa

0
e−κaw(1−2ε1g(t)/(κat))dw ≤ F (t)

1− 2ε1g(t)/(κat)

∼ F (t)

1− 2ε1g(t)/(θat)
(2.80)

for all t > t(a) − C ln(1/a)/θa. By plugging (2.73), (2.78), (2.79) and (2.80) into (2.64)
we obtain

E[G−ca(t−X(a))]−G−ca(t)

≤ −acae−κat +
F (t)1{t ≥ t(a)− C ln(1/a)/θa}

1− 2ε1g(t)/(θat)
+ o(acae

−κat)

+ o(F (t))1{t ≥ t(a)− C ln(1/a))/θa}. (2.81)

The indicator function after the o-term shall mean that this o-term only appears if the
condition of the indicator function is fulfilled.
Let us show that the latter inequality implies (2.57). One easily sees that (2.48) and

the fact that t(a) increases with the order of g imply that for all 0 < δ < 1 and our choice
of C,

δt(a) < t(a)− C ln(1/a)/θa.

Consequently, for 0 ≤ t < δt(a) and a small enough,

E[G−ca(t−X(a))]−G−ca(t) ≤ −acae−κat + o(acae
−κat) ≤ 0.

It remains to show (2.56) and to do so we need to examine Ĝ1−ε. By the definition of
Ĝ1−ε,

a(1− ε)E[Ĝ1−ε(t−X(a))] =

∫ t−δt(a)

−∞
F (dz)F

I
(t− z)

=

(∫ t−δt(a)

0
+

∫ 0

−∞

)
F (dz)F

I
(t− z).
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Integrating the first integral by parts, we obtain∫ t−δt(a)

0
F (dz)F

I
(t− z)

= F (0)F
I
(t)− F (t− δt(a))F

I
(δt(a)) +

∫ t−δt(a)

0
F (z)F (t− z)dz

= F (0)F
I
(t)− F (t− δt(a))F

I
(δt(a)) +

∫ t/2

0
F (z)F (t− z)dz

+

∫ t/2

δt(a)
F (z)F (t− z)dz

and by integrating the second integral by parts,∫ 0

−∞
F (dz)F

I
(t− z) = F (0)F

I
(t)−

∫ 0

−∞
F (t− z)F (z)dz.

Combining the above identities, we get

a(1− ε)E[Ĝ1−ε(t−X(a))]

= F
I
(t)− F (t− δt(a))F

I
(δt(a)) +

∫ t/2

0
F (z)F (t− z)dz

+

∫ t/2

δt(a)
F (z)F (t− z)dz −

∫ 0

−∞
F (t− z)F (z)dz.

Hence, for every t ≥ δt(a),

E[Ĝ1−ε(t−X(a))]− Ĝ1−ε(t)

=
F (t)

a(1− ε)

(
−F (t− δt(a))

F (t)
F
I
(δt(a)) +

∫ t/2

0
F (z)

F (t− z)
F (t)

dz

+

∫ t/2

δt(a)
F (z)

F (t− z)
F (t)

dz −
∫ 0

−∞
F (z)

F (t− z)
F (t)

dz

)
. (2.82)

Consider ν = ν(t) such that (t/g(t))1−δ1 � ν � t/g(t) with a small constant δ1 > 0.
We will see later what small means in this context. By (2.50),∫ ν

0
F (z)

F (t− z)
F (t)

dz ≤
∫ ν

0
F (z) exp

{
2ε1z

g(t)

t

}
dz

=

∫ ν

0
F (z)dz + 2ε1

g(t)

t

∫ ν

0
zF (z)dz + o

(
g(t)

t

)
, (2.83)

where we used Taylor approximation and the assumption E[|X(a)|2+ε] < ∞ with ε > 0
in the last equation. Due to our assumptions the function g is concave and increasing,
consequently we have

g(z)− g(ν) ≥ g(t− ν)− g(t− z)

38



2 Heavy traffic and heavy tails for subexponential distributions

for all z ∈ (ν, t/2]. Hence,∫ t/2

ν
F (z)

F (t− z)
F (t)

dz ≤ t exp{g(t)− g(ν)− g(t− ν)}

≤ t exp{−g(ν) + ε1νg(t)/t} ∼ t exp{−g(ν)}, (2.84)

where we again used (2.50) and that ν � t/g(t). Furthermore, we have g(t) ≥ (2 + ε) ln t
because of E[|X(a)|2+ε] <∞. Hence, by (2.84) and recalling g(t)� tε2 for all ε2 > 0,∫ t/2

ν
F (z)

F (t− z)
F (t)

dz ≤ (1 + o(1))tν−(2+ε) = o

(
g(t)

t

)
(2.85)

for ν � (t/g(t))1−δ1 with δ1 small enough. In the case t/2 ≤ δt(a) one has∫ t/2

δt(a)
F (z)

F (t− z)
F (t)

dz ≤ 0 (2.86)

and if δt(a) ≤ t/2 one can show in analogy to (2.83) that∫ ν

δt(a)
F (z)

F (t− z)
F (t)

dz ≤
∫ ν

δt(a)
F (z)dz + 2ε1

g(t)

t

∫ ν

δt(a)
zF (z)dz (2.87)

for δt(a) ≤ ν. Furthermore, because of t(a)� 1/a and E[|X(a)|2+ε] <∞,∫ ν

δt(a)
F (z)dz = o(a) and

∫ ν

δt(a)
zF (z)dz = o(1). (2.88)

Consequently, (2.87), (2.88) and (2.85) give∫ ν

δt(a)
F (z)

F (t− z)
F (t)

dz = o(a) + o

(
g(t)

t

)
. (2.89)

On the other hand, (2.50) implies

g(t− z)− g(t) ≤ −2ε1z
g(t− z)
t− z

≤ −2ε1z
g(t)

t

for all z < 0 such that −z ≤ ν. Thus, since ν � t/g(t) and E[|X(a)|2+ε] <∞,∫ 0

−∞
F (z)

F (t− z)
F (t)

dz ≥
∫ 0

−ν
F (z)

F (t− z)
F (t)

dz ≥
∫ 0

−ν
F (z) exp

{
2ε1z

g(t)

t

}
dz

=

∫ 0

−ν
F (z)dz + 2ε1

g(t)

t

∫ 0

−ν
zF (z)dz + o

(
g(t)

t

)
. (2.90)
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Plugging (2.83), (2.85), (2.86), (2.89) and (2.90) into (2.82) with (t/g(t))1−δ1 � ν �
t/g(t), where δ1 is small enough, we obtain

E[Ĝ1−ε(t−X(a))]− Ĝ1−ε(t)

≤ F (t)

a(1− ε)

[(∫ ν

0
F (z)dz −

∫ 0

−ν
F (z)dz

)

+ 2ε1
g(t)

t

(∫ ν

0
zF (z)dz −

∫ 0

−ν
zF (z)dz

)
+ o(a) + o

(
g(t)

t

)]
. (2.91)

Choose δ1 so small that∫ ∞
ν

F (z)dz = o

(
g(t)

t

)
and

∫ −ν
−∞

F (z)dz = o

(
g(t)

t

)
.

Then, ∫ ν

0
F (z)dz −

∫ 0

−ν
F (z)dz = −a+ o

(
g(t)

t

)
(2.92)

and, by Fubini’s theorem,∫ ν

0
zF (z)dz −

∫ 0

−ν
zF (z)dz =

σ2

2
+ o(1). (2.93)

Hence, for t ≥ δt(a),

E[Ĝ1−ε(t−X(a))]− Ĝ1−ε(t) ≤
F (t)

a(1− ε)

(
−a+ 2ε1

σ2g(t)

2t
+ o(a) + o

(
g(t)

t

))
=
F (t)

1− ε

(
−1 + 2ε1

g(t)

θat
+ o(1) + o

(
g(t)

θat

))
,

where we used θa ∼ 2a/σ2. Since g is increasing and g(t)/t is decreasing, the relation
(2.76) implies that for all t ≥ δt(a)

g(t)

θat
≤ g(δt(a))

θaδt(a)
≤ g(t(a))

θaδt(a)
= O(1) (2.94)

and we finally obtain

E[Ĝ1−ε(t−X(a))]− Ĝ1−ε(t) ≤
F (t)

1− ε

(
−1 + 2ε1

g(t)

θat
+ o(1)

)
(2.95)

for t ≥ δt(a) and an arbitrary small ε1 > 0.
With the results from (2.81) and (2.95) we can show (2.56). For δt(a) ≤ t ≤ t(a) −

C ln(1/a)/θa, (2.81) and (2.95) give

E[G−ca(t−X(a))] + E[Ĝ1−ε(t−X(a))]−G−ca(t)− Ĝ1−ε(t)

≤ −acae−κat +
F (t)

1− ε

(
−1 + 2ε1

g(t)

θat

)
+ o(acae

−κat) + o(F (t)).
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For ε1 small enough, (2.94) ensures that

2ε1g(t)

θat
< 1 (2.96)

uniform in δt(a) ≤ t ≤ t(a)− C ln(1/a)/θa. Hence,

E[G−ca(t−X(a))] + E[Ĝ1−ε(t−X(a))]−G−ca(t)− Ĝ1−ε(t) ≤ 0

uniform in δt(a) ≤ t ≤ t(a)−C ln(1/a)/θa. Now, consider t > t(a)−C ln(1/a)/θa. Then,
again by virtue of (2.81) and (2.95),

E[G−ca(t−X(a))] + E[Ĝ1−ε(t−X(a))]−G−ca(t)− Ĝ1−ε(t)

≤ −acae−κat +
F (t)

1− ε

(
−1 + 2ε1

g(t)

θat
+

(1− ε)
1− 2ε1g(t)/(θat)

)
+ o(acae

−κat) + o(F (t)).

(2.97)

One can easily infer from (2.94) that

1− ε <
(

1− 2ε1
g(t)

θat

)2

for ε1 > 0 sufficiently small and by plugging this result into (2.97), we obtain

E[G−ca(t−X(a))] + E[Ĝ1−ε(t−X(a))]−G−ca(t)− Ĝ1−ε(t) ≤ 0

uniform in t > t(a) − C ln(1/a)/θa. Summing up all the above results this means that
Y

(1)
n is a non-negative supermartingale.
Now, let us show that (Y

(2)
n ) is a submartingale. Therefore it is sufficient to show that

E[G̃ca(t−X(a))] + E[Ĝ1+ε(t−X(a))] ≥ G̃ca(t) + Ĝ1+ε(t), t ≥ 2δt(a), (2.98)

and
E[G̃ca(t−X(a))] ≥ G̃ca(t), t ∈ [0, 2δt(a)). (2.99)

Let us first examine Ĝ1+ε for t ≥ 2δt(a). Due to (2.82),

E[Ĝ1+ε(t−X(a))]− Ĝ1+ε(t)

≥ F (t)

a(1 + ε)

(
−F (t− δt(a))

F (t)
F
I
(δt(a)) +

∫ ν

0
F (z)

F (t− z)
F (t)

dz −
∫ 0

−∞
F (z)

F (t− z)
F (t)

dz

)
(2.100)

for ν = ν(t) such that (t/g(t))1−δ1 � ν � t/g(t) where δ1 is small. By using that
E[|X(a)|2+ε] <∞ and choosing δ1 > 0 sufficiently small, we attain∫ −ν

−∞
F (z)

F (t− z)
F (t)

dz ≤
∫ −ν
−∞

F (z)dz ≤ ν−(1+ε)
∫ −ν
−∞
|z|1+εF (z)dz

= o(ν−(1+ε)) = o

(
g(t)

t

)
. (2.101)
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For t ≥ 2δt(a), the inequalities (2.50) and (1.16) give

F (t− δt(a))

F (t)
≤ e2ε1δt(a)g(t)/t ≤ e2ε1g(δt(a))

for every ε1 > 0. Furthermore, l’Hôspital’s rule and (2.13) give

(1/g′(t))F (t)

F
I
(t)

∼ 1 +
g′′(t)

(g′(t))2
∼ 1− b as t→∞.

with 1− b ∈ (1/2, 1]. Hence,

F
I
(t) ∼ F (t)

(1− b)g′(t)
as t→∞. (2.102)

Combining the latter results with (2.12), one attains

F (t− δt(a))

F (t)
F
I
(δt(a)) ≤ (1 + o(1))

δt(a) ln(δt(a))

(1− b)g(δt(a))
e−(1−2ε1)g(δt(a))

and, by using g(δt(a)) ≥ (2 + ε) ln(δt(a)) and t(a) ≥ 1/a,

F (t− δt(a))

F (t)
F
I
(δt(a)) ≤ (1 + o(1))(δt(a))1−(1−2ε1)(2+ε) = o(a) (2.103)

for ε1 small enough. Furthermore, since F (t−z) ≥ F (t) for all z ≥ 0 and F (t−z) ≤ F (t)
for all z ≤ 0,∫ ν

0
F (z)

F (t− z)
F (t)

dz −
∫ 0

−ν
F (z)

F (t− z)
F (t)

dz ≥ −a+ o

(
g(t)

t

)
, (2.104)

where we used (2.88) and (2.92). Plugging the results from (2.101), (2.103) and (2.104)
into (2.100), we obtain

E[Ĝ1+ε(t−X(a))]− Ĝ1+ε(t) ≥
F (t)

a(1 + ε)

(
−a+ o(a) + o

(
g(t)

t

))
≥ F (t)

1 + ε

(
−1 + o(1) + o

(
g(t)

θat

))
= − F (t)

1 + ε
+ o(F (t)), (2.105)

where we used (2.94) in the last equality.
Now, let us examine G̃ca . Put λa = θa + ca, then

E[G̃ca(t−X(a))]

= e−λat
(
E
[
eλaX

(a)
;X(a) ≤ 1/a

]
+ E

[
eλaX

(a)
;X(a) ∈ (1/a, t]

])
+ eαF (t). (2.106)
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In the case t < 1/a the expectation on the interval (1/a, t] is used to denote the negative
expectation on the interval [t, 1/a). Using the bound ex ≥ 1 + x, the definition of θa,
E[|X(a)|2+ε] <∞ and the relation θa = 2a/σ2 + o(a), we obtain

E
[
eλaX

(a)
;X(a) ≤ 1/a

]
≥ E

[
eθaX

(a)
;X(a) ≤ 1/a

]
+ caE

[
X(a)eθaX

(a)
;X(a) ≤ 1/a

]
≥ 1 + caE

[
X(a);X(a) ≤ 1/a

]
+ θacaE

[
(X(a))2;X(a) ≤ 1/a

]
≥ 1− aca + θacaσ

2 + o(aca) = 1 + aca + o(aca).

Plugging this result into (2.106), one attains

E[G̃ca(t−X(a))]− G̃ca(t)

≥ acae−λat + e−λatE
[
eλaX

(a)
;X(a) ∈ (1/a, t]

]
+ eαF (t) + o(acae

−λat) (2.107)

for all t ≥ 0. Hence, (2.99) holds for 1/a ≤ t < 2δt(a). In the case 0 ≤ t ≤ 1/a, the
Taylor expansion gives

E
[
eλaX

(a)
;X(a) ∈ (t, 1/a]

]
≤ F (t) + λaE

[
X(a);X(a) > t

]
+ λ2aE

[
(X(a))2;X(a) > t

]
+ eλa/aλ3aE

[
(X(a))3;X(a) ∈ (t, 1/a]

]
.

Using λa/a = O(1) and E[|X(a)|2+ε] <∞, one can easily verify

eλa/aE
[
(X(a))3;X(a) ∈ (t, 1/a]

]
= O(a−1+ε)

and thus, by (2.61),

E
[
eλaX

(a)
;X(a) ∈ (t, 1/a]

]
≤ F (t) + λaE

[
X(a);X(a) > t

]
+ λ2aE

[
(X(a))2;X(a) > t

]
+ o(aca). (2.108)

Suppose that t ≥ 0 is such that t = O(1) as a→ 0. Then, the latter inequality gives

E
[
eλaX

(a)
;X(a) ∈ (t, 1/a]

]
≤ F (t) + o(1)

and by plugging this into (2.107) we attain (2.99). Now suppose t→∞ as a→ 0. Since
the second moment is finite, integrating by parts gives

E
[
(X(a))k;X(a) > t

]
= tkF (t) + k

∫ ∞
t

uk−1F (u)du
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for k ∈ {1, 2}. Therefore, by (2.108),

E
[
eλaX

(a)
;X(a) ∈ (t, 1/a]

]
≤ (1 + λat+ λ2at

2)F (t) + λaF
I
(t) + 2λ2a

∫ ∞
t

uF (u)du+ o(aca), 0 ≤ t ≤ 1/a.

Using (2.13) and the l’Hôspital rule, we conclude

1

tg′(t)
=

1/g′(t)

t
∼ −g

′′(x)

(g′(x))2
→ b ∈ [0, 1/2) as t→∞.

Consequently, the l’Hôspital rule gives

(t/g′(t))F (t)∫∞
t uF (u)du

∼ 1 +
g′′(t)

(g′(t))2
− 1

tg′(t)
∼ 1− 2b as t→∞

with 1− 2b ∈ (0, 1] and hence∫ ∞
t

uF (u)du ∼ tF (t)

(1− 2b)g′(t)
as t→∞. (2.109)

On the other hand, (2.12) and g(t) ≥ ln t give

g′(t) ≥ g(t)

t ln t
≥ 1

t

and therefore we obtain by regarding (2.102) that

F
I
(t) ≤ (1 + o(1))

tF (t)

(1− b)
and

∫ ∞
t

uF (u)du ≤ (1 + o(1))
t2F (t)

(1− 2b)
.

Consequently, because of ca = o(a),

E
[
eλaX

(a)
;X(a) ∈ (t, 1/a]

]
≤
(

1 +

(
1 +

1

(1− b)

)
λat+

(
1 +

2

(1− 2b)

)
λ2at

2

)
F (t) + o(aca) + o(F (t)). (2.110)

Now suppose that t� 1/a. Then, θat = o(1) and hence

E
[
eλaX

(a)
;X(a) ∈ (t, 1/a]

]
≤ F (t) + o(aca) + o(F (t)), (2.111)

which, combined with (2.107), immediately implies (2.99). If t is such that t � 1/a
with t ≤ 1/a, relation (2.62) gives F (t) = o(aca) and consequently by virtue of λa =
2a/σ2 + o(a)

E
[
eλaX

(a)
;X(a) ∈ (t, 1/a]

]
= o(aca). (2.112)
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That means (2.99) is also true for t � 1/a with t ≤ 1/a. Combining the latter results,
we conclude that (2.99) is true for all t ≤ 1/a.

Now, let us consider t such that t > 2δt(a). In analogy to (2.64) one can derive the
following inequality from (2.107) by integration by parts:

E[G̃ca(t−X(a))]− G̃ca(t)

≥ acae−λat + λae
−λat

∫ t

1/λa

eλauF (u)du+ o(acae
−λat). (2.113)

Consider t such that 2δt(a) ≤ t ≤ t(a) − C ln(1/a)/θa. In this case we infer from the
latter inequality and (2.105) that

E[G̃ca(t−X(a))] + E[Ĝ1+ε(t−X(a))]− G̃ca(t)− Ĝ1+ε(t)

≥ − F (t)

1 + ε
+ acae

−λat + o(F (t)) + o(acae
−λat).

To infer from the latter result that (2.98) holds in this case it is sufficient to show that

F (t)� acae
−λat as a→ 0 (2.114)

for 2δt(a) ≤ t ≤ t(a)− C ln(1/a)/θa. To do so let us first show that the latter holds for
t = t(a)− C ln(1/a)/θa. By (2.70),

e−g(t(a)−C ln(1/a)/θa) ≤ (1 + o(1))θaa
1+C(1−2ε2C′)e−θa(t(a)−C ln(1/a)/θa)

for ε2, C ′ > 0. Hence, by (2.61) and θa = 2a/σ2 + o(a),

e−g(t(a)−C ln(1/a)/θa) � acae
−θa(t(a)−C ln(1/a)/θa), (2.115)

which is exactly (2.114) for t = t(a)− C ln(1/a)/θa. Let us show that

g(t)− λat↘ for 2δt(a) ≤ t ≤ t(a)− C ln(1/a)/θa, (2.116)

which is equivalent to g′(t) ≤ λa for 2δt(a) ≤ t ≤ t(a) − C ln(1/a)/θa. By (2.9),
g(x)/xε1 ↘ for all ε1 > 0 or equivalently

g′(x) ≤ ε1
g(x)

x
.

Using (2.94) and that g(x)/x is decreasing in x, we obtain

g′(x) ≤ ε1
g(x)

x
≤ ε1

g(2δt(a))

2δt(a)
≤ θa ≤ λa

for ε1 small enough. Finally, by virtue of (2.116), the definition of ca, (2.48) and (2.115)
we see that (2.114) is true: For 2δt(a) ≤ t ≤ t(a)− C ln(1/a)/θa,

F (t)eλat = eλat−g(t) ≤ eλa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa)

∼ eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa) � aca. (2.117)
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2 Heavy traffic and heavy tails for subexponential distributions

It remains to consider t > t(a)− C ln(1/a)θa. In this case, (2.113) gives

E[G̃ca(t−X(a))]− G̃ca(t)

≥ acae−λat + λae
−λat

∫ t

t−C1 ln(1/a)/θa

eλauF (u)du+ o(acae
−λat) (2.118)

with C1 > 0 defined like in the proof that (Y
(1)
n ) is a supermartingale. By the monotoni-

city of g,

λae
−λat

∫ t

t−C1 ln(1/a)/θa

eλauF (u)du = λa

∫ C1 ln(1/a)/θa

0
e−λaw−g(t−w)dw

≥ λaF (t)

∫ C1 ln(1/a)/θa

0
e−λawdw = F (t)

(
1− e−C1(λa/θa) ln(1/a)

)
= F (t) + o(F (t))

and therefore

E[G̃ca(t−X(a))]− G̃ca(t)

≥ acae−λat + F (t)1{t ≥ t(a)− C ln(1/a)/θa}+ o(acae
−λat) + o(F (t)).

Combining this result with (2.105), we attain

E[G̃ca(t−X(a))] + E[Ĝ1+ε(t−X(a))]− G̃ca(t)− Ĝ1+ε(t)

≥ − F (t)

1 + ε
+ acae

−λat + F (t)1{t ≥ t(a)− C ln(1/a)/θa}+ o(acae
−λat) + o(F (t)).

Hence, (2.98) is also true for t > t(a)− C ln(1/a)/θa.

2.3.4 Proof of Proposition 2.5

The proof goes along the same line as the proof of Proposition 2.4. However, for reasons
of completeness, we give the whole proof. During the whole proof we assume a to be
sufficiently small, even if not explicitly mentioned.
In analogy to (2.56) and (2.57), one sees that the supermartingale property for (Ỹ

(1)
n )

is equivalent to

E[G−ca(t−X(a))] + E[Ĝ′1−ε(t−X(a))] ≤ G−ca(t) + Ĝ′1−ε(t), t > δt(a), (2.119)

and
E[G−ca(t−X(a))] ≤ G−ca(t), t ∈ [0, δt(a)). (2.120)

To examine G−ca we start from the bound (2.58), which states

E[G−ca(t−X(a))]

≤ e−κatP(X(a) ≤ −1/κa) + e−κatE
[
eκaX

(a)
;X(a) ∈ (−1/κa, 1/κa]

]
+ e−κatE

[
eκaX

(a)
;X(a) ∈ (1/κa, t]

]
+ F (t)

=: G1 +G2 +G3 +G4. (2.121)
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Regarding (2.53) we can infer from (2.9) that, for all ε1 > 0 with γ+ ε1 < 1, there exists
a positive constant C1 such that θat(a) ≤ C1t(a)γ+ε1 or, equivalently,

t(a) ≤ C1/(1−(γ+ε1))
1 θ−1/(1−(γ+ε1))a . (2.122)

Consequently,

ca =
1

ln(1/a)t(a)
≥ θ

1/(1−(γ+ε1))
a

ln(1/a)C
1/(1−(γ+ε1))
1

. (2.123)

Suppose without loss of generality that γ̃ < 1. Then, for ε1 = (γ̃−γ)/2, one has γ+ε1 ≤
γ̃ < 1 and therefore, as a→ 0,

κ1+1/(1−γ̃)
a ∼ θ1+1/(1−γ̃)

a � θ
1+1/(1−(γ+ε1))
a

ln(1/a)
.

Hence, the Markov inequality and the assumption E[|min{0, X(a)}|1+1/(1−γ̃)] <∞ imply
that (2.62) is also valid in the case γ > 0 and one can proceed like in the proof of
Proposition 2.4 to verify

G1 +G2 ≤ e−κat − acae−κat + o(acae
−κat).

Therefore, (2.62) and (2.63) give

E[G−ca(t−X(a))]−G−ca(t)

≤ −acae−κat + κae
−κat

∫ t

1/κa

eκayF (y)dy + o(acae
−κat) (2.124)

for all t ≥ 0. If 0 ≤ t ≤ 1/κa, the integral term is non-positive, we attain

E[G−ca(t−X(a))]−G−ca(t) ≤ −acae−κat + o(acae
−κat), (2.125)

and this means the right hand side of the latter inequality is negative for 0 ≤ t ≤ 1/κa
and a small enough. Now, consider 1/κa < t ≤ t(a)−C ln(1/a)/θa with a constant C > 0
to be chosen later. One of the main differences of this proof compared to the proof of
Proposition 2.4 is that C has to be chosen large in this proof while C was small in the
proof of Proposition 2.4. By (2.66) and (2.67),∫ t

1/κa

eκayF (y)dy ≤
∫ t(a)−C ln(1/a)/θa

1/κa

eθay−g(y)−caydy

≤ 1

ca
eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa) +

1

ca
eθa/κa−g(1/κa). (2.126)

Because of (2.9),

g(t− w) ≥ g(t)
(

1− w

t

)γ+ε1
, 0 ≤ w ≤ t.
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Furthermore, for w � t as t→∞, one has(
1− w

t

)γ+ε1
= 1− (γ + ε1)

w

t
+ o

(w
t

)
and consequently

g(t)− g(t− w) ≤ (γ + ε1)w
g(t)

t
+ o

(
w
g(t)

t

)
≤ γ̂wg(t)

t
, w � t, (2.127)

for all 0 < γ + ε1 < γ̂ < 1. Regarding (2.51) and that g(u) � uε2 as u → ∞ for some
ε2 > 0, one obtains

t(a)�
(

1

θa

)1/(1−ε2)
� ln(1/a)/θa (2.128)

and therefore, by applying the inequality (2.127) and the definition of t(a), one gets

eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa)

≤ eθat(a)−C ln(1/a)−g(t(a))+γ̂C ln(1/a)g(t(a))/(θat(a))

= eθat(a)−g(t(a))e−C ln(1/a)(1−γ̂g(t(a))/(θat(a))

∼ aθae−C ln(1/a)(1−γ̂g(t(a))/(θat(a))). (2.129)

By (2.53), we conclude that there exists ε3 > 0 such that γ̂(1 + ε3) < 1 with

γ̂
g(t(a))

θat(a)
= γ̂ + o(1) ≤ γ̂(1 + ε3)

and, plugging the latter result into (2.129), we attain

eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa) ≤ (1 + o(1))θaa
1+C(1−γ̂(1+ε3)). (2.130)

Consequently, we infer from (2.123), (2.130) and θa = 2a/σ2 + o(a) that, for C large
enough,

eθa(t(a)−C ln(1/a)/θa)−g(t(a)−C ln(1/a)/θa) = o(c2a). (2.131)

On the other hand, by (2.123),

F (1/κa) ≤ e−κ
−ε2
a = o(c2a). (2.132)

Plugging the results from (2.131) and (2.132) into (2.126), we obtain

κae
−κat

∫ t

1/κa

eκayF (y)dy = o(acae
−κat) (2.133)

for t ≤ t(a)− C ln(1/a)/θa if C is large enough.

48



2 Heavy traffic and heavy tails for subexponential distributions

Next, consider the case t > t(a)−C ln(1/a)/θa. We split the integral from (2.124) into
two parts ∫ t

1/κa

=

∫ t−C1 ln t/κa

1/κa

+

∫ t

t−C1 ln t/κa

(2.134)

with a large constant C1 to be defined later. Note that because of (2.128) we have
t(a)� C1 ln(1/a)/θa for any constant C1 > 0. By virtue of (2.132), the inequality (2.75)
is also valid in the case γ > 0 and therefore∫ t−C1 ln t/κa

1/κa

eκayF (y)dy ≤ t1−C1eκat−g(t−C1 ln t/κa) + o(ca). (2.135)

Regarding (2.128), one has C1 ln t/κa � t for all C1 > 0 and t > t(a) − C ln(1/a)/θa.
Hence, inequality (2.127) gives

g(t)− g(t− C1 ln t/κa) ≤ γ̂C1 ln t
g(t)

κat
(2.136)

with γ̂ < 1. Let us show that, uniform in t > t(a)− C ln(1/a)/θa,

g(t)

θat
≤ 1 + o(1). (2.137)

By using (2.128), (2.53) and that g(t)/t is decreasing for t large enough,

g(t)

θat
≤ g(t(a)− C ln(1/a)/θa)

θa(t(a)− C ln(1/a)/θa)
≤ g(t(a))

θa(t(a)− C ln(1/a)/θa)
∼ g(t(a))

θat(a)
∼ 1 (2.138)

uniform in t > t(a)−C ln(1/a)/θa. Combining this result with (2.136), we conclude that
there exists some ε4 > 0 such that γ̂(1 + ε4) < 1 and

g(t)− g(t− C1 ln t/κa) ≤ γ̂(1 + ε4)C1 ln t.

Therefore, by plugging the latter result into (2.135),

κae
−κat

∫ t−C1 ln t/κa

1/κa

eκayF (y)dy ≤ κat1−C1(1−γ̂(1+ε4))F (t) + o(acae
−κat)

and the latter inequality implies that, for C1 large enough,

κae
−κat

∫ t−C1 ln t/κa

1/κa

eκayF (y)dy = o(F (t)) + o(acae
−κat). (2.139)

Let us examine the second integral from the right hand side of (2.134). Due to (2.127),
(2.137) and ca = o(a),

κae
−κat

∫ t

t−C1 ln t/κa

eκayF (y)dy = κa

∫ C1 ln t/κa

0
e−κaw−g(t−w)dw

≤ κae−g(t)
∫ C1 ln t/κa

0
e−κaw(1−(γ+2ε1)g(t)/(κat))dw

≤ F (t)

1− (γ + 2ε1)g(t)/(κat)
∼ F (t)

1− (γ + 2ε1)g(t)/(θat)
(2.140)
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for all t > t(a)−C ln(1/a)/θa and ε1 such that γ+ 2ε1 < 1. By plugging (2.133), (2.139)
and (2.140) into (2.124), we attain

E[G−ca(t−X(a))]−G−ca(t)

≤ −acae−κat +
F (t)1{t > t(a)− C ln(1/a)/θa}

1− (γ + 2ε1)g(t)/(θat)
+ o(acae

−κat)

+ o(F (t))1{t > t(a)− C ln(1/a))/θa}. (2.141)

The indicator function after the o-term is used to denote that this o-term only appears if
the condition of the indicator function is fulfilled. Let us show that the latter inequality
implies (2.120). By virtue of (2.128), one has t(a) − C ln(1/a)/θa ∼ t(a) > δt(a) and
consequently

E[G−ca(t−X(a))]−G−ca(t) ≤ −acae−κat + o(acae
−κat) ≤ 0

for 0 ≤ t < δt(a).
It remains to show (2.119) for t ≥ δt(a) and therefore we need to examine Ĝ′1−ε. By

the definition of Ĝ′1−ε,

a(1− ε)E[Ĝ′1−ε(t−X(a))] =

(∫ 0

−∞
+

∫ t−δt(a)

0

)
F (dz)L(N)(t− z)F I(t− z). (2.142)

To examine the integral terms from (2.142) suppose ν = ν(t) is such that (t/g(t))1−δ1 �
ν � t/g(t) with a small constant δ1 ∈ (0, 1). We will see later what small means in this
context. Note that L(N)(·) is differentiable for N large enough since L(∞)(t) < ∞ for
t ≥ δt(a) due to (2.94). For the rest of the proof assume without loss of generality that
N sufficiently large. By integration by parts,∫ ν

0
F (dz)L(N)(t− z)F I(t− z)

≤ F (0)L(N)(t)F
I
(t) +

∫ ν

0
F (z)L(N)(t− z)F (t− z)dz

+

∫ ν

0
F (z)(∂zL

(N)(t− z))F I(t− z)dz. (2.143)

Since g(u) is increasing, (2.94) ensures that, for z ∈ [0, ν],

g(t− z)
θa(t− z)

≤ g(t)

θa(t− ν)
=
g(t)

θat
+ o(1) (2.144)

and from this one can easily infer that

L(N)(t− z) ≤ L(N)(t) + o(1) (2.145)

By additionally regarding (2.14), an easy calculation gives

0 < −∂tL(N)(t) = O(1/t) (2.146)
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and, for z ∈ [0, ν],

∂zL
(N)(t− z) ≤ −∂tL(N)(t) + o(−∂tL(N)(t)). (2.147)

Hence,∫ ν

0
F (dz)L(N)(t)F

I
(t− z)

≤ F (0)L(N)(t)F
I
(t) + (1 + o(1))

(
L(N)(t)

∫ ν

0
F (z)F (t− z)dz

−∂tL(N)(t)

∫ ν

0
F (z)F

I
(t− z)dz

)
. (2.148)

On the other hand, integrating by parts gives∫ 0

−∞
F (dz)L(N)(t− z)F I(t− z)

≤ F (0)L(N)(t)F
I
(t)−

∫ 0

−∞
F (z)L(N)(t− z)F (t− z)dz

−
∫ 0

−∞
F (z)(∂zL

(N)(t− z))F I(t− z)dz. (2.149)

The inequalities (2.145) and (2.147) imply that, for z ∈ [−ν, 0],

L(N)(t− z) ≥ L(N)(t) + o(L(N)(t)) and ∂zL
(N)(t− z) ≥ −∂tL(N)(t) + o(−∂tL(N)(t)).

Therefore,∫ 0

−∞
F (z)L(N)(t− z)F (t− z)dz ≥

∫ 0

−ν
F (z)L(N)(t− z)F (t− z)dz

≥ (1 + o(1))L(N)(t)

∫ 0

−ν
F (z)F (t− z)dz (2.150)

and∫ 0

−∞
F (z)(∂zL

(N)(t− z))F I(t− z)dz ≥
∫ 0

−ν
F (z)(∂zL

(N)(t− z))F I(t− z)dz

≥ −(1 + o(1))∂zL
(N)(t)

∫ 0

−ν
F (z)F

I
(t− z)dz. (2.151)

By combining the results (2.149), (2.150) and (2.151) with (2.148), one attains∫ ν

−∞
F (dz)L(N)(t)F

I
(t− z)

≤ L(N)(t)F
I
(t) + (1 + o(1))

(
L(N)(t)

[∫ ν

0
F (z)F (t− z)dz −

∫ 0

−ν
F (z)F (t− z)dz

]
−∂tL(N)(t)

[∫ ν

0
F (z)F

I
(t− z)dz −

∫ 0

−ν
F (z)F

I
(t− z)dz

])
. (2.152)
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By (2.127),∫ ν

0
F (z)

F (t− z)
F (t)

dz ≤
∫ ν

0
F (z) exp

{
(γ + 2ε1)z

g(t)

t

}
dz

=

∫ ν

0
F (z)dz + (γ + 2ε1)

g(t)

t

∫ ν

0
zF (z)dz + o

(
g(t)

t

)
, (2.153)

where we used Taylor approximation and the assumption E[|X(a)|2+ε] < ∞ with ε > 0
in the last equation. Furthermore, (2.127) implies that, for all z ≤ 0 such that −z ≤ ν,

g(t− z)− g(t) ≤ −(γ + ε1)z
g(t− z)
t− z

+ o

(
−z g(t− z)

t− z

)
≤ −(γ + 2ε1)z

g(t)

t
. (2.154)

Thus, since ν � t/g(t) and E[|X(a)|2+ε] <∞,∫ 0

−ν
F (z)

F (t− z)
F (t)

dz ≥
∫ 0

−ν
F (z) exp

{
(γ + 2ε1)z

g(t)

t

}
dz

=

∫ 0

−ν
F (z)dz + (γ + 2ε1)

g(t)

t

∫ 0

−ν
zF (z)dz + o

(
g(t)

t

)
. (2.155)

Combining the results from (2.153) and (2.155), we attain∫ ν

0
F (z)F (t− z)dz −

∫ 0

−ν
F (z)F (t− z)dz

≤ F (t)

({∫ ν

0
F (z)dz −

∫ 0

−ν
F (z)dz

}
+(γ + 2ε1)

g(t)

t

{∫ ν

0
zF (z)dz −

∫ 0

−ν
zF (z)dz

}
+ o

(
g(t)

t

))
(2.156)

and, by virtue of (2.92), (2.93), θa = 2a/σ2 + o(a) and (2.94), the latter implies∫ ν

0
F (z)F (t− z)dz −

∫ 0

−ν
F (z)F (t− z)dz

≤ F (t)

(
−a+ (γ + 2ε1)

σ2g(t)

2t
+ o

(
g(t)

t

))
= −aF (t)

(
1− (γ + 2ε1)

g(t)

θat
+ o(1)

)
. (2.157)

Moreover, remark that since F I(u) is decreasing in u,∫ ν

0
F (z)F

I
(t− z)dz −

∫ 0

−ν
F (z)F

I
(t− z)dz

≤ F I(t− ν)

∫ ν

0
F (z)dz − F I(t+ ν)

∫ 0

−ν
F (z)dz. (2.158)
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By using (2.15) instead of (2.13), one can show similar to (2.102) that

F
I
(t) ∼ F (t)

g′(t)
. (2.159)

Since (2.14) is valid for all ε1 > 0, one has g′(t) ∼ γg(t)/t and therefore

F
I
(t) ∼ F (t)

g′(t)
∼ tF (t)

γg(t)
. (2.160)

Using the inequality (2.127) and ν � t/g(t), one sees that

F (t− ν) ≤ F (t)eγ̂νg(t)/t ∼ F (t) (2.161)

and consequently, by using that u/g(u) is increasing,

F
I
(t− ν) ∼ (t− ν)F (t− ν)

γg(t− ν)
≤ (1 + o(1))

tF (t− ν)

γg(t)
= (1 + o(1))

tF (t)

γg(t)
. (2.162)

In analogy to the latter inequality one can show by using (2.154) instead of (2.127) that

F
I
(t+ ν) ≥ (1 + o(1))

tF (t)

γg(t)
(2.163)

and, by plugging (2.162) and (2.163) into (2.158) and regarding (2.94), one obtains∫ ν

0
F (z)F

I
(t− z)dz −

∫ 0

−ν
F (z)F

I
(t− z)dz

≤ (1 + o(1))
tF (t)

γg(t)

(∫ ν

0
F (z)dz −

∫ 0

−ν
F (z)dz

)
= −atF (t)

γg(t)
+ o

(
atF (t)

g(t)

)
. (2.164)

This means the right hand side of the latter inequality is negative and, by regarding
(2.94) and combining the latter results, (2.152) and (2.157), we conclude∫ ν

−∞
F (dz)L(N)(t)F

I
(t− z)

≤ L(N)(t)F
I
(t)− L(N)(t)aF (t)

(
1− (γ + 2ε1)

g(t)

θat
+ o(1)

)
. (2.165)

Suppose ν ≤ t− δt(a). Then, by the definition of L(N)(·),∫ t−δt(a)

ν
F (dz)L(N)(t− z)F I(t− z) ≤ N

∫ t−δt(a)

ν
F (dz)F

I
(t− z) (2.166)

and, by integration by parts,∫ t−δt(a)

ν
F (dz)F

I
(t− z) ≤ F (ν)F

I
(t− ν) +

∫ t−δt(a)

ν
F (z)F (t− z)dz. (2.167)
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Let us mention that ν ≤ t/2 due to the definition of ν. We split the integral on right
hand side of the latter inequality as follows:∫ t−δt(a)

ν
F (z)F (t− z)dz =

∫ t/2

ν
F (z)F (t− z)dz +

∫ t−δt(a)

t/2
F (z)F (t− z)dz

=

∫ t/2

ν
F (z)F (t− z)dz +

∫ t/2

δt(a)
F (z)F (t− z)dz. (2.168)

Due to our assumptions, the function g is concave and increasing. Consequently, one has

g(z)− g(ν) ≥ g(t− ν)− g(t− z)

for all z ∈ (ν, t/2] and hence∫ t/2

ν
F (z)

F (t− z)
F (t)

dz ≤ t exp{g(t)− g(ν)− g(t− ν)}

≤ t exp{−g(ν) + γ̂νg(t)/t} ∼ t exp{−g(ν)},

where we used (2.127) and ν � t/g(t). Since g(ν) � νε2 for some ε2 > 0 and g(t) =
o(tγ+2ε1) for all ε1 > 0 such that γ + 2ε1 < 1, we obtain∫ t/2

ν
F (z)

F (t− z)
F (t)

dz ≤ (1 + o(1))t exp{−g(ν)} ≤ (1 + o(1))t exp{−νε2}

= o
(
t exp{−(t/g(t))ε2(1−δ1)}

)
= o

(
g(t)

t

)
. (2.169)

If t/2 ≥ δt(a) and δt(a) ≤ ν, one sees similar to (2.153) that∫ t/2

δt(a)
F (z)

F (t− z)
F (t)

dz ≤
∫ t/2

δt(a)
F (z)dz + (γ + 2ε1)

g(t)

t

∫ t/2

δt(a)
zF (z)dz + o

(
g(t)

t

)
= o(a) + o

(
g(t)

t

)
, (2.170)

where we used (2.88) in the last equality. Plugging (2.169) and (2.170) into (2.168), we
get ∫ t−δt(a)

ν
F (z)F (t− z)dz = o(aF (t)) + o

(
g(t)

t
F (t)

)
. (2.171)

and finally, by combining the latter result, (2.166) and (2.165) with (2.142), we obtain
by regarding (2.94) that

E[Ĝ′1−ε(t−X(a))]− Ĝ′1−ε(t) ≤ −
L(N)(t)F (t)

1− ε

(
1− (γ + 2ε1)g(t)

θat
+ o(1)

)
. (2.172)
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Combining this bound with the bound from (2.141), we can show (2.119). For δt(a) ≤
t ≤ t(a)− C ln(1/a)/θa, (2.141) and (2.172) give

E[G−ca(t−X(a))] + E[Ĝ′1−ε(t−X(a))]−G−ca(t)− Ĝ′1−ε(t)

≤ −acae−κat −
L(N)(t)F (t)

1− ε

(
1− (γ + 2ε1)g(t)

θat
+ o(1)

)
+ o(acae

−κat) (2.173)

with 0 < γ < γ + 2ε1 < 1. In analogy to (2.114), one can show by using (2.130) and
(2.137) instead of (2.70) and (2.96) respectively, that

F (t)� acae
−θat as a→ 0 (2.174)

for δt(a) ≤ t ≤ t(a)− C ln(1/a)/θa with C large enough. Hence, (2.94) and (2.173) give

E[G−ca(t−X(a))] + E[Ĝ′1−ε(t−X(a))]−G−ca(t)− Ĝ′1−ε(t) ≤ 0

for δt(a) ≤ t ≤ t(a)−C ln(1/a)/θa. If t > t(a)−C ln(1/a)/θa, (2.141) and (2.172) imply

E[G−ca(t−X(a))] + E[Ĝ′1−ε(t−X(a))]−G−ca(t)− Ĝ′1−ε(t)

≤ −acae−κat −
L(N)(t)F (t)

1− ε

(
1− (γ + 2ε1)g(t)

θat
+ o(1)

)
+

F (t)

1− (γ + 2ε1)g(t)/(θat)
+ o(acae

−κat) + o(F (t)).

Due to (2.137), one has

L(N)(t) =

( ∞∑
k=0

(
γg(t)

θat

)k)2

∧N =
1

(1− γg(t)/(θat))2
∧N

and therefore, for N large enough and ε1 > 0 small enough,

L(N)(t)

1− ε
=

1

(1− ε)(1− γg(t)/(θat))2
>

1

(1− (γ + 2ε1)g(t)/(θat))2
.

We finally obtain

E[G−ca(t−X(a))] + E[Ĝ′1−ε(t−X(a))]−G−ca(t)− Ĝ′1−ε(t) ≤ 0

in the case t > t(a) − C ln(1/a)/θa. Summing up all the above results this means that
(Ỹ

(1)
n ) is a non-negative supermartingale.
Let us show that (Ỹ

(2)
n ) is a submartingale, which is equivalent to

E[G̃ca(t−X(a))] + E[Ĝ′1+ε(t−X(a))] ≥ G̃ca(t) + Ĝ′1+ε(t), t ≥ 2δt(a), (2.175)

and
E[G̃ca(t−X(a))] ≥ G̃ca(t), 0 ≤ t < 2δt(a). (2.176)
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Let us first examine Ĝ′1+ε for t ≥ 2δt(a). Using that t − δt(a) ≥ ν for t ≥ 2δt(a), the
definition of Ĝ′1+ε gives

a(1 + ε)E[Ĝ′1+ε(t−X(a))] =

∫ t−δt(a)

−∞
F (dz)L(N)(t− z)F I(t− z)

≥
∫ ν

−∞
F (dz)L(N)(t− z)F I(t− z). (2.177)

Integrating by parts we get∫ ν

0
F (dz)L(N)(t− z)F I(t− z)

= F (0)L(N)(t)F
I
(t)− F (ν)L(N)(t− ν)F

I
(t− ν) +

∫ ν

0
F (z)L(N)(t− z)F (t− z)dz

+

∫ ν

0
F (z)(∂zL

(N)(t− z))F I(t− z)dz. (2.178)

Since g(u)/u is decreasing,
L(N)(t− z) ≥ L(N)(t) (2.179)

for all z ∈ [0, ν]. Using that g(u)/u is decreasing in u and regarding (2.14), one sees by
a straightforward calculation that, for z ∈ [0, ν],

∂zL
(N)(t− z) ≥ −∂tL(N)(t) + o(−∂tL(N)(t)). (2.180)

Furthermore, since there exists some ε2 > 0 such that g(u)� uε2 as u→∞,

F (ν) ≤ e−νε2 ≤ e−(t/g(t))ε2(1−δ1) = o

((
g(t)

t

)2)
and consequently (2.162) implies that

F (ν)L(N)(t− ν)F
I
(t− ν) ≤ NF (ν)F

I
(t− ν) = o

(
g(t)

t
F (t)

)
. (2.181)

Plugging (2.179), (2.180) and (2.181) into (2.178), we attain∫ ν

0
F (dz)L(N)(t− z)F I(t− z)

= F (0)L(N)(t)F
I
(t) + L(N)(t)

∫ ν

0
F (z)F (t− z)dz − ∂tL(N)(t)

∫ ν

0
F (z)F

I
(t− z)dz

+ o

(
g(t)

t
F (t)

)
. (2.182)
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On the other side, again by integration by parts,∫ 0

−∞
F (dz)L(N)(t− z)F I(t− z)

= F (0)L(N)(t)F
I
(t)−

∫ 0

−∞
F (z)L(N)(t− z)F (t− z)dz

−
∫ 0

−∞
F (z)(∂zL

(N)(t− z))F I(t− z)dz. (2.183)

In analogy to (2.161) one can show by using (2.154) instead of (2.127) that F (t+ν) ∼ F (t)
and hence, by virtue of E[|X(a)|2+ε] <∞,∫ −ν

−∞
F (z)L(N)(t− z)F (t− z)dz ≤ NF (t+ ν)

∫ −ν
−∞

F (z)dz

∼ NF (t)

∫ −ν
−∞

F (z)dz = o

(
g(t)

t
F (t)

)
(2.184)

for δ1 small enough. One has

L(N)(t− z) ≤ L(N)(t),

and consequently∫ 0

−ν
F (z)L(N)(t− z)F (t− z)dz ≤ L(N)(t)

∫ 0

−ν
F (z)F (t− z)dz. (2.185)

An easy calculation shows that there exists a constant C ′ > 0 such that, for z ∈ [ν,∞),

∂zL
(N)(t− z) ≤ C ′

t− ν
∼ C ′

t

and, by virtue of (2.160),

F
I
(t+ ν) ≤ F I(t) ∼ tF (t)

γg(t)
.

Therefore, E[|X(a)|2+ε] <∞ implies∫ −ν
−∞

F (z)(∂zL
(N)(t− z))F I(t− z)dz ≤ (1 + o(1))

C ′F
I
(t+ ν)

t

∫ −ν
−∞

F (z)dz

≤ C ′F (t)

γg(t)

∫ −ν
−∞

F (z)dz = o

(
g(t)

t
F (t)

)
. (2.186)

Using that g(u)/u is decreasing in u, a straightforward calculation gives

∂zL
(N)(t− z) ≤ −∂tL(N)(t)
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for z ∈ [−ν, 0] and thus,∫ 0

−ν
F (z)(∂zL

(N)(t− z))F I(t− z)dz ≤ −∂tL(N)(t)

∫ 0

−ν
F (z)F

I
(t− z)dz. (2.187)

Plugging (2.184), (2.185), (2.186) and (2.187) into (2.183), we attain∫ 0

−∞
F (dz)L(N)(t− z)F I(t− z)

≥ F (0)L(N)(t)F
I
(t)− L(N)(t)

∫ 0

−ν
F (z)F (t− z)dz

+ ∂tL
(N)(t)

∫ 0

−ν
F (z)F

I
(t− z)dz + o

(
g(t)

t
F (t)

)
.

The latter inequality combined with (2.182) implies∫ ν

−∞
F (dz)L(N)(t− z)F I(t− z)

≥ L(N)(t)F
I
(t) + L(N)(t)

(∫ ν

0
F (z)F (t− z)dz −

∫ 0

−ν
F (z)F (t− z)dz

)
− ∂tL(N)(t)

(∫ ν

0
F (z)F

I
(t− z)dz −

∫ 0

−ν
F (z)F

I
(t− z)dz

)
+ o

(
g(t)

t
F (t)

)
. (2.188)

Using (2.10) instead of (2.9), one can show similar to (2.127) that, for all ε1 > 0 such
that γ − 2ε1 > 0,

g(t)− g(t− w) ≥ (γ − 2ε1)w
g(t)

t
, w � t. (2.189)

Hence, in analogy to (2.83) and (2.90), one can show by regarding (2.92), (2.93) and
(2.94) that,∫ ν

0
F (z)

F (t− z)
F (t)

dz −
∫ 0

−ν
F (z)

F (t− z)
F (t)

dz ≥ −a
(

1− (γ − 2ε1)g(t)

θat
+ o(1)

)
. (2.190)

The relation (2.164) combined with (2.146) and (2.94) gives

− ∂tL(N)(t)

(∫ ν

0
F (z)F

I
(t− z)dz −

∫ 0

−ν
F (z)F

I
(t− z)dz

)
= O

(
−aF (t)

γg(t)

)
= o

(
g(t)

t
F (t)

)
(2.191)

and by plugging (2.190) and (2.191) into (2.188) one obtains∫ ν

−∞
F (dz)L(N)(t− z)F I(t− z)

≥ L(N)(t)F
I
(t)− aL(N)(t)F (t)

(
1− (γ − 2ε1)g(t)

θat
+ o(1)

)
, (2.192)
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where we used θa = 2a/σ2 + o(a) and (2.94) in the last equality. Combining the latter
inequality with (2.177), one attains

E[Ĝ′1+ε(t−X(a))]− Ĝ′1+ε(t) ≥ −
L(N)(t)F (t)

1 + ε

(
1− (γ − 2ε1)g(t)

θat
+ o(1)

)
. (2.193)

Now, let us examine G̃ca . The result (2.107) proves that (2.176) is valid for 1/a ≤
t < 2δt(a) and (2.111) and (2.112) together with (2.107) show that (2.176) is valid for
t ≤ 1/a. It remains to show (2.175) for t ≥ 2δt(a). Put λa = θa + ca and consider
2δt(a) ≤ t ≤ t(a) − C ln(1/a)/θa with a large constant C. We will see later what large
means in this context. Then, (2.113) implies

E[G̃ca(t−X(a))]− G̃ca(t) ≥ acae−λat + o(acae
−λat)

and by combining the latter result with (2.193) we obtain

E[G̃ca(t−X(a))] + E[Ĝ′1+ε(t−X(a))]− G̃ca(t)− LĜ′1+ε(t)

≥ acae−λat −
L(N)(t)F (t)

1 + ε

(
1− (γ − 2ε1)g(t)

θat
+ o(1)

)
+ o(F (t)) + o(acae

−λat).

Due to (2.94), the latter implies (2.175) if one can show that

F (t)� acae
−λat as a→ 0 (2.194)

for 2δt(a) ≤ t ≤ t(a) − C ln(1/a)/θa. Since λay − g(y) = y(λa − g(y)/y) is convex
and takes its maximum at one of the edges, it is sufficient to consider t = 2δt(a) and
t = t(a)−C ln(1/a)/θa. First, we show that the latter holds for t = 2δt(a). By (2.9) and
g(t(a)) ∼ θat(a),

g(δt(a)) ≥ (δt(a))γ+ε1
g(t(a))

t(a)γ+ε1
= δγ+ε1g(t(a)) ∼ δγ+ε1λat(a)

for all ε1 > 0 and therefore

F (δt(a))eλaδt(a) = eλaδt(a)−g(δt(a)) ≤ eλat(a)(δ−δγ+ε1 ).

Choosing ε1 so small that γ + ε1 < 1, we conclude by virtue of (2.52) and the definition
of ca that

F (δt(a))eλaδt(a) ≤ eλat(a)(δ−δγ+ε1 ) = o(aca). (2.195)

On the other hand, by virtue of (2.130), there exist constants γ̂ and ε3 with 0 < γ̂ <
γ̂ + ε3 < 1 such that

e−g(t(a)−C ln(1/a)/θa) ≤ (1 + o(1))θaa
1+C(1−γ̂(1+ε3))e−θa(t(a)−C ln(1/a)/θa). (2.196)

For C large enough, (2.122), the definition of ca and the relation θa = 2a/σ2 + o(a) give
aC(1−γ̂(1+ε3)) � ca and we attain

e−g(t(a)−C ln(1/a)/θa) � acae
−θa(t(a)−C ln(1/a)/θa). (2.197)
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This means (2.194) is true for t = 2δt(a) and t = t(a) − C ln(1/a)/θa and therefore
(2.175) holds for 2δt(a) ≤ t ≤ t(a)− C ln(1/a)/θa.
Now, consider t > t(a)− C ln(1/a)/θa. Then, (2.118) gives

E[G̃ca(t−X(a))]− G̃ca(t)

≥ acae−λat + λae
−λat

∫ t

t−C1 ln(1/a)/θa

eλauF (u)du+ o(acae
−λat). (2.198)

Using (2.189) one can show similar to (2.140) that, for t > t(a)− C ln(1/a)/θa,

λae
−λat

∫ t

t−C ln(1/a)/θa

eλauF (u)du ≥ F (t) + o(F (t))

1− (γ − 2ε1)g(t)/(θat)

for all ε1 > 0 such that γ − 2ε1 > 0 and by plugging this result into (2.198),

E[G̃ca(t−X(a))]− G̃ca(t)

≥ acae−λat +
F (t)

1− (γ − 2ε1)g(t)/(θat)
+ o(F (t)) + o(acae

−λat). (2.199)

Combining (2.193) and (2.199), we attain

E[G̃ca(t−X(a))] + E[Ĝ′1+ε(t−X(a))]− G̃ca(t)− Ĝ′1+ε(t)

≥ acae−λat −
L(N)(t)F (t)

1 + ε

(
1− (γ − 2ε1)g(t)

θat

)
+

F (t)

1− (γ − 2ε1)g(t)/(θat)

+ o(F (t)) + o(acae
−λat).

For N large enough and ε1 > 0 small enough, the definition of L(N)(t) gives

L(N)(t)

1 + ε
=

1

(1 + ε)(1− γg(t)/(θat))2
<

1

(1− (γ + 2ε1)g(t)/(θat))2
,

which immediately implies

E[G̃ca(t−X(a))] + E[Ĝ′1+ε(t−X(a))]− G̃ca(t)− Ĝ′1+ε(t) ≥ 0

for t > t(a) − C ln(1/a)/θa. Summing up all the above results this means that (Ỹ
(2)
n ) is

a non-negative submartingale.

2.3.5 Proof of Lemma 2.6

By virtue of x ≥ δx(a), (2.159), (2.14) and e−θax = O(F
I
(x)/a),

e−θax = O

(
x

ag(x)
e−g(x)

)
.
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Equivalently, one has

lim sup
a→0

(
g(x)− θax− ln

(
x

ag(x)

))
<∞.

Since g(x)→∞ as x→∞ and x ≥ 1/a, we can infer from the latter that

lim sup
a→0

(g(x)− θax− 2 lnx) <∞. (2.200)

Because of γ > 0, it is lnx = o(g(x)) as x→∞ and hence the latter is equivalent to

lim sup
a→0

(g(x)− θax) <∞

and therefore
lim sup
a→0

g(x)

θax
≤ 1.

2.3.6 Proof of Theorem 2.7

Let us first consider the case F ∈ Kγ , γ ∈ (0, 1). Fix some δ ∈ (0, 1) and N > 1/(1− γ)

such that (Ỹ
(1)
n ) is a non-negative supermartingale for all a small enough. This is possible

due to Proposition 2.5. Then,

e−(θa−ca)x +
L(N)(x)

a(1− ε)
F
I
(x)1{x ≥ δt(a)} = Ỹ

(1)
0 ≥ E[Ỹ (1)

∞ ]

= E
[
G−ca(x− S(a)

µx );µx <∞
]

+ E
[
Ĝ′1−ε(x− S(a)

µx−δx(a)
);µx−δx(a) <∞

]
. (2.201)

Furthermore, by the definition of G−ca and Ĝ′1−ε,

E[G−ca(x− S(a)
µx );µx <∞] = P(µx <∞) = P(M (a) > x)

and
E[Ĝ′1−ε(x− S(a)

µx−δx(a)
);µx−δx(a) <∞] = 0.

Plugging these results into (2.201), we attain

P(M (a) > x) ≤ e−(θa−ca)x +
L(N)(x)

a(1− ε)
F
I
(x)1{x ≥ δx(a)}.

In analogy to (2.194) one can show that (1/a)F
I
(x) � e−(θa−ca)x for all x ≥ x(a) +

C ln(1/a)/θa for C large enough and, by the definition of ca, cax → 0 as a → 0 for all
x such that x ≤ x(a) + C ln(1/a)/θa. Furthermore, since ε > 0 is arbitrary, one can let
ε→ 0 and we conclude that, uniformly in x ≥ 0,

P(M (a) > x) ≤ (1 + o(1))

(
e−θax +

L(N)(x)

a
F
I
(x)1{x ≥ δx(a)}

)
. (2.202)
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By regarding (2.160) and (2.94), one sees similar to (2.174) that, for a large enough
constant C > 0,

F
I
(x)� ae−θax, δx(a) ≤ x ≤ x(a)− C ln(1/a)/θa (2.203)

Furthermore, for x > x(a)− C ln(1/a)/θa the bound from (2.137) gives

∞∑
k=0

(
γg(x)

θax

)k
=

1

1− γg(x)/(θax)
.

and since N > 1/(1− γ) one has

L(N)(x) =
1

(1− γg(x)/(θax))2
, x > x(a)− C ln(1/a)/θa. (2.204)

Consequently, (2.94), (2.202) and (2.204) give that, uniformly in x ≥ 0,

P(M (a) > x) ≤ (1 + o(1))

(
e−θax +

F
I
(x)1{x > x(a)− C ln(1/a)/θa}

a(1− γg(x)/(θax))2

)
. (2.205)

On the other hand, by virtue of Proposition 2.5 one can choose δ ∈ (0, 1/2) arbitrary
small and N > 1/(1− γ) such that Ỹ (2)

n is a non-negative submartingale. Hence,

e−(θa+ca)x +
L(N)(x)

a(1 + ε)
F
I
(x)1{x ≥ δx(a)} = Ỹ

(2)
0 ≤ E[Ỹ (2)

∞ ]

= E
[
G̃ca(x− S(a)

µx );µx <∞
]

+ E
[
Ĝ′1+ε(x− S(a)

µx−2δx(a)
);µx−2δx(a) <∞

]
. (2.206)

By definition of G̃ca ,

E
[
G̃ca(x− S(a)

µx );µx <∞
]

= eαP(M (a) > x) (2.207)

and, since Ĝ′1+ε(u) is decreasing in u, the definition of L(N) implies that

E
[
Ĝ′1+ε(x− S(a)

µx−2δx(a)
);µx−2δx(a) <∞

]
≤ Ĝ′1+ε(δx(a))P(M (a) > x− 2δx(a))

≤ N

a(1 + ε)
F
I
(δx(a))P(M (a) > x− 2δx(a)). (2.208)

Let us bound the term on the right hand side of the latter inequality and to do so
we consider different regions of x separately. First, consider x ≤ kγδx(a), where kγ :=
min{k ≥ 4 : k1−γ > 2}. In this case, one sees similar to (2.174) that, for δ small enough,

F (x)� acae
−kγθax, δx(a) ≤ x ≤ kγδx(a). (2.209)

From this, we infer from (2.160) and the definition of ca,

1

a
F
I
(δx(a)) ≤ x(a)

a
F (δx(a))� x(a)cae

−θakγδx(a) � e−θakγδx(a) ≤ e−θax (2.210)
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for all x ≤ kγδx(a). This gives

1

a
F
I
(δx(a))P(M (a) > x− 2δx(a)) = o(e−θax), x ≤ kγδx(a). (2.211)

Next, consider x > kγδx(a). Using the definition of L(N) and the bound from (2.205),
one obtains

1

a
F
I
(δx(a))P(M (a) > x− 2δx(a))

≤ (1 + o(1))

(
1

a
F
I
(δx(a))e−θa(x−2δx(a))

+
F
I
(δx(a))F

I
(x− 2δx(a))1{x− 2δx(a) > x(a)− C ln(1/a)/θa}

a2(1− γg(x− 2δx(a))/(θa(x− 2δx(a))))2

)
. (2.212)

Let us examine the first term of the right hand side of (2.212). The result from (2.210)
implies that, for all x,

1

a
F
I
(δx(a))e−θa(x−2δx(a)) = o(e−θax) (2.213)

and it remains to bound the second term on the right hand side of (2.212) for x > kγδx(a).
Due to (2.94),

1

(1− γg(x− 2δx(a))/(θa(x− 2δx(a))))2
= O(1) (2.214)

for x − 2δx(a) ≥ δx(a) and since kγ ≥ 3 the latter relation especially holds for x >
kγδx(a). Since g is concave, g′(x − 2δx(a)) ≥ g′(x) and therefore, by using (2.159) and
(1.17),

F
I
(x− 2δx(a)) ∼ F (x− 2δx(a))

g′(x− 2δx(a))
≤ F (x− 2δx(a))

g′(x)

≤ F (x)e2δαx(a)g(x)/x

g′(x)
∼ F I(x)e2δαx(a)g(x)/x

for some 0 < α < 1. The definition of kγ implies that k1−γ̂γ ≥ 2 if γ̂ with γ < γ̂ < 1 is
sufficiently close to γ. Then, using (2.9) and x > kγδx(a), we obtain

δx(a)
g(x)

x
≤
(
δx(a)

x

)1−γ̂
g(δx(a)) ≤ kγ̂−1γ g(δx(a)) ≤ g(δx(a))/2

and consequently
F
I
(x− 2δx(a)) ≤ (1 + o(1))F

I
(x)eαg(δx(a)).

Combining the latter result with (2.160), one gets

1

a2
F
I
(δx(a))F

I
(x− 2δx(a)) ≤ x(a)

a2
F
I
(x)e−(1−α)g(δx(a)).
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From the latter we infer by using g(u)� uε2 as u→∞ for some ε2 > 0 and x(a) ≥ 1/a
that

1

a2
F
I
(δx(a))F

I
(x− 2δx(a)) = o

(
1

a
F
I
(x)

)
, x > kγδx(a). (2.215)

Plugging the results from (2.213), (2.214) and (2.215) into (2.212), we get

1

a
F
I
(δx(a))P(M (a) > x− 2δx(a)) = o(e−θax) + o

(
1

a
F
I
(x)

)
, x > kγδx(a),

and, by additionally regarding (2.211), we obtain that, uniformly in x,

1

a
F
I
(δx(a))P(M (a) > x− 2δx(a)) = o(e−θax) + o

(
1

a
F
I
(x)

)
.

Combining the latter relation with the results from (2.206), (2.207) and (2.208) gives

P(M (a) > x) ≥ (1 + o(1))

(
e−αe−(θa+ca)x +

e−αL(N)(x)

a(1 + ε)
F
I
(x)1{x ≥ δx(a)}

)
.

Consequently, by letting ε, α → 0 and since cax → 0 as a → 0 for x such that x ≤
x(a) + C ln(1/a)/θa and (1/a)F

I
(x) � e−θax for all x ≥ x(a) + C ln(1/a)/θa with C

sufficiently large, we obtain that, uniformly in x,

P(M (a) > x) ≥ (1 + o(1))

(
e−θax +

L(N)(x)

a
F
I
(x)1{x ≥ δx(a)}

)
.

Hence, (2.203) and (2.204) give

P(M (a) > x) ≥ (1 + o(1))

(
e−θax +

F
I
(x)1{x > x(a)− C ln(1/a)/θa}

a(1− γg(x)/(θax))2

)

in the case F ∈ Kγ with γ ∈ (0, 1).
Now, consider F ∈ K0. By Proposition 2.4, one can choose δ > 0 arbitrary small such

that (Y
(1)
n ) is a non-negative supermartingale and proceeding like in the case γ ∈ (0, 1),

one can show by using (2.114) instead of (2.194) that

P(M (a) > x) ≤ (1 + o(1))

(
e−θax +

1

a
F
I
(x)1{x ≥ δx(a)}

)
. (2.216)

In analogy to (2.114) one can show that (1/a)F
I
(x) � e−θax for all x ≥ x(a) +

C ln(1/a)/θa with C > 0 suitable. On the other hand, (2.60) implies x(a)+C ln(1/a)/θ =
o(a−2) and therefore θa = 2a/σ2 +O(a2) gives

P(M (a) > x) ≤ (1 + o(1))

(
e−2ax/σ

2
+

1

a
F
I
(x)1{x ≥ δx(a)}

)
. (2.217)
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To establish the lower bound choose δ > 0 small enough such that (Y
(2)
n ) is a non-negative

submartingale. Then, proceeding like in (2.206), (2.207) and (2.208), one obtains

eαP(M (a) > x) +
1

a
F
I
(δx(a))P(M (a) > x− 2δx(a))

≥ e−(θa+ca)x +
1

a(1 + ε)
F
I
(x)1{x ≥ δx(a)} (2.218)

and, exactly like in (2.211), one shows

1

a
F
I
(δx(a))P(M (a) > x− 2δx(a)) = o(e−θax), x ≤ 4δx(a). (2.219)

On the other hand, in the case x > 4δx(a), using (2.102), (2.50), (1.16) and the concavity
of g, we get

F
I
(x− 2δx(a)) ∼ F (x− 2δx(a))

(1− b)g′(x− 2δx(a))
≤ F (x− 2δx(a))

(1− b)g′(x)

≤ F (x)

(1− b)g′(x)
e4ε1δx(a)g(x)/x ≤ F (x)

(1− b)g′(x)
e4ε1g(δx(a)) ∼ F I(x)e4ε1g(δx(a))

for all ε1 > 0. On the other side, by (2.102), (2.12) and g(x(a)) ≥ (2 + ε) ln(x(a)),

F
I
(δx(a)) ∼ F (δx(a))

(1− b)g′(δx(a))
≤ x(a) lnx(a)

(1− b)g(x(a))
F (δx(a)) ≤ x(a)F (δx(a)).

Combining the latter results and using g(x(a)) ≥ (2 + ε) lnx(a) once more, we attain

1

a2
F
I
(δx(a))F

I
(x− 2δx(a)) ≤ (1 + o(1))x(a)e−g(δx(a))(1−4ε1)F

I
(x)

≤ (1 + o(1))δ−(2+ε)(1−4ε1)
1

a2
x(a)1−(2+ε)(1−4ε1))F

I
(x).

Since x(a)� 1/a, we infer from the latter that for ε1 > 0 small enough

1

a2
F
I
(δx(a))F

I
(x− 2δx(a)) = o

(
1

a
F
I
(x)

)
, x > 4δx(a), (2.220)

and, by plugging the results from (2.219) and (2.220) into (2.218), we conclude

eαP(M (a) > x) ≥ (1 + o(1))

(
e−(θa+ca)x +

1

a(1 + ε)
F
I
(x)1{x ≥ δx(a)}

)
.

By the same reasons as in the case γ ∈ (0, 1), we obtain from the latter that

P(M (a) > x) ≥ (1 + o(1))

(
e−θax +

1

a
F
I
(x)1{x ≥ δx(a)}

)
and, like in (2.217), one sees that this is the same as

P(M (a) > x) ≥ (1 + o(1))

(
e−2ax/σ

2
+

1

a
F
I
(x)1{x ≥ δx(a)}

)
.
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2.3.7 Proof of Corollary 2.9

Since we use similar techniques as the proof of Propositions 2.4 and 2.5, we will sometimes
refer to these proofs and not go into details in every aspect. During the whole proof we
assume without loss of generality that a is sufficiently small.
One has ∫ x

1/a
e−θa(x−y)dF I(y) = e−θax

∫ x

1/a
eθayF (y)dy. (2.221)

First, let us consider x such that 1/a ≤ x ≤ x(a) − C ln(1/a)/θa with x(a) defined in
Lemma 2.3 and a constant C > 0 small enough in the case γ = 0 and C large enough in
the case γ > 0. For a further discussion what small enough and large enough means see
the proof of Proposition 2.4 and 2.5. The results (2.73) and (2.133) imply∫ x

1/a
eθayF (y)dy = o(a).

Furthermore, ∫ x

1/a
(x− y)e−θa(x−y)F (y)dy ≤ x(a)e−θax

∫ x

1/a
eθayF (y)dy. (2.222)

Since ca = o(1/x(a)), the relations (2.73) and (2.133) give

x(a)

∫ x

1/a
eθayF (y)dy = o(1)

and hence, ∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)F (y)dy = o(e−θax) (2.223)

for 1/a ≤ x ≤ x(a)− C ln(1/a)/θa with C > 0 as mentioned before.
Now, suppose x > x(a) − C ln(1/a)/θa. In this case we split the integral like in the

proof of Propositions 2.4 and 2.5:∫ x

1/a
=

∫ x−C1 lnx/θa

1/a
+

∫ x

x−C1 lnx/θa

. (2.224)

The results from (2.78), (2.79) and (2.139) give

e−θax

a

∫ x−C1 lnx/θa

1/a
eθayF (y)dy = o(e−θax) + o

(
1

a2
F (x)

)
for C1 > 0 small enough in the case γ = 0 and C1 large enough in the case γ > 0. On
the other side, one has the inequality∫ x−C1 lnx/θa

1/a
(x− y)eθayF (y)dy ≤ x

∫ x−C1 lnx/θa

1/a
eθayF (y)dy
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and therefore one can show like in (2.78), (2.79) and (2.139) that

e−θax
∫ x−C1 lnx/θa

1/a
(x− y)eθayF (y)dy = o(e−θax) + o

(
1

a2
F (x)

)
(2.225)

for the same choice of C1 and x > x(a)−C ln(1/a)/θa. The only difference here is that we
have the term x in front of the integral. However this makes no difference if x = O(x(a))
and one can proceed like in (2.78), (2.79) and (2.139). If x� x(a), one can show similar
to (2.114) and (2.174) that xe−θax � F

I
(x) and therefore the proof also goes along the

same line in this case.
To calculate the second integral from (2.224) we consider two cases. First let γ > 0. In

this case, one can show like in (2.140) that for arbitrary ε1 > 0

e−θax
∫ x

x−C1 lnx/θa

eθayF (y)dy ≤ (1 + o(1))
F (x)

θa(1− (γ + ε1)g(x)/(θax))
. (2.226)

Furthermore, by (2.52) and (2.127),

e−θax
∫ x

x−C1 lnx/θa

(x− y)eθayF (y)dy =

∫ C1 lnx/θa

0
we−θaw−g(x−w)dw

≤ F (x)

∫ C1 lnx/θa

0
we−wθa(1−(γ+ε1)g(x)/(θax))dw

for sufficiently large x and by integration by parts,

F (x)

∫ C1 lnx/θa

0
we−wθa(1−(γ+ε1)g(x)/(θax))dw

= −C1x
−C1(1−(γ+ε1)g(x)/(θax)) lnx

θ2a(1− (γ + ε1)g(x)/(θax))
F (x)

+
F (x)

θa(1− (γ + ε1)g(x)/(θax))

∫ C1 lnx/θa

0
e−wθa(1−(γ+ε1)g(x)/(θax))dw. (2.227)

For all ε1 > 0 such that γ + ε1 < 1 one can easily see by regarding (2.137) that∫ C1 lnx/θa

0
e−wθa(1−(γ+ε1)g(x)/(θax))dw =

1

θa(1− (γ + ε1)g(x)/(θax))
+ o(1/θa).

Because of (2.159), (2.14) and (2.137),

1

a2
F (x) ∼ 1

a2
g′(x)F

I
(x) ≤ (γ + ε1)

g(x)

a2x
F
I
(x) = O

(
1

a
F
I
(x)

)
for x > x(a)− C1 ln(1/a)/θa. We sum up the latter results and conclude∫ x

x−C1 lnx/θa

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)F (y)dy

≤
(

(θa/a)(1− (γ + ε1)g(x)/(θax)) + 2/σ2

θ2a(1− (γ + ε1)g(x)/(θax))2

)
(γ + ε1)

g(x)

x
F
I
(x) + o

(
1

a
F
I
(x)

)
(2.228)
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and by plugging the results from (2.223), (2.225) and (2.228) into (2.221) and using
θa ∼ 2a/σ2,∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)dF I(y)

≤
(

2− (γ + ε1)g(x)/(θax)

a(1− (γ + ε1)g(x)/(θax))2

)
(γ + ε1)

g(x)

θax
F
I
(x) + o(e−θax) + o

(
1

a
F
I
(x)

)
.

(2.229)

A straightforward calculation gives

1

a
F
I
(x) +

(
2− (γ + ε1)g(x)/(θax)

a(1− (γ + ε1)g(x)/(θax))2

)
(γ + ε1)

g(x)

θax
F
I
(x)

=
F
I
(x)

a(1− (γ + ε1)g(x)/(θax))2

and therefore

1

a
F
I
(x) +

∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)dF I(y)

≤ F
I
(x)

a(1− (γ + ε1)g(x)/(θax))2
+ o(e−θax) + o

(
1

a
F
I
(x)

)
. (2.230)

Since this bound is valid for arbitrary ε1 > 0 one can let ε1 → 0 and thus we get by
regarding (2.203) that (2.30) implies

P(M (a) > x) ≤ (1 + o(1))

(
e−θax +

F
I
(x)1{x ≥ x(a)− C ln(1/a)/θa}

a(1− γg(x)/(θax))2

)

with a sufficiently large constant C > 0.
It remains to show that the term on the right hand side of the latter inequality is also

a asymptotical lower bound. Recall that for all ε1 > 0 such that γ + ε1 < 1 inequality
(2.137) gives

C1x
−C1(1−(γ+ε2)g(x)/(θax)) lnx

θ2a(1− (γ + ε2)g(x)/(θax))
= o(1/θ2a)

for x > x(a)− C lnx/θa. Then, following the same line, one can show similar to (2.230)
by using g′(x) ≥ (γ − ε1)g(x)/x instead of g′(x) ≤ (γ + ε1)g(x)/x that

1

a
F
I
(x) +

∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)dF I(y)

≥ F
I
(x)

a(1− (γ − ε1)g(x)/(θax))2
+ o(e−θax) + o

(
1

a
F
I
(x)

)
.

68



2 Heavy traffic and heavy tails for subexponential distributions

Hence, by plugging this into (2.30) and regarding (2.203) and x(a) ≥ 1/a,

P(M (a) > x) ≥ (1 + o(1))

(
e−θax +

F
I
(x)1{x ≥ x(a)− C ln(1/a)/θa}
a(1− (γ − ε1)g(x)/(θax))2

)

and, since ε1 > 0 can be chosen arbitrary small,

P(M (a) > x) ≥ (1 + o(1))

(
e−θax +

F
I
(x)1{x ≥ x(a)− C ln(1/a)/θa}

a(1− γg(x)/(θax))2

)
.

Finally, this means that the result from Blanchet and Lam from (2.30) states that, in
the special case of a M/G/1 queue,

P(M (a) > x) ∼ e−θax +
F
I
(x)1{x ≥ x(a)− C ln(1/a)/θa}

a(1− γg(x)/(θax))2
as a→ 0

if γ > 0.
Let us consider the case γ = 0. One can show similar to (2.226) by using (2.50) instead

of (2.127) that for an arbitrary ε1 > 0 and C1 small enough,

e−θax
∫ x

x−C1 lnx/θa

eθayF (y)dy ≤ (1 + o(1))
F (x)

θa(1− ε1g(x)/(θax))
. (2.231)

Using (2.13) and proceeding like in (2.229), we get∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)dF I(y)

≤
(

2− ε1g(x)/(θax)

a(1− ε1g(x)/(θax))2

)
ε1
g(x)

θax
F
I
(x) + o(e−θax) + o

(
1

a
F
I
(x)

)
.

By regarding g(x)/(θax) ≤ C2 with C2 large enough, we conclude that∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)dF I(y) ≤ ε1C3

a
F
I
(x) (2.232)

with a suitable constant C3. Since ε1 was arbitrary, we let ε1 → 0 and by plugging the
latter inequality into (2.30) one obtains by regarding (2.223) that

P(M (a) > x) ≤ (1 + o(1))

(
e−θax +

1

a
F
I
(x)1{x ≥ x(a)− C ln(1/a)/θa}

)
.

Since C can be chosen arbitrary small in the latter inequality, (2.48) implies δx(a) <
x(a)− C ln(1/a)/θa and therefore the latter inequality is equivalent to

P(M (a) > x) ≤ (1 + o(1))

(
e−θax +

1

a
F
I
(x)1{x ≥ δx(a)}

)
.
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On the other side, ∫ x

1/a

(
1

a
+

2

σ2
(x− y)

)
e−θa(x−y)dF I(y) ≥ 0

and due to x(a) ≥ 1/a we infer from the latter and (2.30) that

P(M (a) > x) ≥ (1 + o(1))

(
e−θax +

1

a
F
I
(x)1{x ≥ δx(a)}

)
.

By combining the latter results, we restate our result in the case γ = 0 in the special
case of a M/G/1 queue:

P(M (a) > x) ∼ e−θax +
1

a
F
I
(x)1{x ≥ δx(a)}.
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3 Upper bounds for the maximum of a random walk with
negative drift

The results in this chapter mostly arose from joint work with Dr. Vitali Wachtel and are
mainly from the paper [36]. However, there are also results which I produced indepen-
dently - like Theorem 3.11 - and which have not been published yet. Theorem 3.9 has
been published in a weaker form, namely there was a supplementary factor er on the
right hand side of condition (3.19), so Theorem 3.9 stated here holds for a wider range
of values x.

3.1 Introduction, motivation and description of the method

We use the notation introduced in Chapter 1.7 and since we will only consider fixed
expectation −a we will omit the superscript (a) everywhere.
In this chapter again the tail distribution ofM is the object of interest. Since the exact

form of the distribution of the maximum of this random walk is known in some special
cases only, good estimates are required. In the literature, the tail of M is usually appro-
ximated by it’s asymptotic form (see (1.28), (1.30) and (1.31) in the light-tailed case and
(1.29), (1.30) and (1.31) in the heavy tailed case). However this is not necessarily a good
approximation, for a discussion and numerical results on the accuracy see for example
Kalashnikov [31]. Therefore it is of great interest to have non-asymptotic properties of
the distribution of M .
In the light-tailed case, the first result goes back, apparently, to Cramér and Lundberg

(see Chapter 1.8): If
E[eh0X ] = 1 for some h0 > 0, (3.1)

one has for all x > 0 the so-called Lundberg inequality

P(M > x) ≤ e−h0x. (3.2)

It is known that if (3.1) holds and, in addition, E[Xeh0X ] < ∞, then there exists a
constant c0 ∈ (0, 1) such that

P(M > x) ∼ c0e−h0x as x→∞. (3.3)

This means that (3.2) has optimal order and the error of the Lundberg inequality is only
a constant.
In the case when (3.1) is not fulfilled, upper bounds for P(M > x) have been derived

by Kalashnikov [31] and by Richards [46]. The approach in these papers is based on the
representation of M as a geometric sum of independent random variables:

P(M > x) =

∞∑
k=0

q(1− q)kP(χ+
1 + χ+

2 . . .+ χ+
k > x), (3.4)

where {χ+
k } are independent random variables and q = P(M = 0). The main difficulty in

this approach is the fact that one has to know the distribution of χ+
k and the parameter
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q. In some special cases this information can be obtained from the initial data. But
in general one has to obtain appropriate estimates for q and P(χ+

1 > x). Bounds for
P(χ+

1 > x) are given, for example, in Chapter 4 of [8].
The main purpose of the present chapter is to derive good upper bounds for P(M > x)

if the Cramér-Lundberg condition does not hold. Therefore, we will assume the existence
of power moments of X only, avoid the representation via geometric sum and use a
supermartingale-construction instead. The most important advantage of this method is
that it will give specific upper bounds without any unknown factors like q and P(χ+

1 > x)
in the bounds of Kalashnikov [31] and Richards [46]. As it is usual for deriving upper
bounds, we are going to truncate summands and to use inequalities, which are based on
truncated exponential moments. But the problem is that we have infinitely many random
variables Xi’s, so we can not truncate all of them at the same level. Thus, we have to
split the time axis into intervals of finite length and then choose a level of truncation
on each of these intervals. One can take, for example, a deterministic strictly increasing
sequence (kn) with k0 = 0 and consider the intervals In := (kn, kn+1]:

P (M ≥ x) = P

( ⋃
k≥0
{Sk ≥ x}

)
≤
∞∑
n=0

P

 ⋃
k∈In

{Sk ≥ x}


≤
∞∑
n=0

P

(
max
k≤kn+1

(Sk − ka) ≥ x− kna}
)
. (3.5)

Now, one can apply the Fuk-Nagaev inequalities, see [42], to every probability in the last
line. It is clear that replacing supk∈In(Sk− ka) by supk≤kn+1

(Sk− ka) is not too rough if
and only if kn+1 and kn+1 − kn are comparable. Thus, one has to take kn exponentially
growing. Using this approach with kn = x2n, Borovkov [10] obtained a version of the
Markov inequality for M .
Our strategy is quite different and consists in splitting [0,∞) into random intervals

defined by a sequence of stopping times. More precisely, we introduce the stopping time

τz := min{k ≥ 0 : Sk ≤ −z}, z ≥ 0.

Let Mτz = max1≤k≤τz Sk. We split the tail probability

P (M > x) ≤ P (Mτz > x) + P

(
max
k≥τz

Sk > x

)
(3.6)

and consider the continuation of the process (Sk) beyond τz as a probabilistic replica of
the entire process. By Sτz ≤ −z follows

P

(
max
k≥τz

Sk > x

)
≤ P (M > x+ z) .

As a result, we have

P (M > x) ≤ P (Mτz > x) + P (M > x+ z) ,
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and inductively we conclude

P (M > x) ≤
∞∑
j=0

P (Mτz > x+ jz) . (3.7)

It is worth mentioning that the difference between (3.5) and (3.7) is the same as between
Riemann and Lebesgue integrals: We do not fit the random walk Sn into a fixed splitting
of the time, but choose the splitting depending on the paths of the random walk.
A decomposition similar to (3.6) has been used by Denisov [18] for deriving the asym-

ptotics of P(Mτ0 > x) from that of P(M ∈ [x, x − Sτ0)). In the present chapter we use
the opposite approach: We obtain estimates for P(M > x) from the ones for P(Mτz > x)
and the estimates for P(Mτz > x) are derived by using a martingale construction similar
to the one used in (1.34)

3.2 Upper bounds for P(Mτz > x) and P(M > x)

We first state our results on Mτz .

Theorem 3.1. Assume that At := E[|X|t] <∞ for some t ∈ (1, 2]. For all y satisfying
yt−1 ≥ (e− 1)Ata

−1 we have the following inequality:

P (Mτz > x) ≤ A
x/y
t

ax/y−1
E[τz]y

−1−(t−1)x/y ln
(
1 + ayt−1/At

)
+

(
1 +

A
x/y
t

ax/y
y−(t−1)x/y

)
E[τz]P(X > y). (3.8)

Remark 3.2. We show in the proof that (3.8) remains true, if one replaces a and At
by −E[X; |X| ≤ y] and At(y) = E[|X|t; |X| ≤ y] respectively. In this case the restriction
yt−1 > (e− 1)a−1At should be replaced by E[X; |X| ≤ y] < 0. The use of truncated mo-
ments is more convenient in theoretical applications, but for deriving concrete estimates
for M it is easier to use full moments. �

Let us turn to the case t > 2. Fix ε > 0, α ∈ (0, 1) and put β = 1 − α. Assume
P(X > 0) > 0. We use the notation

At,+ := E[Xt;X > 0], ψ1(x) := exp

(
2αax

eεE[X2]

)
− 1, ψ2 :=

βa

At,+
.

Theorem 3.3. Assume σ2 = Var(X) <∞ and At,+ <∞ for some t > 2.

(i) If y satisfies the condition

2αa

eεE[X2]
≤ 1

y
ln

(
1 +

βa

At,+
yt−1

)
, (3.9)

then

P (Mτz > x) ≤
(

1 +
1

ψ1(x)

)
E[τz]P(X > y) +

2αa2E[τz]

eεE[X2]ψ1(x)
. (3.10)
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(ii) If y satisfies the condition

2αa

eεE[X2]
≥ 1

y
ln

(
1 +

βa

At,+
yt−1

)
, (3.11)

then

P (Mτz > x) ≤ ψ−x/y2 E[τz]ay
−1−(t−1)x/y ln

(
1 + ψ2y

t−1)
+
(

1 + ψ
−x/y
2 y−(t−1)x/y

)
E[τz]P(X > y). (3.12)

Remark 3.4. Analogously to Theorem 3.1 one can replace E[X2] and At,+ by the corre-
sponding truncated expectations B2(−∞, y) = E[X2;X ≤ y] and At,+(y) = E[Xt;X ∈
(0, y]] respectively. �

Corollary 3.5. Assume that P(|X| > x) = L(x)x−r for some r > 1 and

P(X > x))/P(|X| > x)→ p ∈ (0, 1) as x→∞.

Then, it follows from (3.8) and (3.12) that

lim sup
x→∞

P (Mτz > x)

P(X > x)
≤ E[τz]

for every z > 0.

But it follows from the results of Asmussen [4] (see also Denisov [18] and Foss, Zachary
[29]), that

lim
x→∞

P (Mτz > x)

P(X > x)
= E[τz]

under the condition that the tail of F is regular varying. This means that the inequalities
(3.8) and (3.12) are asymptotically precise in the case of regular varying tails.
In all these inequalities we have E[τz] on the right hand side. It is really hard to get

an exact expression for this value via initial data, but there are good upper bounds in
the literature: Since E[τz] <∞ (see, for example, Feller [25]) Wald’s identity gives

E[τz] =
z + E[Rz]

a
, (3.13)

where Rz = −z − Sτz denotes the overshoot in τz. Hence, we get upper bounds for E[τz]
by the inequality of Lorden (see [38]): If E[X] < 0 and E[(X−)2] <∞,

E[Rz] ≤
E[(X−)2]

a
(3.14)

and the one from Mogul’skii [40]: If E[X] ≤ 0 and E[|X|3] <∞,

E[Rz] ≤ A
3

2

E[|X|3]
E[X2]

, (3.15)

where A is a certain constant, A ≤ 2. The disadvantage of these bounds is, that we have
to assume the existence of the second or even the third moment. We give another bound,
which only requires the finiteness of the moment of order t, t ∈ (1, 2].
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Proposition 3.6. Assume that At,− := E[(X−)t] < ∞ for some t ∈ (1, 2], then, for
every z > 0,

E[Rz] ≤
tt/(t−1)A

1/(t−1)
t,−

(t− 1)at/(t−1)

(
E[−X;X < 0] +

z2−t

t
At,−

)
. (3.16)

Combining (3.13) with (3.14), (3.15) or (3.16) we obtain upper bounds for E[τz].
Plugging these bounds into the inequalities in Theorems 3.1 and 3.3 we get bounds
for P(Mτz > x), which contain information on X only. So, they can be used for concrete
calculations.
We come back to the global maximum. The results in this section follow from the

results on Mτz via the formula (3.7) we attained through the random time splitting.

Theorem 3.7. Fix some θ ∈ (0, 1) and define

c1 :=
3A

1/θ
t θ−(t−1)/θ

(t− 1)a1/θ−1
, c2 :=

3A
1/θ
t,+θ

−(t−1)/θ

(t− 1)β1/θa1/θ−1
,

ψ3(x) :=
aθt−1xt−1

At
, ψ4(x) :=

βaθt−1xt−1

At,+
.

(i) Assume that At < ∞ for some t ∈ (1, 2]. Then, for every x satisfying xt−1 ≥
θ1−t(eθ − 1)Ata

−1 and x ≥ z(t− 1)θ−1, we have

P(M > x) ≤ c1
E[τz]

z
ln (1 + ψ3(x))x−(t−1)/θ

+
(

1 + ψ3(x)−1/θ
)
E[τz]

(
1

θz
F
I
(θx) + P(X > θx)

)
. (3.17)

(ii) Assume that Var(X) < ∞ and At,+ < ∞ for some t > 2. Then, for every x
satisfying (3.11) for y = θx and the conditions xt−1 ≥ θ1−t(eθ− 1)At,+β

−1a−1 and
x ≥ z(t− 1)θ−1, we have

P(M > x) ≤ c2
E[τz]

z
ln (1 + ψ4(x))x−(t−1)/θ

+
(

1 + ψ4(x)−1/θ
)
E[τz]

(
1

θz
F
I
(θx) + P(X > θx)

)
. (3.18)

Corollary 3.8. If the assumptions of Corollary 3.5 hold, then it follows from Theorem
3.7 that

lim sup
x→∞

P(M > x)

F
I
(x)

≤ E[τz]

z
θ−r.

Since the left-hand side does not depend on θ and z, we can let θ → 1 and z → ∞.
Noting that each of (3.14) and (3.15) combined with (3.13) yields

E[τz]

z
→ 1

a
as z →∞,
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we conclude
lim sup
x→∞

P(M > x)

F
I
(x)

≤ 1

a
.

Comparing this with (0.2), we see that the inequalities in Theorem 3.7 are asymptotically
precise. This even remains valid, if we bound E[τz] in the inequalities of Theorem 3.7 by
combining (3.14) or (3.15) with (3.13).
The reason why we are able to obtain asymptotically precise bounds is, that we may

choose z arbitrary large. That possibility seems to be a quite important advantage of our
method compared to geometric sums. If the distribution of χ+

1 is subexponential, then it
follows easily from (3.4) that

P(M > x) ∼
(

1

q
− 1

)
P(χ+

1 > x) as x→∞.

Therefore, in order to obtain an upper bound for the maximum we need to control
the quantity 1/q. It is well known that 1/q = E[−Sτ0 ] = E[R0]. Thus, we may apply
(3.14), (3.15) or (3.16) with z = 0. But corresponding inequalities for M will not be
asymptotically precise. Summarizing, the approach via geometric sums can only lead to
asymptotically precise bounds if q is known.

3.3 Asymptotic implications of the bounds from chapter 3.2

In this section we test our inequalities in the heavy traffic and heavy tail regimes. Consider
a family of random walks {S(a), a ≥ 0} with E[X(a)] = −a and consider x depending on a.
We shall assume that X(a) = X(0) − a for all a > 0. Let M (a) denote the corresponding
maximum. It is known that if X(0) belongs to the domain of attraction of a stable
law, then there exists a regular varying function g(a) such that g(a)M (a) converges
weakly as a → 0. It turns out that our inequalities may be applied to large deviation
problems in the heavy traffic convergence mentioned above. More precisely, they give
asymptotically precise bounds for the probabilities P(M (a) > x) if x � 1/g(a). In the
case of σ2 := Var(X(0)) being finite, one has g(a) = a and the weak limit of aM (a) is
the exponential distribution with parameter 2/σ2.

Theorem 3.9. Assume that σ2 < ∞ and the right tail of the distribution function of
X(0) is regular varying with index r > 2, that is, P(X(0) > u) = u−rL(u), where L is
slowly varying. If

lim inf
a→0

x

a−1 ln a−1
>

(r − 2)

2
σ2, (3.19)

then

P(M (a) > x) ∼ x−r+1L(x)

(r − 1)a
as a→ 0. (3.20)

Theorem 3.10. Assume that E[(min{0, X(0)})2] <∞ and P(X(0) > u) = u−rL(u) with
r ∈ (1, 2). If

lim inf
a→0

g(a)x =∞, (3.21)
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then

P(M (a) > x) ∼ x−r+1L(x)

(r − 1)a
as a→ 0. (3.22)

We have imposed the condition E[(min{0, X(0)})2] < ∞ just to use the Lorden ine-
quality for the overshoot. If one replaces that condition by E[|min{0, X(0)}|t] <∞ with
t ∈ (1, 2), then, using Proposition 3.6, one can show that (3.22) holds for x� a−t/(t−1)

2

only. The reason is the roughness of Proposition 3.6 for small values of a. Indeed, if we
use (3.16) even with t = 2, we get the bound E[Rz] ≤ Ca−2, which is much worse then
the Lorden inequality.

Theorem 3.11. Assume that E[|X(0)|r] <∞ with r > 2. If

lim sup
a→0

x

a−1 ln a−1
<

(r − 2)

2
σ2, (3.23)

then
P(M (a) > x) ∼ e−2ax/σ2

as a→ 0. (3.24)

This result generalizes a result from Olvera-Cravioto, Blanchet and Glynn [43] (see
also Blanchet and Lam [7]). They have shown in the setting of a M/G/1 queue with
regular varying processing time distribution, that there exists some critical value

xRV (a) ≈ (r − 2)σ2

2

1

a
ln

1

a
,

under which the heavy traffic approximation (3.24) and above which the heavy tail asym-
ptotic (3.20) holds. However, our results correspond to the more general case of a G/G/1
queue with regular varying processing times in which the arrivals don’t have to be ex-
ponential, but only independent of each other. Furthermore, in contrast to Theorem
3.10, Olvera-Cravioto, Blanchet and Glynn [43] only consider the case r > 2 with finite
variance.

Remark 3.12. Theorems 3.9 and 3.11 are special cases of Theorem 2.7, see Example
1 in chapter 2.2. In the present chapter, the asymptotical results were derived using
the computable inequalities. As shown in Theorems 3.9 and 3.11 these inequalities are
asymptotically precise and serve well to attain asymptotical results in the case of regular
varying distributions. However, it turned out that our inequalities do not seem to give
precise asymptotics in the Weibull-case. It seems the overshoot plays a more important
role in this case and the bound E[ehSτz ] ≥ 1 + hE[Sτz ] used in the proof of Theorem 3.1
seems to be too rough.

3.4 Proofs

3.4.1 Proofs of Theorems 3.1 and 3.3

We set for brevity τ = τz.
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Lemma 3.13. For all h satisfying

E[ehX ;X ≤ y] ≤ 1 (3.25)

we have the inequality

P(Mτ > x) ≤
(

1 +
1

ehx − 1

)
E[τ ]P(X > y) + E[τ ]

ah

ehx − 1
. (3.26)

Beweis. Our strategy is to truncate the random variables Xi in the level y:

P (Mτ > x) ≤ P

(
Mτ > x, max

1≤k≤τ
Xk ≤ y

)
+ P

(
max
1≤k≤τ

Xk > y

)
= P

(
Mτ1

{
max
1≤k≤τ

Xk ≤ y
}
> x

)
+ P

(
max
1≤k≤τ

Xk > y

)
. (3.27)

From the Wald identity follows

P

(
max
1≤k≤τ

Xk > y

)
≤ E

[
τ∑
k=1

1{Xk > y}

]
= E [τ ]P (X > y) . (3.28)

To examine the first term on the right-hand-side of (3.27) we introduce the process {Wk}
defined by

W0 := 1, Wk :=
k∏
i=1

ehXi1{Xi ≤ y}, k ≥ 1.

It is clear that if h satisfies (3.25), {Wk} is a positive supermartingale. Define

σy := min{k ≥ 1 : Xk > y}, tx := min{k ≥ 1 : Sk > x} and T := min{σy, tx, τ}.

Applying the Optional Stopping Theorem to the supermartingale {Wk∧T } gives us

1 = W0 ≥ E[WT ] = E [WT ; tx < τ, tx < σy] + E [WT ; τ < tx, τ < σy] .

We analyze the two terms on the right-hand-side separately:

E [WT ; tx < τ, tx < σy] ≥ ehxP(tx < τ < σy) = ehxP

(
Mτ1

{
max
1≤k≤τ

Xk ≤ y
}
> x

)
and

E [WT ; τ < tx, τ < σy] = E
[
ehSτ

]
−E

[
ehSτ ; {Mτ > x} ∪

{
max
1≤k≤τ

Xk > y

}]
≥ E

[
ehSτ

]
− e−hz

(
P

(
Mτ1

{
max
1≤k≤τ

Xk ≤ y
}
> x

)
+ P

(
max
1≤k≤τ

Xk > y

))
.

Consequently,

P

(
Mτ1

{
max
1≤k≤τ

Xk ≤ y
}
> x

)
≤

1−E
[
ehSτ

]
+ P

(
max
1≤k≤τ

Xk > y

)
ehx − 1
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and hence by applying (3.28),

P

(
Mτ1

{
max
1≤k≤τ

Xk ≤ y
}
> x

)
≤

1−E
[
ehSτ

]
+ E[τ ]P (X > y)

ehx − 1
.

It is easy to see that
E
[
ehSτ

]
≥ E [1 + hSτ ] = 1 + hE[Sτ ]

and as a result we have

P

(
Mτ1

{
max
1≤k≤τ

Xk ≤ y
}
> x

)
≤ E[τ ]

ah+ P (X > y)

ehx − 1
. (3.29)

Applying (3.28) and (3.29) to the summands in (3.27) finishes the proof.

To prove Theorems 3.1 and 3.3 we need to choose a specific h for which (3.25) holds.
The optimal choice would be the positive solution of the equation E[ehX ;X ≤ y] = 1,
which is in the spirit of the Cramér-Lundberg condition. But it is not clear how to solve
this equation. For this reason we replace E[ehX ;X ≤ y] = 1 by the equation φ(h, y) = 1,
where φ(h, y) is an appropriate upper bound for E[ehX ;X ≤ y].
If At <∞, we may use a bound from the proof of Theorem 2 from [30], which says

E[ehX ;X ≤ y] ≤ 1 + hE[X; |X| ≤ y] +
ehy − 1− hy

yt
At. (3.30)

Using the Markov inequality we also obtain

E[X; |X| ≤ y] ≤ −a−E[X;X ≤ −y] ≤ −a+
At
yt−1

,

and therefore

E[ehX ;X ≤ y] ≤ 1− ha+
ehy − 1

yt
At.

Put h0 := 1
y ln

(
1 + ayt−1/At

)
. It is easy to see that

−h0a+
eh0y − 1

yt
At ≤ 0

for all y such that yt−1 ≥ (e − 1)Ata
−1 and this implies that h0 satisfies (3.25). Using

(3.26) with h = h0 and applying the inequality

(1 + u)x/y ≥ 1 + ux/y, x ≥ y,

we obtain

P(Mτ > x) ≤ A
x/y
t

ax/y−1
E[τ ]y−1−(t−1)x/y ln

(
1 + ayt−1/At

)
+

(
1 +

A
x/y
t

ax/y
y−(t−1)x/y

)
E[τ ]P(X > y).
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Thus, the proof of Theorem 3.1 is complete.
In order to show that one can replace E[X] and At by the corresponding truncated

moments, see Remark 3.2, we first note that analogously to (3.30) and by additionally
using ex − 1 ≤ xex,

E[ehX ;X ≤ y] ≤ 1 + hE[X; |X| ≤ y] + h
ehy − 1

yt−1
E[|X|t; |X| ≤ y].

If E[X; |X| ≤ y] < 0, then

h0 :=
1

y
ln

(
1 +
|E[X; |X| ≤ y]|yt−1

E[|X|t; |X| ≤ y]

)
is strictly positive and solves

hE[X; |X| ≤ y] + h
ehy − 1

yt−1
E[|X|t; |X| ≤ y] = 0.

Therefore, we may use Lemma 3.13 with h = h0 and get an inequality with truncated
moments.
To proof Theorem 3.3, we want to apply Lemma 3.13 again and therefore need to

bound E[ehX ;X ≤ y] under the conditions of Theorem 3.3. We proceed similar to the
proof of Theorem 3 from [42] and get

E[ehX ;X ≤ y] ≤ 1−ha+E[ehX−1−hX;X ≤ ε/h]+E[ehX−1−hX;X ∈ (ε/h, y]]. (3.31)

We consider the last two terms of this inequality separately. As you can easily see,

E[ehX − 1− hX;X ≤ ε/h] ≤ eεh2σ2

2
, (3.32)

and to bound the second term we distinguish two cases.
At first, let y ≤ t/h. Then,

E[ehX − 1− hX;X ∈ (ε/h, y]] ≤ eth2

2
E[X2;X ∈ (ε/h, t/h]],

and if y > t/h, we obtain

E[ehX − 1− hX;X ∈ (ε/h, y]]

≤ eth2

2
E[X2;X ∈ (ε/h, t/h]] + E[ehX − 1− hX;X ∈ (t/h, y]].

The function (ehu − 1− hu)/ut is increasing for u > t/h, hence,

E[ehX − 1− hX;X ∈ (t/h, y]] ≤ ehy − 1− hy
yt

At,+
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and thereby,

E[ehX − 1− hX;X ∈ (ε/h, y]] ≤ eth2

2
E[X2;X ∈ (ε/h, t/h]] +

ehy − 1− hy
yt

At,+. (3.33)

As a consequence the second bound holds for all values of y and combining (3.31), (3.32)
and (3.33) gives us the following bound:

E[ehX ;X ≤ y] ≤ 1−ha+
eεh2σ2

2
+
eth2

2
E[X2;X ∈ (ε/h, t/h]]+

ehy − 1− hy
yt

At,+. (3.34)

Following further the method of the proof of Theorem 3 from [42] we split the right hand
side of (3.34) into three parts:

f1(h) := −αha+ eεσ2
h2

2
,

f2(h) := −βha+
ehy − 1− hy

yt
At,+,

f3(h) := −γha+
eth2

2
E[X2;X ∈ (ε/h, t/h]],

where γ ∈ (0, 1) with γ = 1− α− β.
We consider f1, f2 and f3 separately. It is clear that

h1 :=
2αa

eεE[X2]

is the positive solution of the equation f1(h) = 0. Moreover, f1(h) < 0 for all h ∈ (0, h1).
Furthermore, it is easy to see that f2 takes it’s unique minimum in

h2 :=
1

y
ln

(
1 +

βa

At,+
yt−1

)
.

Since f2 is convex, one has

f2(h) < 0 for all h ∈ (0, h2]. (3.35)

Obviously, E[X2;X ∈ (ε/h, t/h]] → 0 as a → 0 for all h = o(1) as a → 0. Hence,
f3(h) < 0 for all h such that h/a = O(1) as a→ 0.
The assumption in Theorem 3.3(i) means that h1 ≤ h2. In this case, taking into account

(3.35) and h1/a = O(1), we obtain

f1(h1) + f2(h1) + f3(h1) < 0.

From the latter inequality we conclude that h1 satisfies (3.25) and by applying (3.26)
with h = h1 we obtain (3.10).
Under the conditions of Theorem 3.3 (ii) we have h2 ≤ h1. By the same arguments we

get
f1(h2) + f2(h2) + f3(h2) < 0.

Then, applying (3.26) with h = h2 and using the inequality (1 +u)x/y − 1 ≥ ux/y, u ≥ 0,
we obtain (3.12).
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3.4.2 Proof of Proposition 3.6

We want to use Theorem 2.1 from [12]. If we put F := F−X the conditions (G1)-(G3) of
this theorem are fulfilled in our setting. Hence we get

E[Rz] ≤ c
∫ ∞
0

P(−X > u)du+ c

∫ ∞
0

∫ u+z

u
P(−X > v)dvdu, (3.36)

where
c =

b∗(εa)

a(1− ε)
(3.37)

with b∗(u) = min{v : −E[X;X < −v] ≤ u} and ε ∈ (0, 1) arbitrary. Clearly,∫ ∞
0

P(−X > u)du = E[−X;X < 0]. (3.38)

Changing the order of integration gives us∫ ∞
0

∫ u+z

u
P(−X > v)dvdu =

∫ z

0
vP(−X > v)dv + z

∫ ∞
z

P(−X > v)dv

≤ z2−t
∫ ∞
0

vt−1P(−X > v)dv =
z2−t

t
At,−. (3.39)

As you can easily see,

b∗(u) ≤
(
At,−
u

)1/(t−1)
,

therefore by (3.37)

c ≤
A

1/(t−1)
t,−

at/(t−1)ε1/(1−t)(1− ε)
,

and by minimization over ε ∈ (0, 1)

c ≤
tt/(t−1)A

1/(t−1)
t,−

(t− 1)at/(t−1)
. (3.40)

Finally, combining (3.36), (3.38), (3.39) and (3.40) gives us the desired result.

3.4.3 Proof of Theorem 3.7

We prove (3.17) only. The proof of the second bound goes along the same line.
Using Theorem 3.1 with y = θ(x+ jz), we obtain

P(Mτ > x+ jz) ≤ A
1/θ
t θ−1−(t−1)/θE[τz]

a1/θ−1(x+ jz)1+(t−1)/θ ln

(
1 +

aθt−1(x+ jz)t−1

At

)
+

(
1 +

A
1/θ
t θ−(t−1)/θ

a1/θ
(x+ jz)−(t−1)/θ

)
E[τz]P(X > θ(x+ jz)),
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and in view of (3.7),

P(M > x) ≤ A
1/θ
t θ−1−(t−1)/θ

a1/θ−1
E[τz]Σ1(x, z)

+

(
1 +

A
1/θ
t θ−(t−1)/θ

a1/θ
x−(t−1)/θ

)
E[τz] (P(X > θx) + Σ2(x, z)) , (3.41)

where

Σ1(x, z) :=

∞∑
j=0

ln

(
1 +

aθt−1(x+ jz)t−1

At

)
(x+ jz)−1−(t−1)/θ

and

Σ2(x, z) :=
∞∑
j=1

P(X > θ(x+ jz)).

Define

Σ̃1(x, z) :=
∞∑
j=1

ln

(
1 +

aθt−1(x+ jz)t−1

At

)
(x+ jz)−1−(t−1)/θ.

The summands in this sum are strictly decreasing, so we conclude by the integral criteria
for sums:

Σ̃1(x, z) ≤
∞∑
j=1

∫ j

j−1
ln

(
1 +

aθt−1(x+ uz)t−1

At

)
(x+ uz)−1−(t−1)/θdu

=
1

z

∫ ∞
x

ln

(
1 +

aθt−1wt−1

At

)
w−1−(t−1)/θdw

and further by integration by parts,

1

z

∫ ∞
x

ln

(
1 +

aθt−1wt−1

At

)
w−1−(t−1)/θdw

≤ θ

z(t− 1)
ln

(
1 +

aθt−1xt−1

At

)
x−(t−1)/θ +

θ2

z(t− 1)
x−(t−1)/θ.

Therefore, for all x sufficing xt−1 ≥ θ1−t(eθ − 1)Ata
−1 and x ≥ z(t− 1)θ−1,

Σ1(x, z) ≤
3θ

z(t− 1)
ln

(
1 +

aθt−1xt−1

At

)
x−(t−1)/θ.

Furthermore, it is easy to see that

Σ2(x, z) ≤
∞∑
j=1

∫ j

j−1
P(X > θ(x+ uz))du =

1

θz
F
I
(θx). (3.42)

and Theorem 3.7(i) is proved.
The proof of Theorem 3.7(ii) goes along the same line with using Theorem 3.3(ii)

instead of Theorem 3.1.
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3.4.4 Proof of Theorem 3.9

Foss, Korshunov and Zachary have shown, see Theorem 5.1 in [27], that for any random
walk with the drift −a and x with x→∞ as a→ 0 one has the following lower bound:

lim inf
a→0

P(M (a) > x)

a−1F
I
(x)

≥ 1. (3.43)

It follows from the regular variation of P(X(0) > u), that

F
I
(x) ∼ 1

r − 1
x−r+1L(x) as a→∞, (3.44)

therefore

P(M (a) ≥ x) ≥ (1 + o(1))
x−r+1L(x)

(r − 1)a
as a→ 0.

Thus, we only have to derive an upper bound.
During the rest of this proof we assume a to be sufficiently small in every inequality.

We want to apply Theorem 3.7(ii) with 2 < t < r and arbitrary ε > 0. It is clear that

A
(a)
t,+ := E[(X(a))t;X(a) > 0] ≤ E[(X(0))t;X(0) > 0] = A

(0)
t,+,

therefore A(a)
t,+ is finite for t < r and

lim
a→0

A
(a)
t,+ = A

(0)
t,+ > 0.

Furthermore, we have to show that (3.11) is fulfilled for y = θx and ε > 0 sufficiently
small under our assumptions. Since the function y−1 ln(1 + βayt−1/A

(a)
t,+) is decreasing

for y � a1/(t−1), we have the following bound for x ≥ ca−1 ln a−1:

1

θx
ln

(
1 +

βθt−1axt−1

A
(a)
t,+

)
≤ a

θc ln a−1
ln

(
1 +

βθt−1ct−1

A
(a)
t,+

a2−t lnt−1 a−1

)

=
(t− 2)

θc
a(1 + o(1)). (3.45)

This implies that if we choose c > (r − 2)σ2/2 and θ = (1 − δ)(t − 2)/(r − 2) , we can
choose α < 1 so close to 1 and δ, ε, a > 0 so close to 0 that

t− 2

θc
=

r − 2

(1 + δ)c
<

2α

eεE[X2]

and consequently x satisfies (3.11) for a small enough.
We take z = z(a) satisfying a−1 � z � x. Then, combining (3.13) and (3.14), we get

E[τz]

z
∼ 1

a
as a→ 0. (3.46)
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Since a−1 � x and (t− 1)/θ − (r − 1) > 1/θ − 1 for θ < (t− 2)/(r − 2),

a−1/θ+1E[τz]

z
ln

(
1 +

βθt−1axt−1

A
(a)
t,+

)
x−(t−1)/θ = o

(
a−1x−r+1L(x)

)
. (3.47)

Furthermore, it follows from the condition z = o(x) and the regular variation of P(X(0) >
x) that

zP(X(a) > x) = o
(
x−r+1L(x)

)
. (3.48)

By combining (3.46) with (3.48) and (3.44) and regarding L(θx) ∼ L(x), we conclude1 +

(
A

(a)
t,+

βθt−1axt−1

)1/θ
E[τz]

(
1

θz
F
I
(θx) + P(X(a) > θx)

)
∼ θ−r(r − 1)−1a−1x−r+1L(x). (3.49)

Plugging (3.47) and (3.49) into (3.18) gives us

lim sup
a→0

P(M (a) > x)

a−1x−r+1L(x)
≤ θ−r

r − 1
.

To complete the proof it suffices to note, that we can choose θ arbitrary close to 1 by
choosing t close to r. This implies that the previous inequality is valid even with θ = 1.

3.4.5 Proof of Theorem 3.10

Since (3.43) is valid for all distributions with negative expectation, we again need an
upper bound only. Let a be sufficiently small during this proof.

It follows from the assumptions in the theorem that S(0)
n /cn converges weakly to a

stable law of index r. The sequence cn can be taken from the equation c−rn L(cn) = 1/n.
It is known that the function g(a) in the heavy traffic approximation can be defined by
the relations

g(a) = 1/cna and ana ∼ cna .

The latter can be rewritten as
cna ∼ a

(cna)r

L(cna)
.

From this we infer that (3.21) is equivalent to

axr−1

L(x)
→∞ as a→ 0. (3.50)

We want to apply Theorem 3.1 for t = 2 and y = θx with −E[X(a); |X(a)| ≤ θx] and
A2(θx) instead of a and A2 respectively. According to Remark 3.2 we have to show that
E[X(a); |X(a)| ≤ θx] is negative. Using the Markov inequality, we have

E[X(a); |X(a)| ≤ θx] ≤ −a+ (θx)−1E[(min{0, X(0)})2].
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In view of (3.50), ax→∞. Therefore,

E[X(a); |X(a)| ≤ θx] ≤ −a(1 + o(1)).

Furthermore,
A2(θx) ∼ r

2− r
(θx)2−rL(θx) (3.51)

and consequently by −E[X(a); |X(a)| ≤ θx] ∼ a,

A
1/θ
2 (θx)E[τz]

(−E[X(a); |X(a)| ≤ θx])1−1/θ

θ1+1/θx1+1/θ
ln

(
1− θxE[X(a); |X(a)| ≤ θx]

A2(θx)

)

≤ (1 + o(1))k1E[τz]P(X(a) > x) ln

(
1 + k2

axr−1

L(x)

)(
axr−1

L(x)

)−(1/θ−1)
(3.52)

with appropriate constants k1 and k2. Then, (3.50) implies that

ln

(
1 + c2

axr−1

L(x)

)(
axr−1

L(x)

)−(1/θ−1)
= o(1). (3.53)

Furthermore,
A

1/θ
2 (θx)

a1/θ
θ−1/θx−1/θ ∼ k3

(
axr−1

L(x)

)−1/θ
with k3 suitable and hence by (3.50),(

1 +
A

1/θ
2 (θx)

a1/θ
θ−1/θx−1/θ

)
= 1 + o(1). (3.54)

Then, combining (3.52), (3.53) and (3.54), Theorem 3.1 with t = 2 and y = θx gives us

P(M (a)
τ > x) ≤ (1 + o(1))θ−rE[τz]P(X(a) > x),

where θ ∈ (0, 1) is arbitrary. By the summation formula (3.7) we get a bound for the
total maximum:

P(M (a) > x) ≤ (1 + o(1))θ−rE[τz]

∞∑
j=0

P(X(a) > x+ jz). (3.55)

Combining (3.42) and (3.44) with a−1 � z � x gives us

∞∑
j=0

P(X(a) > x+ jz) ≤ (1 + o(1))

(
x−rL(x) +

x−r+1L(x)

z(r − 1)

)

∼ (1 + o(1))
x−r+1L(x)

z(r − 1)
.

Regarding (3.46) and letting θ → 1 completes the proof.
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3.4.6 Proof of Theorem 3.11

We write τ instead of τz for brevity. To derive the lower bound we use the following

Lemma 3.14. If E[|X(0)|r] <∞ for some r > 2, then

P
(
M (a)
τ > x

)
≥ (1− e−haz)e−ha(x+k/a), (3.56)

where k > 0 is an arbitrary constant and

h := ha =
2a

σ2
+O(a1+δ). (3.57)

Beweis. We omit the superscript (a) during this proof. To derive the bound (3.56) we
introduce the process {Wk}k≥0 defined by

W0 := 1, Wk :=

k∏
i=1

ehXi1{Xi ≤ y}, k ≥ 1.

It is clear, that for every h sufficing

E[ehX ;X ≤ y] = 1 (3.58)

{Wk} is a martingale. To find a suitable choice of h we put y := k/a with a constant
k > 0 and split the expected value on the left hand side of (3.58) as follows:

E[ehX , X ≤ k/a] = 1− ha+
h2

2
(σ2 + a2)−P(X > k/a)− hE[X;X > k/a]

− h2

2
E[X2;X > k/a] + E

[
ehX − 1− hX − h2

2
X2;X ≤ k/a

]
.

(3.59)

By restricting ourselves to such h that satisfy h ≤ ca, c > 0, for a small enough we
conclude by the Markov inequality:

P(X > k/a) + hE[X;X > k/a] +
h2

2
E[X2;X > k/a] = O(ar). (3.60)

If r ≥ 3, one can easily infer from the Taylor formula that

E

[
ehX − 1− hX − h2

2
X2;X ≤ k/a

]
= O(a3) (3.61)

and if r ∈ (2, 3), one can show with the Taylor formula that

E

[
ehX − 1− hX − h2

2
X2; |X| ≤ k/a

]
≤ c̃1a3E[|X|3; |X| ≤ −k/a]
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with a suitable constant c̃1 > 0. Furthermore,

E[|X|3; |X| ≤ k/a] ≤ k3−rar−3E[|X|r].

Thus,

E

[
ehX − 1− hX − h2

2
X2; |X| ≤ k/a

]
= O(ar).

On the other side, |ehX − 1| < 1 for X < −k/a and thus∣∣∣∣E [ehX − 1− hX − h2

2
X2;X < −k/a

]∣∣∣∣
≤ P(X < −k/a) + hE[|X|;X < −k/a] + h2E[|X|2;X < −k/a]

By the Markov inequality and the existence of a power moment of order r we infer from
the latter inequality that

E

[
ehX − 1− hX − h2

2
X2;X < −k/a

]
= o(ar).

Hence, we have for all r ∈ (2, 3)

E

[
ehX − 1− hX +

h2

2
X2;X ≤ k/a

]
= O(ar). (3.62)

Combining (3.61) and (3.62) we obtain for all r ∈ (2, 3),

E[ehX − 1− hX +
h2

2
X2;X ≤ k/a] = O(amin{3,r})

and, using (3.60) once again, one can rewrite (3.59) as

E[ehX ;X ≤ k/a] = 1− ha+
h2

2
(σ2 + a2) +O(a2+δ)

with δ = min{1, r − 2} > 0. Thereby,

h = ha =
2a

σ2
+O(a1+δ) (3.63)

solves the equation (3.58) and {Wk} with h = ha is a martingale.
We want to use this result to prove Lemma 3.14 and therefore introduce the stopping

times

σ := min{k ≥ 1 : Xk > k/a}, tx := min{k ≥ 1 : Sk > x} and T := min{σ, tx, τ}.

Applying the Optional Stopping Theorem to the martingale {Wk} and the stopping time
T leads

1 = W0 = E[WT ] = E
[
WT ; tx < τ, tx < σk/a

]
+ E

[
WT ; τ < tx, τ < σk/a

]
. (3.64)
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We consider the two terms on the right-hand-side separately:

E
[
WT ; tx < τ, tx < σk/a

]
≤ eha(x+k/a)P(tx < τ, tx < σk/a)

≤ eha(x+k/a)P (Mτ > x)

and
E
[
WT ; τ < tx, τ < σk/a

]
≤ E[ehaSτ ] ≤ e−haz.

If we plug the last two results into (3.64), we obtain the stated result:

P(Mτ > x) ≥ (1− e−haz)e−ha(x+k/a).

To establish the lower bound in (3.30) we apply Lemma 3.14 with z � a−1 and get

P(M (a)
τ > x) ≥ (1 + o(1))e−2(ax+k)/σ

2
.

This inequality holds for all k > 0, hence by k → 0,

P(M (a)
τ > x) ≥ (1 + o(1))e−2ax/σ

2

and we get the desired lower bound for the total maximum by stopping the total maxi-
mum in τ :

P(M (a) > x) ≥ P(M (a)
τ > x).

To get an upper bound we need another

Lemma 3.15. For all h > 0 satisfying (3.25) we have the inequality

P(M (a)
τ > x) ≤ (1− e−h(z+y))e−hx + E[τ ]P(|X(a)| > y). (3.65)

Beweis. Let us again omit the superscript (a) for reasons of clarity. By truncating the
random variables |Xi| in the level y follows

P (Mτ > x) ≤ P

(
Mτ1

{
max
1≤k≤τ

|Xk| ≤ y
}
> x

)
+ P

(
max
1≤k≤τ

|Xk| > y

)
(3.66)

and due to Wald’s Identity,

P

(
max
1≤k≤τ

|Xk| > y

)
≤ E

[
τ∑
k=1

1{|Xk| > y}

]
= E [τ ]P (|X| > y) . (3.67)

To bound the first term on the right hand side of (3.66) we define

σ̃y := min{k ≥ 1 : |Xk| > y} and T̃ := min{σ̃y, tx, τ}.

Applying the Optional Stopping Theorem to the martingale {Wk} from the proof of
Lemma 3.14 and the stopping time T̃ yields

1 = W0 = E[W
T̃

] ≥ E
[
W
T̃
1{tx < τ, tx < σ̃y}

]
+ E

[
W
T̃
1{τ < tx, τ < σ̃y}

]
.
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We bound these two terms as follows:

E
[
W
T̃

; tx < τ, tx < σ̃y
]
≥ ehxP(tx < τ < σ̃y)

= ehxP

(
Mτ1

{
max
1≤k≤τ

|Xk| ≤ y
}
> x

)
and

E
[
W
T̃

; τ < tx, τ < σ̃y
]
≥ e−h(z+y)

Therefore,

P

(
Mτ1

{
max
1≤k≤τ

|Xk| ≤ y
}
> x

)
≤ (1− e−h(z+y))e−hx, (3.68)

and by combining (3.66), (3.67) and (3.68) we attain (3.65).

To get a bound for the total maximum from this lemma we split the tail probability

P(M (a) > x) ≤ P(M (a)
τ > x) + P

(
sup
k≥τ

S
(a)
k > x

)
.

Since we can consider the continuation of the process (Sk) beyond τ as a probabilistic
replica of the entire process with starting point Sτ it follows by Sτ ≤ −z, that

P

(
sup
k≥τ

S
(a)
k > x

)
≤ P(M (a) > x+ z)

and hence,
P(M (a) > x) ≤ P(M (a)

τ > x) + P(M (a) > x+ z). (3.69)

Let
j0 = min

{
j ∈ N : x+ jz > (r − 2)σ2 ln(1/a)/a

}
,

then we conclude inductively from (3.52), that

P(M (a) > x) ≤
j0−1∑
j=0

P(M (a)
τ > x+ jz) + P(M (a) > x+ j0z). (3.70)

We consider the two terms on the right hand side of (3.70) separately. To bound the first
term we use Lemma 3.15 with h = ha and z = y = k/a.

j0−1∑
j=0

P(M (a)
τ > x+ jz) ≤

j0−1∑
j=0

(1− e−ha(z+y))e−ha(x+jz) + j0E[τ ]P(|X(a)| > y). (3.71)

As you can easily see, j0 ≤ c̃ ln a−1 with a positive constant c̃. Therefore our choice of
y, z and ha includes

j0−1∑
j=0

e−hazj =
1− e−hazj0
1− e−haz

∼ 1

1− e−haz
. (3.72)
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We recall z = y and conclude

1− e−ha(z+y)

1− e−haz
= 1 + e−hay ∼ 1 + e−2k/σ

2
(3.73)

and, by combining (3.72) and (3.73),

j0−1∑
j=0

(1− e−ha(z+y))e−ha(x+jz) ∼ e−hax(1 + e−2k/σ
2
). (3.74)

On the other hand, Wald’s identity and the inequality of Lorden (see (3.14)) give

E[τ ] ≤ k + E[((X(a))−)2]

a2
. (3.75)

Hence, we can follow by using j0 ≤ c̃ ln a−1 and the Markov inequality that

j0E[τ ]P(|X| > y) ≤ c̃Ar(k + E[((X(a))−)2])k−rar−2 ln a−1

and by plugging the latter results into (3.71) we attain

j0−1∑
j=0

P(M (a)
τ > x+ jz) ≤ (1 + e−2k/σ

2
+ o(1))e−hax + c̃2a

r−2 ln a−1. (3.76)

with a suitable constant c̃2. To bound the second term in (3.70) denote by c a constant
with (r − 2)σ2/2 < c ≤ (r − 2)σ2. The definition of j0 gives

P(M (a) > x+ j0z) ≤ P
(
M (a) > ca−1 ln a−1

)
. (3.77)

Let us apply Theorem 3.7(ii) to the probability on the right hand side of the latter
inequality. Put x = ca−1 ln a−1 and y = θx with θ = (t − 2)/(r − 2), where 2 < t < r.
Then, one can see similar to (3.45) that (3.11) is fulfilled for α < 1 close enough to 1 and
a, ε close enough to 0. As one can easily see, the other two conditions of Theorem 3.7(ii)
are also fulfilled for a small enough if one chooses z = 1/a. Therefore we may apply
Theorem 3.7(ii) with these values of t, θ, ε and z for a small enough. Consequently,

P(M (a) > ca−1 ln a−1) ≤ P1(a) + P2(a) (3.78)

with
P1(a) = c̃3E[τ ] ln

(
1 + c̃3a

2−t lnt−1 a−1
)
a(t−1)/θ+1 ln−(t−1)/θ a−1 (3.79)

and

P2(a) =
(

1 + c̃
−1/θ
4 a(t−2)/θ ln−(t−1)/θ a−1

)
E[τ ]·

·
(
aθ−1F

I
(θca−1 ln a−1) + P(X(a) > θca−1 ln a−1)

)
(3.80)
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where c̃3 and c̃4 are positive constants that are independent of a. Since θ = (t−2)/(r−2)
with 2 < t < r we obtain by regarding (3.75),

P1(a) ≤ c̃5a(t−1)/θ−1 ln1−(t−1)/θ a−1. (3.81)

with and an appropriate constant c̃5. On the other hand, the Markov inequality gives

aθ−1F
I
(θca−1 ln a−1) ≤ c̃6ar ln1−r a−1

and
P(X(a) > θca−1 ln a−1) ≤ c̃7ar ln−r a−1

with c̃6 and c̃7 appropriate and obviously, for every 2 < t < r,

1 + c̃
−1/θ
4 a(t−2)/θ ln−(t−1)/θ a−1 ∼ 1.

Consequently, by additionally considering (3.75),

P2(a) ≤ c̃8ar−2 ln1−r a−1 (3.82)

with c̃8 suitable. By 2 < t < r,

(r − 2)θ = t− 2 < t− 1− θ.

Therefore the combination of (3.78), (3.81) and (3.82) gives P1(a) = o(P2(a)) and con-
sequently

P(M (a) > ca−1 ln a−1) ≤ (1 + o(1))c̃8a
r−2 ln1−r a−1. (3.83)

By plugging the latter result and (3.76) into (3.70), we get the following asymptotic
bound:

P(M (a) > x) ≤(1 + o(1))
(
e−hax + c̃2a

r−2 ln a−1 + c̃4a
r−2 ln1−(t−1)/θ a−1

)
=(1 + o(1))

(
e−hax + c̃2a

r−2 ln a−1
)

By virtue of the relation (3.23),
x ≤ ca−1 ln a−1

with some c < (r − 2)σ2/2 for a small enough, therefore

e−hax ≥ (1 + o(1))a2c/σ
2
,

and consequently
ar−2 ln a−1 = o(e−hax).

Finally,
P(M (a) > x) ≤ (1 + o(1))e−hax,

and the proof is complete.
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4 A local limit theorem for the maximum of a random walk
in the heavy traffic regime

This chapter contains results from the publication [37]. To the knowledge of the author
there are no known local limit theorems concerning the heavy traffic regime and the
results attained in this chapter are totally new.

4.1 Introduction and statement of results

We again use the notation from Chapter 1.7 and again consider a random walk with
negative drift −a. In the case a = 0 write S, Xi and X instead of S(0), X(0)

i and X(0)

respectively. As stated in Chapter 1.8, the random walk drifts to −∞ for all a > 0 and
as a → 0 the so-called heavy traffic asymptotics (see (1.30)) holds for every fixed value
of x:

P(M (a) > x) ∼ e−2ax/σ2
as a→ 0. (4.1)

In interesting mathematical question is whether there also a local version of this result
and this is what this chapter is about.
We assume that X(a) possesses a ∆(a)-lattice distribution with zero shift, that means

there exists some ∆(a) > 0 such that P(X(a) ∈ ∆(a)Z) = 1 and ∆(a) is the maximal
positive number with this property. Assume that ∆(a) → ∆(0) > 0 as a → 0 and in
the case a = 0 write ∆ instead of ∆(0). Due to rescaling we can assume without loss of
generality that ∆(a) = ∆ ≡ 1. Suppose that

X(a) w−→ X as a→ 0 (4.2)

and
sup

a∈[0,a0]
E[X(a)]2 <∞ and sup

a∈[0,a0]
E[(max{0, X(a)})2+ε] <∞ (4.3)

for some a0, ε > 0.
Our main result is a local limit theorem for the probability P(M (a) = y) as a→ 0 for y

such that y →∞ and ay = O(1). The main idea for our proof is to find a a representation
of the probability P(M (a) = y) as a geometric sum and to derive and apply a uniform
renewal theorem to find the asymptotic behaviour of this sum. This uniform renewal
theorem will be a generalization of a result attained by Nagaev [41].
It is worth mentioning that the approach used in this chapter is similar to the method

used in [7], where the authors use the well-known representation of P(M (a) > y) as
a geometric sum of independent random variables (see for example [3]) and a uniform
renewal theorem from [6] to establish the asymptotic behaviour of P(M (a) > y) as a→ 0
and y → ∞ for subexponential distributions. In [6] there is also a uniform renewal
theorem used to develop asymptotic expansions of the distribution of a geometric sum.
Let us also mention that the local behaviour of the probability P(M (a) = x) as x→∞ is
known in the sense that there exists a local limit theorem for x→∞. Namely, Theorem
5.13 in [27] states that for a random walk with negative drift whose increments are long
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4 A local limit theorem for the maximum of a random walk in the heavy traffic regime

tailed and strong subexponential,

P(M (a) ∈ (x, x+ T ]) ∼ T

a
F (x) as x→∞.

In the lattice case x and T should be restricted to the lattice and for a 1-lattice with zero
shift we attain

P(M (a) = x) ∼ 1

a
F (x) as x→∞.

We now state our main result.

Theorem 4.1. Assume that (4.2) and (4.3) hold and suppose that X(a) possesses an
aperiodic 1-lattice distribution with zero shift for a small enough. Then, as a→ 0,

P(M (a) = y) ∼ 2a

σ2
exp

{
−2ay

σ2

}
(4.4)

uniformly for all y such that y →∞ and ay = O(1) as a→ 0.

Remark that our model excludes the case S
(a)
1 = S

(0)
1 − a. Examining this case

would be desireable, however this would be a different problem. In the non-local case
it is known (see for example Wachtel and Shneer [49]) that one only needs to assume
lima→0VarX(a) = σ2 ∈ (0,∞) and a Lindeberg-type condition

lim
a→0

E[(X(a))2; |X(a)
1 | > K/a] = 0 for all K > 0

to establish (4.1). This means that we must make stronger assumptions to establish our
local result than it is needed in the non-local case.
Remark that it seems likely that one can get a non-lattice version of Theorem 4.1 with

similar methods used here. The reason is the following: The proof of the uniform renewal
Theorem which we need for the proof of Theorem 4.1 is based on results from Nagaev
[41]. The results in [41] are derived under the assumption that the increments posess a
absolutely continuous component and the proof should work similar in our case. The rest
of the proof of a non-lattice analogy of Theorem 4.1 should work similar to the approach
used in chapter 4.4.
It is also worth mentioning that Theorem 4.1 restates the heavy traffic asymptotics

(4.1): As a→∞,

P(M (a) ≥ y) =
∞∑
x=y

P(M (a) = x) ∼ 2a

σ2

∞∑
x=y

e−2ax/σ
2

=
2a

σ2
e−2ay/σ

2

1− e−2ay/σ2 ∼ e−2ay/σ
2

for all y such that y →∞ and ay = o(1) as a→ 0.
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4.2 Uniform renewal theorem

In this section we prove a modification of Theorem 1 in Nagaev [41] which is, unlike the
uniform renewal theorem from Nagaev, even uniform in the expected value. This renewal
theorem is the key to the proof of our main result.
Consider a family of non-negative 1-latticed and aperiodic random variables {Z(b), b ∈

I} with E[Z(b)] = µ(b), a non-empty set I ⊆ R that contains at least one accumulation
point and infb∈I µ

(b) > 0. Denote by F (b) the distribution function of Z(b) and by F (b)
k

the k-fold convolution of F (b) with itself. Let

H(x, b, A) =
∞∑
k=0

AkF
(b)
k (x), A > 0.

In renewal theory one usually studies the asymptotic behavior ofH(x+h, b, 1)−H(x, b, 1),
h > 0. However, the case A 6= 1 is also of great interest. In [41], Nagaev’s motivation for
studying the case A 6= 1 comes from branching processes, since there arises a need for
an asymptotic representation for H(x+ h, b, A)−H(x, b, A) as x→∞ with an estimate
for the remainder term which is uniform in A. For our purposes we seek a representation
for H(x + h, b, A) − H(x, b, A) as x → ∞ and the estimate for the remainder shall be
uniform in A and b. Assume that there exists some s > 1 such that

sup
b∈I

E[(Z(b))s] <∞ (4.5)

and that
Z(b) w−→ Z(0). (4.6)

Put

f
(b)
k = F (b)(k)− F (b)((k − 1)), f (b)y (z) =

y∑
k=0

f
(b)
k zk,

µ(b)y (z) = f (b)
′

y (z) =

y∑
k=1

kf
(b)
k zk−1.

Proposition 4.2. Let λ(b)y (A) be the real non-negative root of the equation Af (b)y (z)
= 1. Assume that (4.5) holds for some s > 1. For every accumulation point b0 of I, there
exists a positive constant α such that

∞∑
k=1

Ak
(
F

(b)
k (y)− F (b)

k ((y − 1))
)

=

(
λ
(b)
y (A)

)−y−1
Aµ

(b)
y (λ

(b)
y (A))

+O(y−min{1,s−1} ln y) (4.7)

uniformly in b ∈ I ∩ {b ∈ I : |b− b0| ≤ α} and Ay ≤ A ≤ 1, where

Ay = 1− C/y (4.8)

with a fixed positive number C.
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4.3 Proof of the uniform renewal theorem

Although the uniform renewal theorem is a generalization of Theorem 1 in Nagaev [41],
the main idea of the proof is the same. However, for reasons of completeness, we give the
whole proof.
Let us assume without loss of generality I = [0, b1] with b1 > 0. Suppose that y is

sufficiently large in this section, even if it is not explicitly mentioned and throughout the
following

∫ b
a g(x)dF (b)(x) is to be interpreted as

∫ b+
a+ g(x)dF (b)(x).

Lemma 4.3. Assume that (4.5) holds for some s > 1. Put Uy(δ) = {z : 1 ≤ |z| ≤
ehy , | arg z| ≤ δ} for some hy = O(1/y). Then,

lim
δ→0

lim
y→∞

sup
b∈I,z∈Uy(δ)

|µ(b)y (z)− µ(b)| = 0. (4.9)

Beweis. First of all,

|µ(b)y (z)− µ(b)| =
∣∣∣∣∫ y

0
xzx−1dF (b)(x)−

∫ ∞
0

xdF (b)(x)

∣∣∣∣
≤
∫ y

0
x|zx−1 − 1|dF (b)(x) +

∫ ∞
y

xdF (b)(x). (4.10)

When x, |z| ≥ 1, one can easily see by Taylor’s approximation that

|zx−1 − 1| ≤ x|z − 1||z|x.

Using this estimate we obtain for all z ∈ Uy(δ) and N ≤ y,∫ N

0
x|zx−1 − 1|dF (b)(x) ≤ |z − 1|

∫ N

0
x2|z|xdF (b)(x)

≤ |z − 1|ehyy
∫ N

0
x2dF (b)(x) ≤ N2|z − 1|ehyy.

Furthermore, a straightforward trigonometric calculation shows that for δ sufficiently
small,

|z − 1| ≤ |z − ei arg z|+ |1− ei arg z| = |z| − 1 +
√

2(1− cos(arg z)) ≤ ehy − 1 + 2δ

for all z ∈ Uy(δ) and hence, as y →∞,∫ N

0
x|zx−1 − 1|dF (b)(x) ≤ (ehy − 1 + 2δ)N2ehyy = (2δ + hy + o(hy))N

2ehyy

uniformly in b ∈ I. At the same time, for z ∈ Uy(δ), assumption (4.5) and hyy = O(1)
imply that there exists an absolute number K > 0 such that for all N ≤ y,∫ y

N
x|zx−1 − 1|dF (b)(x) ≤ (1 + ehyy)

∫ y

N
xdF (b)(x)

≤ 1 + ehyy

N s−1

∫ ∞
N

xsdF (b)(x) ≤ KN1−s
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and by setting N = (2δ + hy)
−1/3 and choosing K1 such that ehyy ≤ K1, we attain∫ y

0
x|zx−1 − 1|dF (b)(x) ≤ (2δ + hy)

1/3ehyy +K(2δ + hy)
(s−1)/3 + o(hy)

≤ 21/3δ1/3K1 +K2(s−1)/3δ(s−1)/3 + o(1) (4.11)

uniformly in b ∈ I as y →∞. Plugging (4.11) into (4.10) and using (4.5) once more, we
conclude

|µ(b)y (z)− µ(b)| ≤ 21/3K1δ
1/3 +K2(s−1)/3δ(s−1)/3 + o(1)

uniformly in b ∈ I as y →∞.

Lemma 4.4. Assume that (4.5) holds for some s > 1. Then, for large enough y,
λ
(b)
y (A) < ehy for all Ay ≤ A ≤ 1 and b ∈ I, where Ay = 1 − C/y with some con-

stant C > 0 and hy = C1/(µ
(0)y) with C1 > Cµ(0)/ infb∈I µ

(b).

Beweis. We want to estimate the difference λ(b)y (A)−1. First of all, by using the definition
of λ(b)y (A),∫ y

0−

(
(λ(b)y (A))x − 1

)
dF (b)(x) = f (b)y (λ(b)y (A))−

∫ y

0−
dF (b)(x)

=
1

A
− 1 +

∫ ∞
y

dF (b)(x) =
1−A
A

+

∫ ∞
y

dF (b)(x).

Furthermore, λ(b)y (A) ≥ 1 for A ≤ 1 and therefore by the binomial formula,

(λ(b)y (A))x − 1 ≥ x(λ(b)y (A)− 1), x ≥ 0.

Thus, (4.5) gives that uniformly in b ∈ I,

(λ(b)y (A)− 1)

∫ y

0−
xdF (b)(x) ≤

∫ y

0−

(
(λ(b)y (A))x − 1

)
dF (b)(x)

=
1−A
A

+

∫ ∞
y

dF (b)(x) =
1−A
A

+O(y−s). (4.12)

The condition Ay ≤ A ≤ 1 implies that 1−A ≤ C/y, hence

1

A
= 1 +

1−A
A

= 1 +O

(
1

y

)
and consequently

1−A
A
≤ C

Ay
=
C

y
+O

(
1

y2

)
. (4.13)

From the inequalities (4.12), (4.13) and (4.5) we conclude that

λ(b)y (A)− 1 ≤ C/y +O(y−2) +O(y−s)

µ(b) −
∫∞
y xdF (b)(x)

=
C/(µ(b)y)

1−O(y1−s)
+O(y−2) +O(y−s)

=
C

µ(b)y
+O(y−2) +O(y−s) <

C1

µ(0)y
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uniformly in b ∈ I for all y large enough. Therefore, since ex − 1 ≥ x for all x > 0,
λ
(b)
y (A) < ehy uniformly in Ay ≤ A ≤ 1 and b ∈ I, if y is sufficiently large.

Lemma 4.5. Assume that (4.5) and (4.6) hold for some s > 1. Put hy = C1/(µ
(0)y)

with a constant C1 > Cµ(0)/ infb∈I µ
(b). Then, there exists some b2 > 0 such that for y

large enough, Af (b)y (z) − 1 has no other zeros in the disc |z| < ehy apart from λ
(b)
y (A)

and this holds uniform in Ay ≤ A ≤ 1 and 0 ≤ b ≤ b2.

Beweis. First of all, for all |z| ≤ ehy ,

|µ(b)y (z)| ≤
∫ y

0
x|z|x−1dF (b)(x) ≤ ehyyµ(b).

Using in addition hyy = O(1) and (4.5), we conclude

sup
y,b≤b1,|z|≤ehy

|µ(b)y (z)| <∞. (4.14)

Since the convergence radius of the derivative of a power series is the same as the con-
vergence radius of the power series, we attain

lim
y→∞

sup
b≤b1

sup
1≤r≤ehy
0≤ϕ≤2π

∣∣∣f (b)y (reiϕ)− f (b)y (eiϕ)
∣∣∣

= lim
y→∞

sup
b≤b1

sup
1≤r≤ehy
0≤ϕ≤2π

∣∣µ(b)y (eiϕ)
∣∣ |r − 1| = 0. (4.15)

On the other hand,

lim
y→∞

sup
b≤b1

sup
0≤ϕ≤2π

∣∣f (b)y (eiϕ)− f (b)∞ (eiϕ)
∣∣ ≤ lim

y→∞
sup
b≤b1

sup
0≤ϕ≤2π

∫ ∞
y

∣∣eiϕx∣∣dF (b)(x)

= lim
y→∞

sup
b≤b1

F
(b)

(y) = 0. (4.16)

As b→ 0, F (b) w−→ F (0) due to (4.6) and F (0) is not defective because of (4.5). Obviously,
uϕ(·) = eiϕ· is equicontinuous with |uϕ| = 1 < ∞. Hence, by a corollary in Chapter
VIII.1 in Feller [25], ∫ ∞

0
eiϕxdF (b)(x)→

∫ ∞
0

eiϕxdF (0)(x) (4.17)

uniformly in 0 ≤ ϕ ≤ π as b→ 0.
Now, let us first consider values of z in the circle |z| < ehy that are not in the vicinity

of λ(b)y (A). Due to Lemma 4.4, these values can be characterized as those values that
satisfy |z| < ehy and δ ≤ |argz| ≤ π, δ > 0. We have

sup
δ≤ϕ≤π

∣∣f (0)∞ (eiϕ)
∣∣ = sup

δ≤ϕ≤π

∣∣∣∣∫ ∞
0

eiϕxdF (0)(x)

∣∣∣∣ < sup
δ≤ϕ≤π

∫ ∞
0

∣∣eiϕx∣∣dF (0)(x) = 1.
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Combining the latter inequality with (4.17), we conclude that for b2 > 0 sufficiently small

sup
b≤b2

sup
δ≤ϕ≤π

|f (b)∞ (eiϕ)| < 1

and since this inequality is strict,

m(δ) := inf
b≤b2

inf
A≤1

inf
δ≤ϕ≤π

∣∣Af (b)∞ (eiϕ)− 1
∣∣ > 0. (4.18)

By combining (4.15), (4.16) and (4.18), we conclude that for y large enough and A ∈
Ay = {A : 1− C/y = Ay ≤ A ≤ 1},

inf
b≤b2

inf
1≤r≤ehy
δ≤ϕ≤2π

∣∣Af (b)y (reiϕ)− 1
∣∣ > m(δ)

2
> 0. (4.19)

On the basis of (4.19) we can assert that if Af (b)y (z) − 1 has a zero λ̃(b)y (A) in the disc
|z| ≤ ehy differing from λ

(b)
y (A), then λ̃

(b)
y (A) will lie outside the region {z : 1 ≤ |z| ≤

ehy , | arg z| ≥ δ} Note that the region {z : 1 ≤ |z| ≤ ehy , | arg z| ≥ δ} does not depend on
b and A, so the latter holds for all values of b ∈ I and A ∈ Ay.
Next, consider the region Uy(δ) = {z : 1 ≤ |z| ≤ ehy , | arg z| < δ}. The equicontinuity

of the family {f (b)y (·) : b ∈ I, A ∈ Ay} implies the existence of a δ1(b, A) > 0 such that
|Af (b)y (z)− 1| has no other zeros in the disc |z − λ(b)y (A)| ≤ δ1(b, A) apart from λ

(b)
y (A).

Therefore,
m̃(δ2) := inf

b≤b2
inf
A∈Ay

inf
z:|z−λ(b)y (A)|≤δ2

z 6=λ(b)y (A)

|Af (b)y (z)− 1| > 0.

where δ2 = infb≤b2 infA∈Ay δ1(b, A) > 0. This implies that for δ small enough, say δ ≤ δ3,
λ̃
(b)
y (A) cannot lie in the region {z : 1 ≤ |z| ≤ ehy , | arg z| < δ3} and this holds uniform

in b ≤ b2 and A ∈ Ay with y large enough. Setting δ = δ3 in (4.19) we conclude that
λ̃
(b)
y (A) cannot lie in the annulus 1 ≤ |z| ≤ ehy . Since |λ̃(b)y (A)| ≥ 1 for all A ≤ 1, we

finally obtain that λ̃(b)y (A) does not lie in the disc |z| ≤ ehy , so λ(b)y (A) is the only root of
the equation Af (b)y (A) = 1 in the disc |z| ≤ ehy and this holds uniformly in b ≤ b2 and
Ay ≤ A ≤ 1.

Proof of Proposition 4.2. Let γy be a circle of radius ry = ehy with hy = C1/(µ
(0)y),

C1 > µ(0) + Cµ(0)/ infb≤b1 µ
(b) and C from (4.8). Then, according to Lemma 4.4 and

Lemma 4.5, there exists some b2 > 0 such that for all 0 ≤ b ≤ b2 and A ∈ Ay, the
function 1− Af (b)y (z) is zero in the disc |z| ≤ ehy , if and only if z = λ

(b)
y (A). Hence, the

Residue theorem states that

1

2πi

∫
γy

z−y−1

1−Af (b)y (z)
dz = Res

(
z−y−1

1−Af (b)y (z)
, λ(b)y (A)

)
+ Res

(
z−y−1

1−Af (b)y (z)
, 0

)
.

(4.20)
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for 0 ≤ b ≤ b2 and A ∈ Ay.
In the following denote by Cn(f(z)), n ≥ 1, the coefficient of zn in the Taylor series of

the function f(z). An easy calculation shows that

An(f (b)∞ (z))n = An
∞∑
j=1

(
F (b)
n (j)− F (b)

n (j − 1)
)
zj

and consequently, by changing the order of summation, it is not hard to see that
∞∑
k=1

Ak
(
F

(b)
k (n)− F (b)

k (n− 1)
)

= Cn

(
1

1−Af (b)∞ (z)

)
.

On the other hand, when n ≤ y,

Cn

(
1

1−Af (b)∞ (z)

)
= Cn

(
1

1−Af (b)y (z)

)
and thus, for n ≤ y,

∞∑
k=1

Ak
(
F

(b)
k (n)− F (b)

k (n− 1)
)

= Cn

(
1

1−Af (b)y (z)

)
. (4.21)

Using (4.21) with n = y, one can easily verify

Res

(
z−y−1

1−Af (b)y (z)
, 0

)
=

∞∑
k=1

Ak
(
F

(b)
k (y)− F (b)

k (y − 1)
)
.

The pole of the function z−y−1/(1−Af (b)y (z)) in z = λ
(b)
y (A) is of order 1. Therefore, it

is not hard to see that

Res

(
z−y−1

1−Af (b)y (z)
, λ(b)y (A)

)
= − λ

(b)
y (A)−y−1

Aµ
(b)
y (λ

(b)
y (A))

and by combining the latter results we obtain

∞∑
k=1

Ak
(
F

(b)
k (y)− F (b)

k (y − 1)
)

=

(
λ
(b)
y (A)

)−y−1
Aµ

(b)
y (λ

(b)
y (A))

+
1

2πi

∫
γy

z−y−1

1−Af (b)y (z)
dz.

It remains to show that under the conditions of Proposition 4.2,

1

2πi

∫
γy

z−y−1

1−Af (b)y (z)
dz = o

(
y−min{1,s−1} ln y

)
(4.22)

uniformly in b ≤ b2 and Ay ≤ A ≤ 1. Let

ϕ(b)
y (z) = A(f (b)y (z)− f (b)y (ry))−Aµ(b)y (ry)(z − ry),

ψ(b)
y (z) = 1−Af (b)y (ry)−Aµ(b)y (ry)(z − ry).
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Then, the following identity holds:

1

1−Af (b)y (z)
− 1

ψ
(b)
y (z)

=
ψ
(b)
y (z)− 1 +Af

(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

=
ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

. (4.23)

Let ε > 0, γy(ε) = γy ∩ Uy(ε) and let γy(ε) be the complement of γy(ε) with respect to
γy. By (4.23),∫

γy

z−y−1

1−Af (b)y (z)
dz =

∫
γy

z−y−1

ψ
(b)
y (z)

dz +

∫
γy(ε)

z−y−1ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

dz

+

∫
γy(ε)

z−y−1ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

dz.

Using (4.23) once again, the last integral of the latter identity can be rewritten as∫
γy(ε)

z−y−1ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

dz = −
∫
γy(ε)

z−y−1

ψ
(b)
y (z)

dz +

∫
γy(ε)

z−y−1

1−Af (b)y (z)
dz.

Hence, ∫
γy

z−y−1

1−Af (b)y (z)
dz = I

(b)
1 (y) +

4∑
j=2

I
(b)
j (y, ε), (4.24)

where

I
(b)
1 (y) =

∫
γy

z−y−1

ψ
(b)
y (z)

dz, I
(b)
2 (y, ε) =

∫
γy(ε)

z−y−1ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

dz,

I
(b)
3 (y, ε) = −

∫
γy(ε)

z−y−1

ψ
(b)
y (z)

dz, I
(b)
4 (y, ε) =

∫
γy(ε)

z−y−1

1−Af (b)y (z)
dz.

To calculate I(b)1 let us examine integrals of the form∫
|z|=c2

z−n

kz + h
dz, (4.25)

where n > 0, k, h ∈ C and |h| < c2|k|. For |h| < c2|k|, the function z−n/(kz + h) has
exactly two singularities in the disc |z| ≤ c2, one in 0 and the other in −h/k. Consequently
the Residue theorem states that∫

|z|=c2

z−n

kz + h
dz = Res

(
z−n

kz + h
, 0

)
+Res

(
z−n

kz + h
,−h

k

)
.

The pole in z = 0 has order n, hence

Res
(

z−n

kz + h
, 0

)
= (−1)n−1kn−1h−n
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and the pole in z = −h/k is of order 1, thus

Res
(

z−n

kz + h
,−h

k

)
= (−1)nkn−1h−n.

Therefore, ∫
|z|=c2

z−n

kz + h
dz = [(−1)n−1 + (−1)n]kn−1h−n = 0. (4.26)

By the equicontinuity of µ(b)y (·), the result from (4.14), Lemma 4.3 and Lemma 4.4, as
y →∞,

f (b)y (ry)− f (b)y (λ(b)y (A)) = (ry − λ(b)y (A))µ(b)(λ(b)y (A)) + o(ry − λ(b)y (A))

= (ry − λ(b)y (A))µ(b) + o(ry − λ(b)y (A)) (4.27)

uniformly in b ≤ b2 and A ∈ Ay. By virtue of Lemma 4.4 and the definition of C1,
|λ(b)y (A)| ≤ ehy−1/y and consequently

ry − λ(b)y (A) ≥ ehy(1− e−1/y)
= (1 + hy + o(y−1))(y−1 + o(y−1)) = y−1 + o(y−1)

uniformly in b ≤ b2 and A ∈ Ay. By plugging these results into (4.27),

1−Af (b)y (ry) ≤ −
Aµ(b)

y
+ o

(
1

y

)
< 0 (4.28)

for y large enough. Now put h = 1−Af (b)y (ry) +Aµ
(b)
y (ry)ry and k = −Aµ(b)y (ry). Then,

since Aµ(b)y (ry)ry ≥ Aµ(b)y (1) 6= o(1), we obtain by virtue of (4.28),

|h| ≤ Aµ(b)y (ry)ry = |k|ry

and consequently by (4.26),

I
(b)
1 (y) =

∫
γy

z−y−1

ψ
(b)
y (z)

dz = 0. (4.29)

Let us consider I(b)2 . Clearly,

I
(b)
2 (y, ε) = ir−yy

∫ ε

−ε

ϕ
(b)
y (rye

it)

(1−Af (b)y (ryeit))ψ
(b)
y (ryeit)

e−itydt.

To bound this integral we use a method similar to the method Taibleson [47] used to
bound Fourier coefficients. Denote by g a continuous function with bounded variation
on an interval [θ1, θ2] with θ1, θ2 ∈ R and θ1 < θ2. Let nθ1/(2π), nθ2/(2π) ∈ Z and
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4 A local limit theorem for the maximum of a random walk in the heavy traffic regime

ak := 2πk/n for k = nθ1/(2π), nθ1/(2π) + 1, . . . , nθ2/(2π). Then, ak − ak−1 = 2π/n for
all k and consequently ∫ ak

ak−1

e−itndt = − 1

in
e−inak

(
1− e2πi

)
= 0

for all k. Hence,

∫ θ2

θ1

g(t)e−intdt =

nθ2/(2π)∑
k=nθ1/(2π)+1

∫ ak

ak−1

g(t)e−intdt

=

nθ2/(2π)∑
k=nθ1/(2π)+1

(∫ ak

ak−1

(g(t)− g(ak))e
−intdt+ g(ak)

∫ ak

ak−1

e−itndt

)

=

nθ2/(2π)∑
k=nθ1/(2π)+1

∫ ak

ak−1

(g(t)− g(ak))e
−intdt.

For a < b, a, b ∈ R denote by VD(g(u)) the total variation of g on D. Then, for t ∈
[ak−1, ak],

|g(t)− g(ak−1)| ≤ V[ak−1,ak](g(u)).

and by recalling anθ1/(2π) = θ1 and anθ2/(2π) = θ2,

∣∣∣∣∫ θ2

θ1

g(t)e−intdt

∣∣∣∣ ≤ nθ2/(2π)∑
k=nθ1/(2π)+1

∫ ak

ak−1

|(g(t)− g(ak))|dt

≤ 2π

n

nθ2/(2π)∑
k=nθ1/(2π)+1

V[ak−1,ak](g(u)) ≤ 2π

n
V[θ1,θ2](g(u)). (4.30)

To use the latter inequality to bound I(b)2 , remark that since we want to consider the case
y → ∞ we can always assume yε/(2π) ∈ N without loss of generality. Consequently, by
using (4.30) with n = y and −θ1 = θ2 = ε one attains for every fixed ε and y,

|I(b)2 (y, ε)| ≤ 2π

y
Vγy(ε)

(
ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

)
. (4.31)

The variation of ω(b)
y (z) := ϕ

(b)
y (z)/((1 − Af (b)y (z))ψy(z)) on γy(ε) can be rewritten as

follows:

Vγy(ε)

(
ω(b)
y (z)

)
= Vγy(ε)

(
Re(ω(b)

y (z))
)

+ Vγy(ε)

(
Im(ω(b)

y (z))
)

=

∫
γy(ε)

(∣∣∣∣ ddlRe(ω(b)
y (z))

∣∣∣∣+

∣∣∣∣ ddl Im(ω(b)
y (z))

∣∣∣∣) dl,
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where dl is the differential of the arc along γy(ε). Due to the binomial formula,(∣∣∣∣ ddlRe(ω(b)
y (z))

∣∣∣∣+

∣∣∣∣ ddl Im(ω(b)
y (z))

∣∣∣∣)2

≤ 2

(∣∣∣∣ ddlRe(ω(b)
y (z))

∣∣∣∣2 +

∣∣∣∣ ddl Im(ω(b)
y (z))

∣∣∣∣2
)

= 2

∣∣∣∣ ddzω(b)
y (z)

∣∣∣∣2
and thus,

Vγy(ε)

(
ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

)
≤
√

2

∫
γy(ε)

∣∣∣∣∣ ddz ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

∣∣∣∣∣ dz
≤
√

2

(∫
γy(ε)

∣∣∣∣∣ ψ
(b)
y

′
(z)ϕ

(b)
y (z)

(1−Af (b)y (z))(ψ
(b)
y (z))2

∣∣∣∣∣ dz +

∫
γy(ε)

∣∣∣∣∣ Aµ
(b)
y (z)ϕ

(b)
y (z)

(1−Af (b)y (z))2ψ
(b)
y (z)

∣∣∣∣∣ dz
+

∫
γy(ε)

∣∣∣∣∣ ϕ
(b)
y

′
(z)

(1−Af (b)y (z))ψ
(b)
y (z)

∣∣∣∣∣ dz
)

=
√

2(I
(b)
21 + I

(b)
22 + I

(b)
23 ). (4.32)

Let us bound the terms appearing in the integrands of the integrals from the latter
inequality. Using the definition of the complex absolute value, an easy calculation shows
that

|Af (b)y (z)− 1|2 = A2|f (b)y (z)− f (b)y (ry)|2 + (Af (b)y (ry)− 1)2

− 2A(Af (b)y (ry)− 1)Re(f (b)y (ry)− f (b)y (z)).

By the equicontinuity of the family {f (b)y : b ∈ I, A ∈ Ay} and Lemma 4.3 with δ = ε
small enough, as y →∞,

|f (b)y (ry)− f (b)y (z)| = |ry − z|µ(b)(z) + o(ry − z) ≥ (1− ε)µ(b)|z − ry| (4.33)

and

|f (b)y (ry)− f (b)y (z)| = |ry − z|µ(b)(z) + o(ry − z) ≤ (1 + ε)µ(b)|z − ry| (4.34)

uniformly in b ≤ b2 and z ∈ U (b)
y (ε). Furthermore, for all z ∈ Uy(ε) with ε sufficiently

small,
Re(ry − z) = sin(arg z)|z − ry| ≤ ε|z − ry|.

By virtue of (4.28), (4.33) and (4.34),

|Af (b)y (z)− 1|2 ≥ (Af (b)y (ry)− 1)2 + (1− ε)(µ(b))2A2|z − ry|2

− 2ε(1 + ε)µ(b)A(Af (b)y (ry)− 1)|z − ry|
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and by the binomial formula,

2µ(b)A(Af (b)y (ry)− 1)|z − ry| ≤ (µ(b))2A2|z − ry|2 + (Af (b)y (ry)− 1)2.

Using the binomial formula once again, we obtain

|Af (b)y (z)− 1|2 ≥ (1− ε− ε(1 + ε))
[
|1−Af (b)y (ry)|2 + (µ(b))2A2|z − ry|2

]
≥ 1− ε− ε(1 + ε)

2

[
|1−Af (b)y (ry)|+Aµ(b)|z − ry|

]2
.

Choose ε so small that 1− ε− ε(1 + ε) ≥ 1/2. Then,

|Af (b)y (z)− 1| ≥ |Af
(b)
y (ry)− 1|

2
+
Aµ(b)|z − ry|

2
(4.35)

uniformly in b ≤ b2 and z ∈ U
(b)
y (ε). We proceed analogously to bound |ψ(b)

y (z)| for
z ∈ Uy(ε) from below. One has Re(ry − z) ≤ |z − ry| and by virtue of Lemma 4.3,
µ
(b)
y (ry) ∈ [(1 − δ̂1)µ(b), (1 + δ̂1)µ

(b)] for arbitrary δ̂1 if y is large enough and ε is small
enough. Consequently, one can easily see that for δ̂1 small enough,

|ψ(b)
y (z)|2 = |1− f (b)y (ry)|2 +A2

(
µ(b)y (ry)

)2
|z − ry|2

− 2A(f (b)y (ry)− 1)µ(b)y (ry)Re(ry − z)

≥ 1− δ̂2
2

[
|1− f (b)y (ry)|+Aµ(b)|z − ry|

]2
(4.36)

for all δ̂2 ≤ 1/2. Hence,

|ψ(b)
y (z)| ≥ |1−Af

(b)
y (ry)|

2
+
Aµ(b)|z − ry|

2
. (4.37)

On the other hand, one can easily see that for every z on γy(ε) with ε sufficiently small,

|z − ry| ≥ |ei arg z − 1| =
√

sin2(arg z) + (1− cos(arg z))2

=
√

2− 2 cos(arg z) ≥ | arg z|
2

, (4.38)

where we used cosϕ ≤ 1−ϕ2/8 in the last inequality. Combining inequalities (4.28) and
(4.38) with (4.35), we obtain

|1−Af (b)y (z)| ≥ Aµ(b)

4

(
1

y
+ | arg z|

)
. (4.39)

for b ≤ b2 and z ∈ U (b)
y (ε). The inequalities (4.28), (4.38) and (4.37) provide

|ψ(b)
y (z)| ≥ Aµ(b)

4

(
1

y
+ | arg z|

)
(4.40)
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and, moreover, an easy calculation shows

|ψ(b)
y

′
(z)| = Aµ(b)y (ry) ≤ ehyyAµ(b). (4.41)

For z ∈ Uy(ε),

|f (b)y

′′
(z)| ≤

{
ehyyE(Z(b))2 : s ≥ 2

ehyyy2−sE(Z(b))s : 1 < s < 2

and, consequently,

ϕ
(b)
y (z)

|z − ry|2ymax{0,2−s} ∼
ϕ
(b)
y

′
(z)

2|z − ry|ymax{0,2−s} ∼
Af

(b)
y

′′
(z)

2ymax{0,2−s} = O(1)

as y →∞. By virtue of (4.38),

|z − ry| = |z||ei arg z − 1| =
√

2− 2 cos(arg z) ≤ arg z,

for all z ∈ γy(ε) if ε is sufficiently small. Hence, if ε is is sufficiently small,

ϕ(b)
y (z) = O(ymax{0,2−s}|z − ry|2) = O(ymax{0,2−s} arg2(z)) (4.42)

and
ϕ(b)
y

′
(z) = O(ymax{0,2−s}|z − ry|) = O(ymax{0,2−s}| arg(z)|) (4.43)

uniformly in b ≤ b2 and A ∈ Ay. Considering (4.39), (4.40), (4.41), (4.42) and hyy = O(1)
provides

|I(b)21 | ≤ ry
∫ ε

−ε

∣∣ψ(b)
y

′
(rye

it)
∣∣|ϕ(b)

y (rye
it)|

|f (b)y (ryeit)− 1||ψ(b)
y (ryeit)|2

dt = O

(
ymax{0,2−s}

∫ ε

0

t2

(y−1 + t)3
dt

)
uniformly in b ≤ b2 and A ∈ Ay. Moreover,∫ ε

0

t2

(y−1 + t)3
dt =

∫ ε+1/y

1/y

(w − y−1)2

w3
dw

∼ ln(ε+ y−1)− ln(y−1) = ln(1 + εy) ∼ ln(y) (4.44)

as y →∞ and therefore, uniformly in b ≤ b2 and A ∈ Ay,

|I(b)21 | = O(ymax{0,2−s} ln y). (4.45)

In analogy, by additionally taking into account that µ(b)y (z) ≤ 2µ(b) due to Lemma 4.3
for y large enough, one can easily see that

I
(b)
22 = O(ymax{0,2−s} ln y) (4.46)

and furthermore, by regarding (4.43),

I
(b)
23 = O

(
ymax{0,2−s}

∫ ε

0

t

(y−1 + t)2
dt

)
= O(ymax{0,2−s} ln y). (4.47)
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Finally, plugging (4.45), (4.46) and (4.47) into (4.32) we attain

Vγy(ε)

(
ϕ
(b)
y (z)

(1−Af (b)y (z))ψ
(b)
y (z)

)
= O(ymax{0,2−s} ln y)

and hence by (4.31),
|I(b)2 (y, ε)| = O

(
ymax{−1,−(s−1)} ln y

)
(4.48)

uniformly in b ≤ b2 and the admissible values of A. Next, we draw our attention to the
integral I(b)3 .

I
(b)
3 (y, ε) = −ir−yy

∫
ε≤|t|≤π

e−iyt

ψ
(b)
y (ryeit)

dt. (4.49)

To bound this integral we use the bound from (4.30) again:∫
ε≤|t|≤π

e−iyt

ψ
(b)
y (ryeit)

dt ≤ 2π

y
Vγy(ε)

(
1

ψ
(b)
y (z)

)
. (4.50)

In analogy to (4.32), one can show that

Vγy(ε)

(
1

ψ
(b)
y (z)

)
≤
√

2

∫
γy(ε)

∣∣∣∣∣ ddz 1

ψ
(b)
y (z)

∣∣∣∣∣ dz =
√

2

∫
γy(ε)

|ψ(b)
y

′
(z)|

|ψ(b)
y (z)|2

dz.

For all z ∈ γy(ε) the inequality (4.37) gives

|ψ(b)
y (z)|2 ≥ A2(µ(b))2

4
|z − ry|2 ≥

A2(µ(b))2

4
ε2,

where we used that |z − ry| ≥ ε for all z ∈ γy(ε). Therefore, by virtue of (4.41) and
hyy = O(1),

Vγy(ε)

(
1

ψ
(b)
y (z)

)
= O(1)

and consequently by combining this result with (4.49), (4.50) and hyy = O(1),

|I(b)3 (y, ε)| = O

(
1

y

)
(4.51)

uniform in b ≤ b2 and A ∈ Ay. It remains to consider I(b)4 . Due to (4.30),

|I(b)4 (y, ε)| =

∣∣∣∣∣ir−yy
∫
ε≤|t|≤π

e−iyt

1−Af (b)y (ryeit)
dt

∣∣∣∣∣ ≤ 2π

y
Vγy(ε)

(
1

1−Af (b)y (z)

)
. (4.52)

Furthermore, by (4.14) and (4.19),

Vγy(ε)

(
1

1−Af (b)y (z)

)
≤
√

2

∫
γy(ε)

∣∣∣∣∣ ddz 1

1−Af (b)y (z)

∣∣∣∣∣ dz
=
√

2

∫
γy(ε)

A|µ(b)y (z)|
|1−Af (b)y (z)|2

dz = O(1)
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and consequently

I
(b)
4 (y, ε) = O

(
1

y

)
. (4.53)

Finally, by plugging the results attained in (4.29), (4.48), (4.51) and (4.53) into (4.24),
we get∫

γy

z−y−1

1−Af (b)y (z)
dz = O(ymax{−1,−(s−1)} ln y) +O(y−1) = O(y−min{1,s−1} ln y)

uniformly in 0 ≤ b ≤ b2 and Ay ≤ A ≤ 1.

4.4 Proof of the local limit theorem

Put τ (a)+,0 = 0 and define recursively for i ≥ 1 the i-th strict ascending ladder epoch of
the random walk S(a) and its corresponding ladder height by

τ
(a)
+,i := min{k ≥ τ (a)+,i−1 : S

(a)
k > S(a)

τ+,i−1
} and χ

(a)
i = S

(a)

τ
(a)
+,i

− S(a)

τ
(a)
+,i−1

.

In the case i = 1 we write τ (a)+ and χ(a) instead of τ (a)+,1 and χ
(a)
1 respectively and,

if additionally a = 0, we write τ+ and χ instead of τ (0)+ and χ(0) respectively. Define
random variables Z(a)

i as iid copies of a random variable Z(a) with

P(Z(a) ∈ ·) = P(χ
(a)
1 ∈ ·|τ

(a)
+ <∞).

Denote by θ := min{k ≥ 0 : S
(a)
k = M (a)} the first time the random walk reaches its

maximum. Then,

P(M (a) = y) =

∞∑
n=1

P(M (a) = y, θ = n).

We further define M (a)
n := maxk≤n S

(a)
k and θn := min{k ≤ n : S

(a)
k = M

(a)
n }. By the

Markov property,

P(M (a) = y, θ = n) = P(S(a)
n = y, θn = n)P(τ

(a)
+ =∞).

Hence the following representation holds for the maximum:

P(M (a) = y) = P(τ
(a)
+ =∞)

∞∑
n=1

P(S(a)
n = y, θn = n). (4.54)

Clearly,

P(S(a)
n = y, θn = n) = P(S(a)

n = y, n is a strict ascending ladder epoch)

=

∞∑
k=1

P(χ
(a)
1 + χ

(a)
2 + · · ·+ χ

(a)
k = y, τ

(a)
+,1 + τ

(a)
+,2 + · · ·+ τ

(a)
+,k = n). (4.55)
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Denote the distribution function of Z(a) by G and denote the expectation by µ(a) :=
E[Z(a)]. LetG∗k be the k-fold convolution ofG with itself. Then, by using (4.55), changing
the order of summation and using the Markov property,

∞∑
n=1

P(S(a)
n = y, θn = n)

=
∞∑
n=1

∞∑
k=1

P(χ
(a)
1 + χ

(a)
2 + · · ·+ χ

(a)
k = y, τ

(a)
+,1 + τ

(a)
+,2 + · · ·+ τ

(a)
+,k = n)

=
∞∑
k=1

P(χ
(a)
1 + χ

(a)
2 + · · ·+ χ

(a)
k = y|τ (a)+,k <∞)P(τ

(a)
+,k <∞)

=
∞∑
k=1

Ak
(
G∗k(y)−G∗k(y − 1)

)
(4.56)

with A = P(τ
(a)
+ <∞). Combining results (4.54) and (4.56) we attain

P(M (a) = y) = P(τ
(a)
+ =∞)

∞∑
k=1

Ak
(
G∗k(y)−G∗k(y − 1)

)
. (4.57)

Next, we want to use Proposition 4.2 to determine the asymptotic behaviour of the sum
on the right hand side of the latter equality. Therefore, let us first show that under the
assumptions of Theorem 4.1,

Z(a) w−→ Z(0) as a→ 0. (4.58)

It is known that
P(τ

(a)
+ <∞) ∼ P(τ+ <∞) = 1. (4.59)

Thus, as a→ 0,

P(Z(a) > x) =
P(χ(a) > x, τ

(a)
+ <∞)

P(τ
(a)
+ <∞)

∼ P(χ(a) > x, τ
(a)
+ <∞)

and, on the other hand, (4.2) and (4.59) imply that for every R > 0, as a→ 0,

P(χ(a) > x,R < τ
(a)
+ <∞) ≤ P(R < τ

(a)
+ <∞)

= P(τ
(a)
+ <∞)−P(τ

(a)
+ ≤ R) ∼ P(τ+ > R).

Furthermore, by using (4.2) and the continuous mapping theorem,

P(χ(a) > x, τ
(a)
+ ≤ R) =

R−1∑
k=0

P
(
S
(a)
k+1 > x, max

1≤l≤k
S
(a)
l ≤ 0

)
∼

R−1∑
k=0

P
(
Sk+1 > x, max

1≤l≤k
Sl ≤ 0

)
= P(χ > x, τ+ ≤ R)
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as a→ 0. Thus,

lim sup
a→0

P(Z(a) > x) ≤ P(χ > x, τ+ ≤ R) + P(τ+ > R)

and by letting R→∞ we conclude

lim sup
a→0

P(Z(a) > x) ≤ P(χ > x, τ+ <∞) = P(Z(0) > x).

On the other side, the above calculations give

lim inf
a→0

P(Z(a) > x) ≥ lim inf
a→0

P(χ(a) > x, τ
(a)
+ ≤ R) = P(χ > x, τ+ ≤ R)

and by letting R→∞,

lim inf
a→0

P(Z(a) > x) ≥ P(χ > x, τ+ <∞) = P(Z(0) > x).

This means that (4.58) holds under our assumptions.
Due to relation (16) of Chow [16] there exists a constant C1 > 0 such that

E[
(
S
(a)

τ
(a)
+

)1+ε
; τ

(a)
+ <∞] ≤ C1

∫ ∞
0

u2+ε

E
[
|S(a)

τ
(a)
−
| ∧ u

]dP(max{0, X(a)} < u),

where τ (a)− = min{k ≥ 1 : S
(a)
k ≤ 0} is the first weak descending ladder epoch. Obviously,

E
[
|S(a)

τ
(a)
−
| ∧ u

]
≥ E

[
|S(a)

τ
(a)
−
| ∧ 1

]
≥ P(S

(a)
1 < 0) > 0

for all u ≥ 1 and therefore

E[
(
S
(a)

τ
(a)
+

)1+ε
; τ

(a)
+ <∞] ≤ C1

P(S1 < 0)

∫ ∞
0

u2+εdP(max{0, X(a)} < u).

Hence, by virtue of (4.3),
sup
a≤a0

E[(Z(a))1+ε] <∞. (4.60)

The convergence from (4.58) combined with (4.60) implies

µ(a) → µ(0) as a→ 0 (4.61)

by dominated convergence. It is known that for all a > 0 the stopping time τ (a)+ is infinite
with positive probability and that

P(τ
(a)
+ =∞) = 1/E[τ

(a)
− ]. (4.62)

Totally analogously to (4.60), one can use (15) from Chow [16] to show that the existence
of the second moment in assumption (4.3) implies supa≤a0 E[S

(a)

τ
(a)
−

] <∞. Hence, one can

use dominated convergence to show that

E[S
(a)

τ
(a)
−

]→ E[S
τ
(0)
−

] as a→ 0.
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Thus, using (4.62), the known identity

σ2

2
= −µ(0)E[S

τ
(0)
−

] (4.63)

and Wald’s identity imply that

P(τ
(a)
+ =∞) =

1

E[τ
(a)
− ]
∼ a

−E[S
τ
(0)
−

]
∼ 2aµ(0)

σ2
. (4.64)

The assumption ay = O(1) implies the existence of a constant C such that a ≤ C/y.
Therefore, by (4.64),

P(τ
(a)
+ <∞) ≥ 1− 3Cµ(0)

σ2y
(4.65)

for a small enough. Summing up the results from (4.60) and (4.65), this means that
we can apply Proposition 4.2 for I = {µ(a) : 0 ≤ a ≤ a0} with a0 > 0 small enough,
Ay = 1− 3Cµ(0)/(σ2y), A = P(τ

(a)
+ <∞) and s = 1 + ε. Hence,

∞∑
k=1

Ak
(
G∗k(y)−G∗k(y − 1)

)
=

(
λ
(a)
y (A)

)−y−1
Aµ

(a)
y (λ

(a)
y (A))

+O(y−min{1,ε} ln y) (4.66)

and consequently, by combining equations (4.57), (4.66) and the fact that 1−A = O(a),
we attain

P(M (a) = y) = (1−A)

(
λ
(a)
y (A)

)−y−1
Aµ

(a)
y (λ

(a)
y (A))

+ o(ay−min{1,ε} ln y). (4.67)

Let us determine λ(a)y (A) and µ(a)y (λ
(a)
y (A)). Write λy and µy(λy) instead of λ(a)y (A) and

µ
(a)
y (λ

(a)
y (A)) respectively for abbreviation and put λy = eθy . According to the definition

of λy, we want to find θy such that

E[exp{θyZ(a)};Z(a) ≤ y] =
1

A
. (4.68)

It turns out we don’t need an exact solution for this equation and it is sufficient to
determine θy such that

E[exp{θyZ(a)};Z(a) ≤ y] =
1

A
+O(y−1−ε). (4.69)

By Taylor’s formula,

E[exp{θyZ(a)/};Z(a) ≤ y]

= 1 + θyµ
(a) −P(Z(a) > y)− θyE[Z(a);Z(a) > y]

+
θ2y
2
E[(Z(a))2 exp{γθyZ(a)};Z(a) ≤ y]
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with some random γ ∈ (−∞, 1]. We restrict ourselves to θy such that θy = O(1/y). Then,
(4.60) implies

P(Z(a) > y) + θyE[Z(a);Z(a) > y] = O(y−1−ε)

and

θ2y
2
E[(Z(a))2 exp{γθyZ(a)};Z(a) ≤ y] = O

(
θ2yE[(Z(a))2;Z(a) ≤ y]

)
= O(y−1−ε).

This means that to find θy that satisfies (4.69), it is sufficient to choose θy such that

1 + θyµ
(a) =

1

A
+O(y−1−ε)

or
θy =

1−A
Aµ(a)

+O(y−1−ε).

Consequently,

λy = exp

{
1−A
Aµ(a)

+O(y−1−ε)

}
. (4.70)

Furthermore,

µ(a)y (λy) =

y∑
k=1

kf
(a)
k λk−1y =

1

λy
E[Z(a) exp{θyZ(a)};Z(a) ≤ y]

= λ−1y

{
E[Z(a);Z(a) ≤ y] + θyE[(Z(a))2 exp{γ̃θyZ(a)};Z(a) ≤ y]

}
for some random γ̃ ∈ (−∞, 1]. For all θy = O(1/y) the result (4.60) gives

E[(Z(a))2 exp{γ̃θyZ(a)};Z(a) ≤ y] = O(y1−ε)

and
E[Z(a);Z(a) ≤ y] = µ(a) +O(y−ε).

Consequently,

µ(a)y (λy) =
µ(a)

λy
+O(y−ε). (4.71)

Plugging the results from (4.70) and (4.71) into the right hand side of (4.67), we obtain
by regarding 1−A = O(a),

P(M (a) = y)

=
1−A

Aµ(a) +O(y−ε)
exp

{
−(1−A)y

Aµ(a)
+O(y−ε)

}
+ o(ay−min{1,ε} ln y)

=
1−A

Aµ(a) +O(y−ε)
exp

{
−(1−A)y

Aµ(a)

}
+ o(ay−min{1,ε} ln y)

=
1−A
Aµ(a)

exp

{
−(1−A)y

Aµ(a)

}
+ o(ay−min{1,ε} ln y) +O(ay−ε) (4.72)
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4 A local limit theorem for the maximum of a random walk in the heavy traffic regime

uniformly for all y such that ay = O(1) as a → 0. Here, we applied Taylor’s formula in
the last line. As a consequence of (4.59), (4.61) and (4.64),

1−A
Aµ(a)

=
2a

σ2
+ o(a)

and hence, by plugging this result into (4.72), we finally obtain

P(M (a) = y) ∼ 2a∆

σ2
exp

{
−2ay∆

σ2

}
uniformly for all y such that y →∞ and ya = O(1) as a→ 0.
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