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Summary 

 

Synaptic plasticity is a key feature of neuronal networks, thought to underlie 

central processes like learning and memory. Structural plasticity is a very important 

aspect of synaptic plasticity, as it reflects the re-arrangement of synaptic connections and 

other “hard-wired” modifications of neuronal connectivity.  

While many aspects of structural plasticity at excitatory synapses are relatively 

well known, similar mechanisms of inhibitory synapses have received considerably less 

attention. Since inhibitory plasticity appears to precede or even allow for excitatory 

plasticity in some systems and since the balance of excitation and inhibition is a crucial 

factor in many neurological diseases, this study was designed to add to the information 

about inhibitory plasticity. Work in this thesis was focused on structural plasticity of 

inhibitory synapses, where the gap of knowledge is especially prominent.  

The first part of the thesis was focused on characterizing structural dynamics of 

inhibitory synapses under baseline conditions. For this purpose, GFP-positive axons in 

hippocampal slice cultures from GAD65-GFP mice were subjected to time-lapse two-

photon imaging for several hours. In GAD65-GFP mice, a subset of mostly dendritically 

targeting, GABAergic interneurons express cytosolic GFP. The labeling of hippocampal 

interneurons of was sufficiently bright to allow for repeated two-photon imaging of 

individual GFP-positive axons over the course of several hours. About 80 % of the 

presynaptic GABAergic boutons on the imaged axons were present successively 

throughout the imaging period, large, showed little volume variations, and to a large part 
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co-localized with both pre- and postsynaptic markers. These “persistent boutons” were 

assumed to mostly represent rather mature, bona fide synapses. The remainder of the 

boutons (~20 %) was present intermittently, small, showed comparatively large volume 

variations and co-localized to a lesser extend with pre- and postsynaptic markers as 

persistent boutons did. This population was termed “non-persistent boutons” and 

dependent on their average lifetime suggested to represent synapses in the process of 

formation or degradation, to occupy stop sites for synaptic material along the axon, or to 

represent general axonal transport events. Persistent and non-persistent boutons were 

suggested to avoid clustering with boutons from the same category along the axon.  

The second part of the thesis focused on changes in the structural dynamics of 

GABAergic axons during the manipulation of neuronal activity. Acute (4 h) manipulation 

of neuronal activity was found to affect the structural dynamics of GABAergic axons. 

While reducing activity with TTX decreased synapse formation and degradation as well 

as synapse-related transport events, enhancing activity with 4-AP destabilized persistent 

boutons and increased transport processes along the axon. The high-activity induced 

changes in the structural dynamics of GABAergic axons were found to critically depend 

on the activation of GABAA receptors. This suggests that GABAA receptors are part of a 

feedback mechanism which assesses the level of GABA release in a network and adjusts 

structural plasticity accordingly. Interestingly, the acute changes in axonal dynamics did 

not result in changes in synapse density after several days (48 h to 7 d). This suggests (a) 

that other than structural plasticity mechanisms govern the long-term adaptation of 

GABAergic synapses to changes in network activity or (b) that the initial changes in 

bouton turnover and volume dynamics represent the rearrangement of synaptic 

connections which is complete after several days of activity manipulations.  

The last part of this thesis was concerned with determining the spatial scale of 

the plasticity mechanisms that were found in the previous parts. Reducing neuronal 

activity in only a small region of the slice culture led to the conclusion that the plasticity 

observed here does not require activity changes in the entire network to be evoked. 

Furthermore, initial experiments preparing the manipulation of individual cells were 

performed, to set the stage for later experiments on this spatial scale.   

In summary, the data of this thesis contribute to the understanding of the 

structural plasticity of inhibitory synapses and other axonal structures both under 

baseline conditions and following the manipulation of neuronal activity in the network. 

These experiments set the stage for further experiments investigating the spatial scale or 

molecular mechanisms of structural GABAergic plasticity.  
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Introduction 

 

The brain achieves incredibly complex tasks every minute of the day. It is 

responsible for steering the organism through its environment and adapting its behavior 

to changes in that environment. Neuronal processes such as learning and memory 

mediate these functions. The complex and specific connections between the neurons of the 

brain - their synapses - are considered to be essential for these processes: Synaptic 

specificity and strength determine which neurons can activate each other, and how strong 

this activation will be. This precise connectivity is believed to form the physiological 

correlate of memory. Consequently, the formation of new memories – learning – must 

involve modifications of synaptic connections. Biological processes that result in such 

changes in network connectivity or that change synaptic strength are termed synaptic 

plasticity.  

While the bulk (~ 80 %) of central neurons is excitatory (Hendry et al., 1987), 

key network functions rely on proper synaptic inhibition. Inhibition is for instance 

required to balance overall network excitation, to control neuronal integration, and is 

thought to underlie neuronal oscillations, which serve complex tasks including perception 

and memory (Buzsaki et al., 1992; Pouille and Scanziani, 2001; Chattopadhyaya and 

Cristo, 2012). Consequently, malfunctions of the inhibitory system have been linked to 

severe neurological disorders such as schizophrenia, autism spectrum disorders, and 

epilepsy (Baulac et al., 2001; Ma et al., 2005; Craddock et al., 2010; Rossignol, 2011; Yizhar 

et al., 2011; Chattopadhyaya and Cristo, 2012).  

Understanding synapse formation and plasticity of both the excitatory and the 

inhibitory system are therefore necessary to understand brain function in health and 

disease. The present study is focused on the plasticity of inhibitory synapses, a subject 

which has gained more and more attention in recent years.  
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1. Synapse formation 

 

1.1 The structure of synapses 

Neurons communicate by means of synapses. The majority of these synapses 

are so-called chemical synapses. Chemical synapses typically comprise a presynaptic 

varicosity, a postsynaptic specialization, and a synaptic cleft between pre- and 

postsynapse.  In response to an electrical signal, a chemical neurotransmitter is released 

from the presynapse. Following neurotransmitter-binding to receptors in the postsynaptic 

membrane, a postsynaptic potential is generated and further processed at the soma of the 

postsynaptic cell.  

Depending on their mode of action, chemical synapses can be classified as 

excitatory, inhibitory, or modulatory. In the mature mammalian central nervous system, 

glutamatergic synapses make up the bulk of excitatory synapses, while GABAergic 

synapses account for the majority of inhibitory neurotransmission (Curtis et al., 1970; 

Iversen et al., 1971). In addition, glycine is a major inhibitory neurotransmitter in the brain 

stem and the spinal cord (Curtis et al., 1968a; Curtis et al., 1968b). Well-known 

modulatory neurotransmitters include dopamine and acetylcholine.  

The presynaptic site is characterized by an axonal varicosity, very often along 

the length of the axon, an en passant bouton. Ultrastructurally, that part of the presynaptic 

bouton which is directly opposed to the postsynaptic specialization contains an electron 

dense network of proteins, the cytomatrix of the active zone, and neurotransmitter-filled 

synaptic vesicles (Gray, 1963). Except for the type of neurotransmitter used, presynaptic 

sites of excitatory and inhibitory synapses are believed to have a similar molecular 

composition (Garner et al., 2006). Synaptic vesicles are filled with neurotransmitters by 

vesicular transporters. In excitatory, glutamatergic neurons, this task is achieved by the 

vesicular glutamate transporter (VGLUT) (Bellocchio et al., 2000; Takamori et al., 2000). In 

inhibitory, GABAergic neurons the vesicular GABA transporter (VGAT) fills the synaptic 

vesicles (McIntire et al., 1997). As a proteinogenic amino acid, glutamate is abundant in all 

cells, including neurons. GABA however is unique to GABAergic neurons. It needs to be 

synthesized from glutamate by the two forms of the glutamic acid decarboxylase (GAD) 

(Roberts and Frankel, 1950, 1951). The bulk of GABA is synthesized by GAD67, which is 

associated with cytosolic GABA stores. GAD65, on the other hand, is associated with 

presynaptic terminals (Soghomonian and Martin, 1998).  

The active zone is a dense mesh of proteins that provides a structural grid for 

presynaptic components, or assists in synaptic vesicle fusion with the synaptic membrane, 

or is necessary for synaptic vesicle endocytosis. Structural proteins found in the active 
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zone include the large proteins piccolo and bassoon (Richter et al., 1999; Garner et al., 

2000). Proteins like synaptotagmin, Vamp, and Snap-25 are involved in synaptic vesicle 

exocytosis (Sudhof and Rizo, 2011), and proteins like clathrin and dynamin mediate 

synaptic vesicle endocytosis (Royle and Lagnado, 2010).  

The space between pre- and postsynapse is termed the synaptic cleft. It is 

bridged by a variety of transsynaptic adhesion proteins, some of which are specific for 

excitatory or inhibitory synapses. On the one hand, homomeric Syncam pairs, as well as 

EphrinB - EphB, and Neuroligin-1 (NL-1) - neurexin β pairs localize preferentially to 

excitatory synapses (Song et al., 1999; Dalva et al., 2007). Neuroligin-2 (NL-2) - neurexin 

α/β pairs, on the other hand, are found rather at inhibitory synapses and the same holds 

true for the dystrophin-glycoprotein complex (Patrizi et al., 2008; Sassoe-Pognetto et al., 

2011).  

The postsynaptic specialization of excitatory synapses typically is a dendritic 

spine with a postsynaptic density containing the neurotransmitter receptors at the 

bulbous head of the spine. Molecularly, the postsynaptic density is characterized by a 

protein scaffold, through which neurotransmitter receptors are anchored in the 

membrane, and through which a connection to the cytoskeleton is maintained. The most 

well-known constituent of this scaffolding matrix in glutamatergic synapses is PSD-95, a 

member of the membrane-associated guanylate kinase (MAGUK) family of proteins (Cho 

et al., 1992). Neurotransmitter receptors found in this type of synapse are AMPA and 

NMDA receptors - glutamatergic, ionotropic receptors. PSD-95 can directly bind 

glutamatergic receptors. Therefore, the amount of PSD-95 at a synapse is correlated with 

the strength of the postsynaptic response (Xu, 2011).  

By contrast, inhibitory synapses are formed directly onto the dendritic shaft 

(Harris and Kater, 1994; Megias et al., 2001; Wierenga et al., 2008). GABAergic 

postsynaptic specializations are characterized by a scaffold of gephyrin molecules 

(Pfeiffer et al., 1982; Sassoe-Pognetto et al., 1995). Based on a dimerization and a 

trimerization domain, gephyrin molecules are thought to form a hexagonal lattice in the 

postsynaptic density (Saiyed et al., 2007; Fritschy et al., 2008). Other components of the 

postsynaptic density of GABAergic synapses include collybistin, a molecule binding both 

to gephyrin and to GABAA receptors, the intracellular part of the dystrophin-glycoprotein 

complex (DSG), and S-SCAM/MAGI-2 (Sassoe-Pognetto et al., 2011). GABAA receptors are 

the major ionotropic GABA receptor and are found at most GABAergic synapses. GABAA 

receptors are heteropentameric receptors typically comprising two α-, two β-, and one γ- 

or δ-subunits (McKernan and Whiting, 1996). Multiple different isoforms have been 

described for α-, β-, and γ- subunits, equipping the receptor with different functional 
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attributes (such as kinetics, sensitivity, channel open and close time, etc.) (Owens and 

Kriegstein, 2002; Luscher et al., 2011). In total, about 26 different functional receptor 

isoforms  are known to be assembled from the subunits, eleven of which are expressed 

broadly in the nervous system (Luscher et al., 2011). Each receptor subunit has four 

transmembrane domains, an extracellular N-terminus, and a large intracellular loop 

between the third and fourth transmembrane domain. This loop is subject to various post-

translational and activity-dependent modifications such as phosphorylation, 

palmitoylation, and ubiquitination, and seems to be the major site for regulating receptor 

function and receptor residence time in the membrane (Rudolph and Mohler, 2004; Tretter 

and Moss, 2008). GABAA receptors are inserted into the postsynaptic membrane at 

extrasynaptic sites and rapidly enter the postsynaptic specialization via lateral diffusion 

(Thomas et al., 2005). In the postsynaptic specialization, diffusion kinetics are much 

slower, suggesting that the receptors are interacting with parts of the postsynaptic density 

matrix (Jacob et al., 2005), such as gephyrin and collybistin. GABAA receptors are 

internalized from the postsynaptic membrane via clathrin mediated endocytosis, and can 

be recycled back into the membrane or be subjected to lysosomal degradation (Kittler et 

al., 2004; Tretter and Moss, 2008) (Figure 1).  

In the case of an action potential in the inhibitory axon, the Ca2+ concentration in 

the presynaptic bouton is increased through opening of voltage-gated Ca2+-channels and 

Ca2+ release from intracellular stores. Ca2+ then facilitates fusion of GABA-filled vesicles 

with the presynaptic membrane and the release of GABA into the synaptic cleft. The 

released GABA binds to postsynaptic GABAA receptors and causes these chloride 

channels to open. In mature neurons, the equilibrium potential of chloride is typically 

more negative than the resting membrane potential. The opening of GABAA receptors 

therefore leads to an influx of chloride and a hyperpolarization of the postsynaptic 

neurons (inhibitory postsynaptic potential, IPSP).  



23 

 

 

  



24 

 

1.2 The development of GABAergic interneurons 

In order to process information adequately and not fall prey to runaway 

excitation or quiescence, neuronal activity in a network needs to be controlled precisely. 

This task is typically realized by the concerted action of many different types of 

GABAergic interneurons, which accurately control neuronal activity. In addition to highly 

divergent functional properties, different types of GABAergic interneurons also target 

very specific postsynaptic cells, or even selected cellular compartments (Somogyi and 

Klausberger, 2005; Klausberger and Somogyi, 2008). The development of such specific 

innervation patterns must require a tightly organized process.  

Most GABAergic interneurons are generated in the ventral telencephalon, or, 

more specifically, in either the medial or the caudal ganglionic eminence (MGE or CGE, 

respectively) (Wonders and Anderson, 2006). Already the place of birth defines different 

GABAergic subtypes, owing to the differential expression of transcription factors and 

gradients of signaling molecules. The MGE for instance gives rise to parvalbumin and 

somatostatin/calretinin positive interneurons, while CGE derived interneurons express 

calretinin, the vasoactive intestinal peptide (VIP), or cholecystokinin (Butt et al., 2005; 

Fogarty et al., 2007; Liodis et al., 2007). GABAergic interneurons that are labeled in the 

current study mostly belong to the latter family (Wierenga et al., 2010) (Figure 2). 

Interneurons then migrate tangentially to the cortex, into which they subsequently 

migrate in a radial fashion (Ang et al., 2003). The process of migration into the cortex 

appears to be enhanced by GABA signaling via GABAARs (Cuzon et al., 2006; Bortone and 

Polleux, 2009). 

Once in their target region, axons need to establish contact to their postsynaptic 

target cells and finally form bona fide synapses with often very high specificity. While 

dendritic filopodia are believed to mediate contact between excitatory axons and most of 

their target dendrites (Ziv and Smith, 1996; Yuste and Bonhoeffer, 2004), neither dendritic 

nor axonal protrusions are involved in the formation of inhibitory synapses (Wierenga et 

al., 2008). Neither GABAergic axons nor postsynaptic target dendrites can use filopodia or 

spines to bridge the space to further-away targets. Therefore, only those axonal spots that 

are in close apposition to postsynaptic dendrites can be used as presynaptic sites by 

GABAergic neurons. Remarkably, axonal spots specialized for synapse formation even 

exist in glutamatergic synapses: synapses preferentially form at locations on 

glutamatergic axons, where synaptic transport vesicles frequently stop, and where 

vesicles might cycle with the axonal membrane (Sabo et al., 2006; Antonova et al., 2009). 

The existence of such specialized axonal domains is an intriguing concept for synapse 

formation.  
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Interestingly, the cellular architecture of GABAergic axons differs significantly 

from axons of glutamatergic pyramidal cells. While glutamatergic axons cross the tissue 

in a rather straight fashion, seemingly “unaware” of potential synaptic targets, 

GABAergic axons are much more tortuous (Stepanyants et al., 2004), maybe reflecting 

target-guided growth. Furthermore, overlaying the anatomy of GABAergic axons with 

their target cells shows significantly more overlay than the same method applied to 

pyramidal cells (Stepanyants et al., 2004). Because inhibitory synapses are usually formed 

on the dendritic shaft, dendritic spines or axonal filopodia cannot “bridge” between the 

axon and the target dendrite. A geometrical wiring as described for GABAergic axons 

above might compensate for the lack of spines by creating as many contacts with potential 

target cells as possible. The interneuron might then activate these potential synaptic sites 

by the formation of a new synapse, whenever the situation in the neuronal network 

requires it.  
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1.3 The development of GABAergic synapses 

The astounding target specificity of inhibitory synapses is thought to be 

achieved by a combination of molecular clues. Cell adhesion molecules, secreted, and 

extracellular factors have been implied in synaptogenesis and synapse maturation. 

Recently, the list of molecules promoting predominantly inhibitory synapse formation 

and maturation has grown considerably.  

The probably most well-known transsynaptic pair of adhesion molecules is 

neuroligin (NL) and neurexin. While NL-1 and its interaction with beta neurexins are 

predominantly found at excitatory synapses, NL-2 is found mainly in inhibitory 

postsynaptic sites. NL-2 can establish heterophilic interactions with both alpha- and beta-

neurexins in the presynaptic membrane (Song et al., 1999; Graf et al., 2004; Varoqueaux et 

al., 2004; Chubykin et al., 2007). Nonetheless, both NL-1 and NL-2 can promote the 

formation of inhibitory synapses. The effect of NL-2, however, is much stronger than that 

of NL-1 (Dong et al., 2007). The family of neurexins is a potential candidate for mediating 

very specific interactions (such as defining target cell-types or regions), because they can 

undergo extensive alternative splicing. More than 1000 neurexin isoforms can arise 

through such alternative splicing, and the expression of different neurexin isoforms has 

been shown to be variable across brain regions (Ullrich et al., 1995). Other pairs of trans-

synaptic adhesion and signaling molecules specific for GABAergic synapses include 

Slitrk3 (postsynapse) and PTPδ (presynapse) (Takahashi et al., 2012), as well as Nrg1 

(diffusible) and ErbB4 (presynapse) (Fazzari et al., 2010). In addition, NCAM seems to 

promote GABAergic synapse formation. This effect can be regulated by PSA (Di Cristo et 

al., 2007). Secreted factors such as the brain-derived neurotrophic factor (BDNF) and the 

fibroblast growth factor 7 (FGF7) also seem to play an important role in the formation 

and/or functional maturation of GABAergic synapses (Umemori et al., 2004; Hong et al., 

2008; Terauchi et al., 2010). Moreover, Sema4D, a membrane-bound member of the 

semaphorin family was shown to specifically enhance the formation of GABAergic 

synapses, primarily by acting on the postsynaptic specialization (Paradis et al., 2007).  

Finally, neurotransmitters themselves appear to influence synapse formation. 

The excitatory neurotransmitter glutamate, for instance, can elicit the formation of new 

and functional spines following focal uncaging in the immediate vicinity of a postsynaptic 

dendrite (Kwon and Sabatini, 2011), and has furthermore been shown to regulate synapse 

formation in the mouse retina (Kerschensteiner et al., 2009). As glutamate release can lead 

to calcium influx via NMDA-type glutamate receptors, these effects are often explained by 

the role of calcium as a second messenger, activating calcium-sensitive enzymes, like 

protein kinase A or CaMKII (Kwon and Sabatini, 2011). GABA mainly acts through 
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GABAA receptors, which pass chloride ions, and those have not been associated with any 

second messenger functions so far. Nonetheless, many studies argue for a role of GABA 

release in GABAergic synaptogenesis. These studies should be separated into those 

investigating the role of GABA in early nervous system development, when GABA still 

acts as an excitatory neurotransmitter, and those exploring later phases of synaptogenesis, 

when GABA has resumed its classical role as an inhibitory neurotransmitter.  

Until early postnatal development, GABA acts as an excitatory 

neurotransmitter, due to a more positive chloride reversal potential in immature neurons 

(Chen et al., 1996; Owens et al., 1996; Rivera et al., 1999). In this mode of operation, GABA 

can excite postsynaptic neurons, and cause calcium influx. Calcium-mediated signaling 

pathways and BDNF release have been shown to halt neuronal proliferation and induce 

differentiation (Berninger et al., 1995; LoTurco et al., 1995; Maric et al., 2001).   

But the effect of GABA on interneuron development and synaptogenesis 

exceeds these early developmental periods. For instance, it has been shown that GABA 

signaling is required for successful development of perisomatic GABAergic innervation 

(Chattopadhyaya et al., 2007). Reducing GABA levels by a conditional knockout of the 

rate-limiting enzyme for GABA synthesis, GAD67, in individual cells, strongly reduced 

formation of synapses and axon branching of the affected cells. Recent work has added to 

these findings. A study in which a complete knockout of GABA synthesis was used, led to 

the interpretation that GABAergic signaling does not promote synapse formation per se, 

but rather induces elimination of nascent contacts (Wu et al., 2012). Consequently, 

GABAergic signaling in development is now believed to work as a “proofreading” 

mechanism, stabilizing some synapses and eliminating others. In addition, GABAA 

receptors seem to be involved in the stabilization of a subset of inhibitory synapses, as has 

been demonstrated by restraining cerebellar Purkinje cells from expressing GABAA 

receptors (Fritschy et al., 2006) and by preventing GABAA receptor clustering in 

hippocampal neurons (Li et al., 2005). These findings could indicate a role for trans-

synaptic GABA signaling in the stabilization of inhibitory contacts.  

After successful contact formation, contacts mature into fully functional 

synapses through a process involving the recruitment of synaptic proteins to the nascent 

contact sites. It has been suggested, that during these processes, the formation of the 

presynapse precedes that of the postsynapse (Friedman et al., 2000; Dobie and Craig, 

2011).  

Different mechanisms govern the accumulation of pre- and postsynaptic 

material. It has been suggested, that presynaptic material accumulates in a quantal 

fashion, by the recruitment of transport packets containing synaptic vesicles and proteins 
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(Shapira et al., 2003). Two different transport entities have been described in 

glutamatergic axons: (a) piccolo transport vesicles (PTVs), containing components of the 

active zone, such as piccolo and bassoon (Zhai et al., 2001; Shapira et al., 2003), and (b) 

synaptic transport vesicles (STVs), containing for instance calcium channels and synaptic 

vesicles (Ahmari et al., 2000). Given the high similarity of glutamatergic and GABAergic 

presynaptic terminals (Garner et al., 2006) as well as a demonstrated co-localization of 

GABA receptors and bassoon (Zhai et al., 2000), one can speculate that similar 

arrangements are present in GABAergic axons, too. In contrast to presynaptic 

specializations, the postsynaptic site appears to assemble by gradual recruitment of its 

components (Bresler et al., 2004).  

The recruitment of synaptic proteins to pre- and postsynaptic sites likely 

depends on molecular tags that attract transport packets or individual molecules traveling 

along the axon to these sites. So far the nature of these tags has not been investigated in 

GABAergic axons. However, similar processes have been described in glutamatergic 

axons: Sites along excitatory axons at which synapses are preferentially formed, might 

contain intrinsic local signals such as adhesion molecules, second messengers (e.g. Ca2+, 

cAMP), or activated enzymes that define these sites (Sabo et al., 2006; Bury and Sabo, 

2011) and attract transport vesicles with synaptic proteins. A wealth of proteins have been 

certified a role in presynaptic terminal assembly (e.g. CASK, syntenin, RIM, piccolo and 

bassoon), however, none of them was found to be essential for synapse formation (Bury 

and Sabo, 2010). This leads to the hypothesis that for presynaptic terminal formation, 

presynaptic material might make use of their capacity to self-assemble (Klassen et al., 

2010), without necessitating the involvement of a “master-organizer” (Bury and Sabo, 

2010). It might be possible to expand this concept from glutamatergic to GABAergic 

presynaptic terminals.  

Studies investigating the assembly of GABAergic postsynaptic specializations 

have mostly focused on dynamics and clustering of the GABAA receptor (Luscher et al., 

2011). In GABAergic axons, GABAA receptors can be found as synaptic clusters and as an 

extrasynaptic, diffuse population (Jacob et al., 2005). There is constant exchange between 

these two receptor pools (Jacob et al., 2005; Thomas et al., 2005). GABAA receptors are 

believed to accumulate at postsynaptic sites because of their interactions with gephyrin 

and other scaffolding proteins in the inhibitory postsynaptic density (Essrich et al., 1998; 

Kneussel et al., 1999; Jacob et al., 2005). Collybistin has also been shown to be required for 

GABAA receptor clustering in the postsynaptic membrane, an effect that might rely on the 

mutual interaction of GABAA receptors and collybistin with gephyrin (Papadopoulos et 

al., 2007). Furthermore, neurexins have been reported to induce clustering of GABAA 
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receptors, as have other cell adhesion molecules (see previous sections). What 

mechanisms these adhesion molecules employ to induce synapse formation, however, is 

far from clear.  

It seems conceivable that mature neurons might generate new synapses by 

employing mechanisms which resemble those described for developing neurons. 

However, in addition to the de novo recruitment of pre- and postsynaptic proteins 

described above, another mechanism of synapse formation has been reported, too. It was 

shown that release-competent fragments of presynaptic specializations could be liberated 

from an existing terminal to form new functional synapses (Krueger et al., 2003). 

Formation of new synapses in mature neuronal networks is an aspect of synaptic 

plasticity which will be discussed in further detail below.  
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2. Plasticity of GABAergic synapses 

 

Generally, synaptic plasticity is understood as “[…] the ability of individual 

synaptic junctions to respond to use and disuse by appropriate changes in transmissive 

efficacy […]” (Eccles and McIntyre, 1951). The term includes any activity-induced changes 

in synaptic transmission, lasting from seconds to years, involving structural or only 

functional changes, and affecting the pre- or the postsynapse. Synaptic plasticity is a 

prerequisite for learning and memory, two fundamental features of complex nervous 

systems. Therefore, synaptic plasticity is an important field of neuroscience research. Over 

the past years, various types of plasticity have been identified primarily for excitatory 

(glutamatergic) synapses. Jointly with the recently increased awareness of the vital role of 

inhibition in neuronal network function, attention has been given to plasticity 

mechanisms in inhibitory (GABAergic) synapses, too.  

 

2.1 GABAergic plasticity during development 

Although synapse formation per se seems independent of neuronal activity 

(Verhage et al., 2000; Varoqueaux et al., 2002; Harms and Craig, 2005), many processes 

during synapse development can be influenced by neuronal activity. As far as GABAergic 

synapses are concerned, these phenomena should be separated into (a) an early, mostly 

embryonic and early postnatal period, where GABA still acts as an excitatory 

neurotransmitter, and (b) later developmental stages – such as critical periods of certain 

sensory systems – where the nervous system continues to develop or mature, but GABA 

has resumed its classical role as an inhibitory transmitter.  

 

2.1.1 GABAergic plasticity in early development 

Several examples illustrate that proper development and function of 

GABAergic synapses is influenced by neuronal activity or neurotransmitter release in 

early development. Activity-dependent transcription of the neurotrophin BDNF has been 

shown to play an important role in the development of GABAergic synapses (Hong et al., 

2008; Jiao et al., 2011). Introducing a mutation into the BDNF gene that blocks its activity-

dependent transcription decreased the number of inhibitory synapses in these mice. This 

result  highlights the important role that neuronal activity plays in the development of 

inhibitory synapses (Hong et al., 2008). Furthermore, the developmental switch of GABA 

function itself appears to be induced by neuronal activity and/or GABA release and 

signaling. The developmental switch is characterized by an upregulation of KCC2 
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expression – a potassium-chloride co-transporter which maintains a low intracellular 

chloride concentration and allows for the inhibitory action of GABA. The initiation of this 

change in KCC2 expression levels can be prevented by the addition of GABAA receptor 

antagonists or induced prematurely by increasing activity (Ganguly et al., 2001; Leitch et 

al., 2005). BDNF might be involved in these processes, too (Carmona et al., 2006). 

However, not all groups find this relationship between neuronal activity and the switch in 

GABA function, indicating differences in experimental systems and/or preparations 

(Ludwig et al., 2003).  

 

2.1.2 GABAergic plasticity during network maturation 

Later in development, when connections are mostly being refined, the role of 

neurotransmission and neuronal activity becomes increasingly important for the precise 

regulation of synaptic connectivity and for establishing proper network function.  

It has been shown that the maturation of a certain population of GABAergic 

synapses is an essential factor for critical period plasticity, for instance in the mouse or cat 

visual system. Reducing perisomatic GABAergic inhibition (brought about by fast-spiking 

basket cells) prevents the onset of ocular dominance plasticity, which is a hallmark of the 

critical period for experience-dependent plasticity in the visual system (Hensch et al., 

1998). Visual experience has been shown to be indispensable for the maturation of this 

form of GABAergic inhibition, and therefore critical period plasticity (Morales et al., 

2002). Blocking activity in slice cultures furthermore suggests that the role of visual 

experience might be to increase neuronal activity and GABA release in the system 

(Chattopadhyaya et al., 2004).  

In the tadpole, research has demonstrated the influence of neuronal activity on 

the refinement of circuits, too. Matching receptive fields of excitatory and inhibitory 

neurons, for instance, depends on the correct level of GABAergic inhibition (Tao and Poo, 

2005). In addition, visual input can act to stabilize presynaptic puncta in the axons of 

tadpole retinal ganglion cells (Ruthazer et al., 2006), suggesting an important role for 

neuronal activity in mediating synaptic plasticity.  

 

2.2 GABAergic plasticity in a developed neuronal network 

In a mature neuronal network, plasticity acts to adapt the circuit to changing 

conditions in the environment. These processes can include learning paradigms or short-

term adaptations.  
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Two forms of long-term plasticity work hand in hand to ensure proper function 

of the nervous system, so-called Hebbian plasticity and homeostatic plasticity. Hebbian 

plasticity mechanisms strengthen synapses between simultaneously active neurons and 

weaken those between asynchronously active neurons (Hebb, 1949; Bliss and Lomo, 1973). 

However, exclusive application of this learning mechanism would ultimately drive a 

network “towards runaway excitation or quiescence” (Turrigiano and Nelson, 2004), 

which would hamper the flow of information within the network (Miller, 1996; 

Turrigiano, 1999). Such cases illustrate the importance of homeostatic plasticity, which 

restrains neuronal activity in a network to certain limits. Homeostatic plasticity is 

typically understood as a form of plasticity “that acts to stabilize the activity of a neuron 

or neuronal circuit in the face of perturbations […] that alter excitability”(Turrigiano, 

2008). 

 

2.2.1 Hebbian plasticity 

Long-term potentiation (LTP) and long-term depression (LTD) are the two 

phenomena that are typically understood as Hebbian plasticity. LTP strengthens synapses 

between those cells that are active together, while LTD weakens those whose activity is 

not coordinated. Neither LTP nor LTD are mechanistically uniform, and to date different 

sub-categories of each process employing different molecular pathways have been 

identified (Citri and Malenka, 2008). Although most research on Hebbian plasticity has 

focused on excitatory synapses, some publications demonstrate that such mechanisms 

also exist at inhibitory synapses. In some cases, Hebbian plasticity at excitatory and 

inhibitory synapses appears to occur concurrently and modify the synapses in opposite 

directions (i.e. in the same system LTP at excitatory synapses is paralleled by LTD at 

inhibitory synapses). In the hippocampus, such a relationship has been demonstrated at 

several sites: high-frequency stimulation of mossy fibers, for instance, induced LTP of 

mossy fiber boutons (contacting excitatory cells) and LTD of neighboring mossy fiber 

filopodia (contacting inhibitory cells) (Pelkey and McBain, 2008). Furthermore, high-

frequency stimulation in CA3 induced LTP at synapses onto pyramidal cells and LTD at 

synapses onto interneurons (Gibson et al., 2008; McBain and Kauer, 2009). Moreover, this 

experiment provides evidence for the intriguing concept that synapses made by the same 

axon can be regulated very differently depending on their postsynaptic target.  

While the most well-known form of Hebbian plasticity at excitatory synapses – 

NMDA receptor dependent LTP and LTD – is accomplished by a regulation of the 

amount of AMPA-type glutamate receptors in the postsynaptic membrane, Hebbian 

plasticity at inhibitory synapses has been reported to be mediated by local changes in 
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KCC2 expression. KCC2 regulates the intracellular chloride concentration: A high KCC2 

expression would yield a low intracellular chloride concentration, thereby increasing the 

driving force for chloride and upregulating the level of inhibition. A low KCC2 expression 

would have the opposite effect. Local changes of KCC2 expression can therefor regulate 

the strength of inhibition at a subcellular level. This effect seems to rely on calcium influx 

through either voltage-gated calcium channels (Woodin et al., 2003) or NMDA receptors 

(Lee et al., 2011). As BDNF can regulate KCC2 expression both in development and 

during plasticity paradigms in mature networks, it might induce Hebbian plasticity at 

GABAergic synapses in a similar way as described above (Rivera et al., 2002; Rivera et al., 

2004; Fiumelli and Woodin, 2007).  

Other forms of long-term, “Hebbian”, plasticity at GABAergic synapses include 

endocannabinoid-dependent LTD and NMDA receptor-dependent LTP of GABAergic 

synapses. Endocannabinoid-dependent LTD of GABAergic synapses has been 

demonstrated in the hippocampus, where it is induced by high-frequency stimulation. 

This effect is initiated by the release of endocannabinoids from the postsynapse that 

activate the cannabinoid receptors 1 at the GABAergic presynapse. Activation of these 

receptors inactivates protein kinase A and activates the phosphatase calcineurin, thereby 

reducing GABA release (Chevaleyre et al., 2007; Heifets et al., 2008). Induction of 

endocannabinoid-dependent LTD furthermore requires the activation of metabotropic 

glutamate receptors, and therefore does not solely rely on GABAergic synapses (Castillo 

et al., 2011).  

NMDA receptor dependent LTP of GABAergic synapses has been 

demonstrated following a stimulus which is known to result in LTD of excitatory 

synapses - mild activation of NMDA receptors. The surface expression of GABAA 

receptors was increased under these conditions, which led to a strengthening of 

inhibition. This effect required the activation of CaMKII and the GABAA receptor 

trafficking protein GABARAP (Marsden et al., 2007).  

 

2.2.2 Homeostatic plasticity 

Homeostatic plasticity is an important mechanism when it comes to restraining 

network activity to a working range. It was first described for excitatory synapses 

(Turrigiano et al., 1998), but has soon been expanded to inhibitory synapses, as well 

(Kilman et al., 2002). Interestingly, also homeostatic plasticity has been suggested to occur 

simultaneously at both excitatory and inhibitory synapses within the same system. Just as 

described for Hebbian plasticity, homeostatic plasticity of excitatory and inhibitory 
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synapses occurred simultaneously and regulated excitatory and inhibitory synapses in 

opposite directions (Kilman et al., 2002; De Gois et al., 2005; Swanwick et al., 2006).  

Typically, homeostatic plasticity is understood as a scaling mechanism that 

uniformly scales the strength of all synapses up or down, thereby preserving individual 

synaptic weights and the information stored through these. Such scaling has been shown 

to occur network-wide (Rutherford et al., 1998; Stellwagen and Malenka, 2006), as well as 

restricted to a small area within the network, or even cell-autonomously (Turrigiano and 

Nelson, 2004; Sutton et al., 2006; Hou et al., 2008).  

Several molecules and other determinants have been suggested to play a role in 

the induction of homeostatic plasticity. As far as neuronal activity is concerned, 

postsynaptic spiking appears to be sufficient for the induction of homeostatic plasticity 

(Ibata et al., 2008). A wide range of molecules were suggested to be involved in 

homeostatic plasticity. These include the secreted factors BDNF (Rutherford et al., 1998), 

and TNFα (a cytokine) (Stellwagen and Malenka, 2006; Kaneko et al., 2008), the 

transmembrane proteins β3-integrin (Cingolani and Goda, 2008) and MHC1 (an antigen 

presenting protein, mostly known for its functions in the immune system) (Goddard et al., 

2007), as well as the cytoplasmic proteins CaMKIV (Thiagarajan et al., 2002; Ibata et al., 

2008), Arc (a member of the family of immediate early genes) (Rial Verde et al., 2006; 

Shepherd et al., 2006), Plk2 and CDK5 (Seeburg et al., 2008). The expression locus of 

homeostatic plasticity can be both presynaptic and postsynaptic, involving changes in 

release probability (Burrone et al., 2002; Wierenga et al., 2006; Tokuoka and Goda, 2008) 

and postsynaptic receptor density (Turrigiano, 2007; Rannals and Kapur, 2011).  

Several components of inhibitory synapses have been shown to be regulated by 

homeostatic plasticity mechanisms, most prominently GABAA receptors. Prior to their 

insertion into the plasma membrane, GABAA receptors are assembled from individual 

subunits in the endoplasmatic reticulum (ER). Here, GABAA receptors can get targeted for 

ER-associated degradation, a process which is mediated by the ubiquitin-proteasome 

system. Targeting for this pathway (or ubiquitination of the receptors) was upregulated 

following a 24 h reduction in network activity, and resulted in decreased surface 

expression of GABAA receptors, and consequently reduced the strength of inhibitory 

transmission (Saliba et al., 2007). This mechanism was shown to rely on the activation of 

voltage-gated calcium channels (Saliba et al., 2009). Furthermore, 48 h of increased 

network activity (induced by a high-potassium medium) was shown to increase the size 

of GABAA receptor clusters in the postsynaptic membrane, as well as mIPSC amplitude 

and frequency. This effect seemed to be caused by a reduced internalization of the 

receptors (Rannals and Kapur, 2011).  
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But also other components of GABAergic synapses are subject to homeostatic 

regulation. Blocking network activity for two days with TTX for instance, reduced GABA 

levels, as shown by a reduction in GAD67, GAD65, and GABA immunoreactivity. 

Conversely, enhancing network activity for two days with picrotoxin increased neuronal 

GABA-levels (Lau and Murthy, 2012). Similarly, another study found a decrease in VGAT 

levels, following two days of TTX treatment. Again, enhancing activity for two days (in 

this case with bicuculline) increased VGAT levels (De Gois et al., 2005). Interestingly, this 

study also found an opposite regulation of inhibitory synapses (identified by VGAT 

staining) and excitatory synapses (identified by VGLUT staining), following the same 

paradigm. In line with these findings, a third study could observe a reduction in the size 

of axonal varicosities and a decrease in the motility of postsynaptic gephyrin clusters 

following 48 h treatment with TTX. This study, too, observed a reduction in mIPSC 

amplitude and frequency (Kuriu et al., 2011).  

Together, these studies demonstrate a regulation of GABAergic synapses in 

response to homeostatic plasticity paradigms. Again, different (molecular) mechanisms 

might exist that produce similar phenomena of homeostatic plasticity, depending on the 

specific experimental conditions used.  

 

2.3 Structural plasticity 

While short-term plasticity mechanisms include changes in the probability of 

presynaptic neurotransmitter release or postsynaptic receptor responsiveness, many long-

lasting plasticity mechanisms necessitate hard-wired modifications of neuronal 

connectivity. These can range from the strengthening or weakening of existing synapses, a 

phenomenon tightly linked to synaptic size (Matsuzaki et al., 2001; Weyhersmuller et al., 

2011), over the formation or elimination of synapses to – more rarely – the remodeling of 

entire neurites. All these phenomena are combined in the term “structural plasticity”.  

 

2.3.1 Structural plasticity of excitatory synapses 

In recent years, structural plasticity of excitatory synapses has been studied 

extensively, probably also because dendritic spines go through impressive structural 

changes when confronted with plasticity-inducing paradigms such as LTP or LTD 

(Matsuzaki et al., 2004; Bosch and Hayashi, 2011). It has been shown that the formation of 

new dendritic spines is associated with the induction of LTP (Engert and Bonhoeffer, 

1999), and that Hebbian-type plasticity phenomena seem to be expressed at the level of 

individual spines (Matsuzaki et al., 2004). In addition, structural correlates have been 
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described for homeostatic plasticity paradigms. They for instance include increases in 

synaptic size and transmitter release (Murthy et al., 2001). Furthermore, blocking activity 

with TTX has been shown to increase the PSD-95 content at excitatory synapses, while 

increasing activity decreased it (Minerbi et al., 2009).  

Experiments in vivo furthermore suggest that the formation and elimination of 

dendritic spines is associated with plasticity paradigms such as sensory deprivation or 

motor learning tasks. Focal retinal lesions, for instance, induced an enormous turnover of 

dendritic spines in the lesion projection zone in primary visual cortex (Keck et al., 2008). 

This phenomenon was suggested to correspond to the re-wiring in this part of cortex: the 

nervous tissue undertakes new tasks (and therefore needs to be connected differently), 

because its original tasks have become obsolete due to the lesion in its corresponding part 

of the retina. Another experiment demonstrated that monocular deprivation (a paradigm 

where one eye is closed for a couple of days) increased spine formation and density in the 

binocular visual cortex. Many of these spines were maintained beyond the period of 

monocular deprivation (Hofer et al., 2009).  

Some of the experiments described above, already indicate that absolute spine 

density and variations of this characteristic factor, might not be the most informative 

measure for answering some questions about synaptic plasticity. In fact, it seems as if the 

structural dynamics, reflecting re-wiring of neurons, enclose valuable information about 

synaptic plasticity. Recent data support this view. Stabilization of dendritic spines was 

reported to be associated with learning behavior (Xu et al., 2009; Yang et al., 2009), 

suggesting that maybe not the gain, but rather the remodeling of spines could be 

considered to be the correlate of learning and memory (Bednarek and Caroni, 2011; 

Caroni et al., 2012). Interestingly, spines that occur only transiently within an imaging 

period are typically smaller than those which are stable throughout the period (Holtmaat 

et al., 2005), suggesting a correlation between the morphology of a spine and its (recent) 

function. 

Besides dendritic spines, axonal boutons exhibit structural plasticity, as well 

(Holtmaat and Svoboda, 2009). An increase in activity was shown to increase the 

dynamics (i.e. gain and loss within one day) of axonal boutons in hippocampal slices (De 

Paola et al., 2003). On an even smaller scale, it has been found that a fraction of 

transmitter-filled vesicles is not restricted to a particular axonal bouton, but is rather 

shared between neighboring boutons. Vesicles in this “superpool” are release competent 

and interestingly, their dynamics can be influenced by BDNF (BDNF application increases 

dynamics), which has been implicated in a variety of plasticity paradigms (Staras and 

Branco, 2010; Staras et al., 2010).  



37 

 

 

2.3.2 Structural plasticity of inhibitory synapses 

Maybe partially due to the lack of prominent postsynaptic structures like 

dendritic spines (Figure 3 A), data on structural plasticity of inhibitory synapses is rather 

scarce. However, it is not less important. In fact, plasticity of inhibitory synapses might 

even precede and allow for plasticity of excitatory synapses. It has been reported that a 

loss of sensory input seems to reduce the inhibitory tone, which might allow for the 

subsequent re-organization of excitatory synapses (Chen et al., 2011; Keck et al., 2011; van 

Versendaal et al., 2012). In line with these data, structural plasticity of inhibitory synapses 

following 4 days of monocular deprivation was shown to cluster spatially with plasticity 

of excitatory synapses, highlighting the significant link between excitatory and inhibitory 

plasticity (Chen et al., 2012).  

As mentioned above, postsynaptic specializations of inhibitory synapses 

typically do not occupy a prominent structure, such as a spine. Therefore, many studies 

investigating inhibitory postsynaptic sites make use of markers for the inhibitory 

postsynaptic site (such as GABAA receptors or gephyrin) to identify it. Often, also 

presynaptic markers are used to investigate the effect on GABAergic presynaptic 

structures in parallel (results summarized in Figure 3).  

Already the short-term dynamics of GABAergic synapses (range of several 

seconds) seem to be affected by neuronal activity. Increasing activity with 4-AP increased 

the diffusion of individual GABAA receptors and decreased the fluorescence intensity of 

individual clusters, suggesting a dispersion of GABAA receptor clusters. This 

phenomenon was dependent on calcium influx (Bannai et al., 2009). Another study 

analyzed the rapid dynamics of gephyrin clusters in response to 4-AP or TTX treatment. 

Treatment with 4-AP (to enhance neuronal activity) reduced gephyrin dynamics 

(timescale of seconds), compared to treatment with TTX (to reduce neuronal activity). 

Interestingly, this effect of 4-AP could be reduced by blocking neurotransmitter receptors 

(GABAergic or glutamatergic), suggesting that synaptic transmission plays a role in 

modulating the short-term dynamics of gephyrin clusters at inhibitory postsynaptic sites 

(Hanus et al., 2006). The results of the latter study seem to be at odds with the 

aforementioned one. The first study reports enhanced dynamics of components of the 

GABAergic postsynapse in response to increased network activity, while the second one 

reports reduced dynamics. Both dynamics are measured over the scale of several seconds. 

However, the two studies investigate dynamics of very different components of 
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GABAergic synapses (GABAA receptors and gephyrin), which might be a possible 

explanation for this discrepancy.  

Several experiments have also demonstrated structural plasticity of inhibitory 

synapses related to Hebbian plasticity phenomena. First, as a method to mimic LTP, two 

recent studies have exposed hippocampal slices to oxygen-glucose deprivation. Electron 

microscopy of the tissue subjected to this treatment, has revealed a growth of both pre- 

and postsynaptic structures of excitatory synapses (Lushnikova et al., 2009), as well as in 

an increase of complex inhibitory PSDs within only one hour of the treatment 

(Lushnikova et al., 2011). The size of the inhibitory PSD was correlated with that of the 

presynaptic bouton, again highlighting the predictive value of synaptic size of estimations 

of synaptic strength (Lushnikova et al., 2011). Another study employing electron 

microscopy could demonstrate an increase of the size of inhibitory synapses paralleled by 

a decrease in synapse density two hours after the induction of LTP (Bourne and Harris, 

2011) in hippocampal slices. LTP inducing paradigms therefore seem to increase the size 

of GABAergic synapses, while decreasing their density.  

In addition, more general manipulations of activity were shown to influence 

GABAergic synapses. Already after just four hours of elevated network activity, the 

intensity as well as puncta number in immunocytochemistry staining for VGAT, GAD65, 

and GABAA receptors was increased. This effect seemed to depend on BDNF release 

(Peng et al., 2010) and suggests that neuronal activity mediates both the formation and 

growth of GABAergic synapses. Furthermore, paradigms used to induce homeostatic 

plasticity, affected GABAergic synapses. For instance, 48 h of elevated activity have been 

reported to induce (a) an increase in the size of GABAA receptor clusters, based on a 

reduced internalization of GABAA receptors (Rannals and Kapur, 2011), and (b) an 

increase in the density of GABAA receptor or gephyrin clusters (Marty et al., 2004). 

Conversely, 48 h of decreased neuronal activity decreased the dynamics of postsynaptic 

gephyrin clusters and simultaneously decreased the size of (presynaptic) axonal 

varicosities (Kuriu et al., 2011), and the density of GABAA receptor or gephyrin clusters 

(Marty et al., 2004).  
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So far, only one study has investigated the activity-dependent dynamics of 

GABAergic presynaptic structures. Kuriu and colleagues found that the size of axonal 

varicosities was decreased following 48 h of TTX treatment. They did not observe any 

change in structural dynamics or density of these boutons (Kuriu et al., 2011).  

In addition to different temporal manipulations, spatially variable 

manipulations of neuronal activity have been applied to GABAergic synapses, as well. 

However, the results of these studies are inconsistent regarding the spatial extent of 

GABAergic plasticity mechanisms. While Hartman and colleagues reported that the 

induction of a form of homeostatic plasticity of inhibitory synapses required network-

wide manipulations of activity (Hartman et al., 2006), other studies suggest that local or 

even cell-autonomous mechanisms suffice for the induction of different forms of 

structural inhibitory plasticity (Liu, 2004; Chattopadhyaya et al., 2007; Peng et al., 2010).  
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3. Aim of this study 

Plasticity of inhibitory, GABAergic synapses is an important building block of 

functional neuronal networks. In vivo, plasticity of GABAergic synapses has been shown 

to precede plastic changes of excitatory synapses in response to decreased sensory input 

and in vitro, GABAergic synapses were shown to change their strength in response to 

manipulations of network activity (Rutherford et al., 1997; Kilman et al., 2002; Swanwick 

et al., 2006; Rannals and Kapur, 2011). To date, few studies have explored the structural 

plasticity of GABAergic synapses, but these studies typically omit the early phase of 

plasticity induction (Chen et al., 2011; Keck et al., 2011; Kuriu et al., 2011). In addition, 

these studies often investigate a snapshot in time, analyzing GABAergic synapse strength 

and density only once after the induction of plasticity. However, early structural 

dynamics of GABAergic synapses could indicate a remodeling of existing connections 

which later gives rise to changes in synaptic strength or GABAergic connectivity.  

Therefore, this study was designed to investigate the structural dynamics of 

GABAergic synapses in the first hours after the induction of plasticity in greater detail. 

First, the study investigated the baseline structural dynamics of GABAergic axons. 

Second, changes of these baseline dynamics following manipulations of network activity 

were analyzed. These data should aid the understanding of the development of 

GABAergic plasticity.  

For the analysis of baseline structural dynamics, hippocampal slice cultures 

from GAD65-GFP mice were imaged with two-photon microscopy for four hours at 30 

minute intervals. Imaging GABAergic axons in a 100 µm * 100 µm * 50 µm volume (1024 * 

1024 pixels in xy and a z-increment of 0.5 µm) allowed for the analysis of stretches of 

GABAergic axons and their structural dynamics over the imaging period. For the analysis 

of structural dynamics during changes in network activity, the slice cultures were 

subjected to pharmacological manipulations of network activity for the duration of the 

imaging experiment described above. To investigate long-term changes in GABAergic 

synapses over longer periods of time, axons were treated with the pharmacological agent 

for 48 h or 7 d before the imaging experiment.  

The study has described many structural characteristics and dynamics of 

GABAergic axons, such as different types of GABAergic boutons and baseline structural 

dynamics of these boutons which might correspond to material transport along the axon. 

Analyzing the effect of network activity on these dynamics suggested furthermore that 

acute manipulation of activity modifies structural GABAergic bouton dynamics. In 

addition, this study has started to investigate the spatial scale of GABAergic plasticity and 

set the stage for further experiments that could clarify questions in this regard.  
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Materials and Methods 

 

4. Material 

4.1 Equipment 

Equipment Supplier 

40x, 1.2 NA water immersion objective Zeiss (Oberkochen, Germany) 

Bandpass filter ET510/80m-2p 
Chroma Technology (Bellows Falls (VT), 

USA) 

Bandpass filter ET605/70m-2p Chroma Technology  

Cell Counter plugin for ImageJ 
K. De Vos, (University of Sheffield, 

Academic Neurology, UK) 

Confocal microscope SP2UV Leica Microsystems (Wetzlar, Germany) 

Dichroic mirror CH-700DCXR2638 LOT Oriel (Darmstadt, Germany) 

Dichroic mirror T560lpxr Chroma Technology  

Electro-optical modulator Polytech (Waldbronn, Germany) 

Helios Gene Gun Kit 
Bio-Rad Laboratories (Hercules (CA), 

USA) 

ImageJ 1.37v W. Rasband (NIH, Bethedsa (MD), USA) 

Inverted microscope, IX70 Olympus (Hamburg, Germany) 

ITCN plugin for ImageJ Kuo and Byun (UCSB (CA), USA) 

LabView National Instruments (Austin (TX), USA) 

Lambda half-wave plate Thorlabs (Dachau, Germany) 

Mai Tai Ti:Sapphire laser 
Spectra Physics (Newport) (Irvine (CA), 

USA) 

Matlab R2010b MathWorks (Natick (MA), USA) 

McIlwain Tissue Chopper 
The Mickle Laboratory Engineering Co. 

(Surrey, UK) 

Microsoft Excel 2010 Microsoft (Redmond (WA), USA) 

P-97 Flaming/Brown Micropipette 

puller 
Sutter Instruments (Novato (CA), USA) 

Photomultiplier tubes R6357 Hamamatsu (Hamamatsu, Japan) 

Polarizing beam splitter Thorlabs  

Scanhead Yanus II TILL Photonic (Graefelfing, Germany) 

Statistica, Version 7 StatSoft (Tulsa (OK), USA) 

Tubing Prep Station Bio-Rad Laboratories  
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4.2 Chemicals 

Chemical Supplier 

4-aminopyridine (4-AP) 
Sigma-Aldrich (St. Louis (MO), 

USA) 

5-Fluoro-2’-deoxyuridine Sigma-Aldrich  

Adenosine 5’-triphosphate magnesium salt 

(Mg2+-ATP) 
Sigma-Aldrich  

Alexa Fluor 568 hydrazide, sodium salt Invitrogen (Carlsbad (CA), USA) 

Ara-C Hydrochloride Sigma-Aldrich  

Baclofen hydrochloride Sigma-Aldrich  

Basal medium eagle (BME) Invitrogen  

Bicuculline methiodide Sigma-Aldrich  

Calcium chloride (CaCl2 * 2H2O) 
Merck Chemicals (Darmstadt, 

Germany) 

Cesium methanesulfonate (CH3CsO3S) Sigma-Aldrich  

Chicken plasma Sigma-Aldrich 

Compressed helium gas Westfalen (Münster, Germany) 

D(+)-Glucose monohydrate (C6H12O6 * H2O) Merck Chemicals  

Disodium phosphate (Na2HPO4) Merck Chemicals  

Ethanol, 100 % Sigma-Aldrich  

Gabazine (SR-95531) Tocris Bioscience (Ellisville, USA) 

Goat serum 
Bethyl Laboratories Inc. 

(Montgomery (TX), USA) 

Guanosine 5’-triphosphate sodium salt (Na+-

GTP) 
Sigma-Aldrich  

Hank’s balanced salt solution (HBSS) Invitrogen  

HEPES (2-(4-(2-Hydroxyethyl)- 1-piperazinyl)-

ethansulfonsäure) 

Roth Sochiel (Lauterbourg, 

France) 

Horse Serum Invitrogen  

Hydrochloric acid (HCl; 1 M) Merck Chemicals  

Kynurenic acid Sigma-Aldrich  

L-glutamine (200 mM) Invitrogen  

Magnesium chloride hexahydrate (MgCl2 * 

6H2O) 
Merck Chemicals  

Magnesium sulfate heptahydrate (MgSO4 * 

7H2O) 
Merck Chemicals  

  



45 

 

Chemical Supplier 

Monopotassium phosphate (KH2PO4) Merck Chemicals  

Monosodium phosphate (NaH2PO4 * H2O) Merck Chemicals  

Muscimol Tocris Bioscience  

Paraformaldehyde (PFA; OH(CH2O)nH) Merck Chemicals  

Phosphocreatine disodium salt hydrate Sigma-Aldrich  

Polyvinylpyrollidone (PVP) Sigma-Aldrich  

Potassium chloride (KCl) Merck Chemicals  

QX-314 (bromide salt) Alomone labs (Jerusalem, Israel) 

Sodium chloride (NaCl) Merck Chemicals  

Sodium hydrogen carbonate (NaHCO3) Merck Chemicals  

Sodium hydroxide (NaOH; 1N) Merck Chemicals 

Sodium Pyruvate (C3H4O3Na) Sigma-Aldrich  

Spermidine Sigma-Aldrich  

Tetrodotoxin (TTX) Sigma-Aldrich  

Thrombin Merck Chemicals  

Triton X-100 Sigma-Aldrich 

Trolox (6-hydroxy-2,5,7,8-tetramethylchroman-

2-carboxylic acid) 
Sigma-Aldrich  

Uridine Sigma-Aldrich  
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4.3 DNA 

Plasmid DNA Supplier 

pABESpuroII Gift from Dr. Birgit Manno, University 

of Göttingen (cellular and molecular 

immunology), original vector 

(pABESpuro) published (Takata et al., 

1994) 

pCAGEN (plasmid 11160) Addgene  

pEF-GFP (plasmid 11154) Addgene  

pEGFP-N Clontech (Mountain View (CA), USA) 

pUB-GFP (plasmid 11155) Addgene (Cambridge (MA), USA) 

pZeoSV2 Invitrogen (Carlsbad (CA), USA) 

 

PCR primers Metabion (Martinsried, Germany) 

EGFP_forward (+ EcoRI restriction site) 5’-gcagtgcgaattccgccaccatggtgag-3’ 

EGFP_reverse (+ EcoRV restriction site) 5’-cacgctgatatcggccgctttacttgtac-3’ 

 

 

4.4 Enzymes 

Enzyme Supplier 

EcoRI 
New England Biolabs (Ipswich (MA), 

USA) 

EcoRV New England Biolabs 

T4 Ligase New England Biolabs 

Taq Polymerase 
Fermentas/Thermo Scientific (Waltham 

(MA), USA) 

 

 

4.5 Consumables 

Only consumables that differ from regular labware are listed.  

 

Gähwiler slice cultures  

Glass coverslips (12 x 24 mm), # 00 Menzel Glaeser, Braunschweig, Germany 

Roller incubator tubes 
Nunc (ThermoFisher) (Waltham (MA), 

USA) 
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Biolistic transfection  

Gold particles, 1.6 µm diameter 
Bio-Rad Laboratories (Hercules (CA), 

USA) 

Nylon mesh, 90 µm Small Parts (Miami Lakes (FL), USA) 

Tubing 
Bio-Rad Laboratories (Hercules (CA), 

USA) 

Local superfusion  

Glass micropipettes, 200 µl Brand GmbH (Wertheim, Germany) 

Other  

Qiagen Mini and Maxi Prep Kits Qiagen (Hilden, Germany) 

Borosilicate glass capillaries (GC 150 F-

10) 

Harvard Instruments (Holliston (MA), 

USA) 

 

 
 

4.6 Media 

ACSF 

Chemical concentration  

NaH2PO4 1.25 mM Phosphate 

buffer NaHCO3 26 mM 

NaCl 126 mM 

Ringer 
KCl 2.5 mM 

CaCl2 2.5 mM 

MgCl2 1.3 mM 

Glucose (C6H12O6) 20 mM  

Pyruvate (C3H4O3) 1 mM  

Trolox 1 mM  

 

ACSF was carbogenated with 95% O2 and 5% CO2 to saturate the solution with 

oxygen. Tenfold stock solutions of Phosphate buffer and Ringer solution were 

prepared and kept at 4 °C. 1 M stock solution of glucose and 1 M stock solutions of 

pyruvate were prepared and stored at -20 °C.  

 

Intracellular solution for patch pipettes (Internal solution) 

Intracellular solution for whole-cell recordings from CA1 pyramidal cells to measure 

spontaneous synaptic currents contained 20 mM KCl, 100 mM CH3CsO3S, 10 mM 
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HEPES, 4 mM Mg-ATP, 0.3 mM Na-GTP, 10 mM phosphocreatine disodium salt and 3 

mM QX-314 bromide. The osmolarity of the solution was adjusted to ~305 mosmol, 

then the solution was sterile filtered and stored in aliquots at -20 °C before use.  

  

Preparation medium for organotypic slice cultures 

GBSS (1.5 mM CaCl2, 4.96 mM KCl, 0.22 mM KH2PO4, 1.03 mM MgCl2, 0.07 mM 

MgSO4, 136.89 mM NaCl, 2.7 mM NaHCO3, 0.85 mM Na2HPO4, 5.55 mM D-glucose), 1 

mM kynurenic acid, 0.05 mM D-glucose; pH set to 7.2 with 1 M HCl, sterile filtrated.  

 

Gähwiler medium 

50 % (v/v) BME, 25 % (v/v) horse serum, 25 % (v/v) HBSS, 1 mM L-glutamine, 5 mg/ml 

D-glucose. Sterile filtrated and stored at 4 °C.  

 

Phosphate-buffered saline (PBS) 

2.7 mM KCl, 1.47 mM KH2PO4, 138 mM NaCl, 7.24 mM Na2HPO4. pH was adjusted to 

7.4 with 10 N NaOH.  

 

Chicken plasma solution 

50 % (v/v) solution in H2O. Sterile filtrated and stored at -20 °C. 

 

Mitotic inhibitor solution 

0.33 mM uridine, 0.33 mM Ara-C, 0.33 mM 5-Fluoro-2’-deoxyuridine in H2O. Sterile 

filtrated and stored in aliquots at -20 °C. 

 

Thrombin solution 

0.5 g thrombin were dissolved in 50 ml H2O and 50 ml GBSS (0.5 % (w/v) solution). 

Stored at -20 °C.  

 

Fixative 

To fix organotypic slice cultures for post-hoc immunohistochemistry, a solution of 4 % 

PFA (w/v) in PBS was used. A 16 % (w/v) PFA stock solution was stored at -20 °C. 4 

ml stock solution and 12 ml PBS were mixed to obtain the fixative.  
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4.7 Antibodies 

Primary Antibodies 

Antibody Dilution Supplier 

α-c-fos (rabbit, polyclonal) 1:5000 Merck (Darmstadt, Germany) 

α-gephyrin 1:400 Synaptic Systems (Göttingen, Germany) 

α-GFP (chicken, polyclonal) 1:1000 Millipore (Billerica (MA) USA) 

α-NeuN (mouse, 

monoclonal) 
1:100 Millipore (Billerica (MA) USA) 

α-VGAT 1:200 Synaptic Systems (Göttingen, Germany) 

 

Secondary antibodies 

Antibody Dilution Supplier 

α-chicken-Alexa488 1:200 Invitrogen (Carlsbad (CA), USA) 

α-mouse-Alexa633 1:200 Invitrogen (Carlsbad (CA), USA) 

α-mouse-cy3 1:200 Dianova (Hamburg, Germany) 

α-rabbit-Alexa633 1:200 Invitrogen (Carlsbad (CA), USA) 

α-rabbit-cy3 1:200 Dianova (Hamburg, Germany) 

 

  



50 

 

 

 

 

 

5. Methods 

 

5.1 Organotypic slice cultures 

Hippocampal slices were prepared from postnatal day 2-6 GAD65-GFP mice 

(Lopez-Bendito et al., 2004), and maintained in a roller incubator, according to the 

Gähwiler method (Gähwiler, 1981). The entire preparation procedure was carried out 

under a laminar flow. Briefly, mice pups were decapitated, the brain was removed from 

the skull and stored in fresh, ice-cold preparation medium. Hippocampi were removed 

and cut in 350 µm transversal slices using a tissue chopper. Slices were then stored in 

preparation medium and separated using fine forceps. To allow for removal of debris and 

regeneration, slices were stored in preparation medium at 4 °C for 30-60 min. Afterwards, 

slices were transferred to a drop of 10 µl chicken plasma solution on a glass coverslip. 10 

µl thrombin solution was added to the slice to induce coagulation of a plasma clot, and 

slices were oriented to their final position on the coverslip. The plasma clot with the 

hippocampal slice was allowed to dry for approximately 30 min, before the coverslip was 

placed in a roller incubator tube containing 750 µl of prewarmed Gähwiler medium and 

transferred to the roller incubator. Slices were maintained at 35 °C. After three or four 

days in culture, 10 µl mitotic inhibitor solution were added to each slice. 16-24 h 

afterwards, the medium was changed (500 µl of the old Gähwiler medium were 

exchanged with fresh, pre-warmed Gähwiler medium). Subsequently, medium was 

changed once per week in the same way. Slices were kept in culture for at least ten days 

before the experiments (range: 10-17 days in vitro (DIV)). Hippocampal slice cultures are 

an experimental system, in which the time course and pattern of GABAergic synapse 

formation have been shown to resemble the same processes in vivo (De Simoni et al., 

2003).  

In GAD65-GFP mice, ~20 % of all hippocampal CA1 interneurons express GFP 

(Wierenga et al., 2010), and the expression level is stable from the early embryonic age to 

adulthood (Lopez-Bendito et al., 2004). Furthermore, the GFP signal in GAD65-GFP 

hippocampal slice cultures is sufficiently bright to identify individual boutons along 

axons and sufficiently sparse to identify individual axons in the tissue. 
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5.2 Time-lapse two-photon imaging of GABAergic boutons in hippocampal 

slice cultures 

For the imaging experiments, organotypic hippocampal slice cultures were 

transferred to a heated recording chamber (35 °C), where they were continuously 

perfused with carbogenated (95% O2, 5% CO2) ACSF. 

 

 

 

For monitoring structural changes of GFP-positive axons, a custom-built two-

photon microscope, based on an Olympus IX70 inverted microscope was used. To excite 

GFP and (if applicable) Alexa 568, the laser beam from a Mai Tai HP laser system was 

tuned to either 910 nm (excitation of GFP only) or to 950 nm (simultaneous excitation of 

GFP and Alexa 568). The power of the laser beam was adjusted to a power of ~ 2.8 mW 

after the objective using either a λ half-wave plate followed by a polarizing beam splitter 
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or an electro-optical modulator (earlier version of the microscope). Owing to different 

absorption properties of parts of the microscope, the laserpower had to be adjusted 

slightly for a wavelength of 950 nm. The laser beam was routed through a laser scanhead 

and a dichroic mirror (passing excitation light and reflecting emitted light from the probe) 

before reaching the probe through a 40x water immersion objective. The emitted green 

and red fluorescence was reflected by the dichroic mirror, split into green and red light by 

an appropriate dichroic mirror, filtered by suitable bandpass filters, and detected with 

two external photomultiplier tubes (Figure 4).  

3D image stacks (spanning 100 × 100 µm in xy, and 40-50 µm in z; using 1024 x 

1024 pixels in xy, and 0.5 µm steps in z) were acquired every 30 min for a total experiment 

duration of 4 h in the CA1 region of the slice culture. Before the acquisition of each image, 

minute adjustments were made to the position of the slice culture if necessary, such that 

exactly the same region of the slice was imaged in every time point.  

 

5.3 Pharmacological treatments of hippocampal slice cultures 

For acute pharmacological treatments, the ACSF was supplemented with one or 

more of the following substances: 0.1 µM TTX, 50 µM 4-AP, 20 µM bicuculline 

methiodide, 10 µM gabazine (SR-95531), 10 µM muscimol, and 20 µM baclofen 

hydrochloride. For long-term pharmacological treatments, the substances were added to 

the slice medium and renewed every day by exchanging 500 µl of the culture medium (in 

controls and treated cultures). For each pharmacological treatment, data were obtained 

from treated slice cultures and untreated sister cultures (control). Obtaining data from 

sister cultures had the advantage of reducing data variations caused by changes to the 

microscope or variations in slice quality over time.  

 

5.4 Immunohistochemistry 

Post-hoc immunohistochemistry for the pre- and postsynaptic markers of 

GABAergic synapses was carried out as described previously (Wierenga et al., 2008). 

Briefly, after two-photon imaging slices were fixed with 4 % w/v PFA, washed extensively 

in PBS and removed from their glass coverslips to be processed as free floating slices. 

They were incubated with 0.4 % v/v Triton X-100 and 10 % v/v horse serum in PBS for 

permeabilization of the tissue and blocking of unspecific epitopes. Subsequently, primary 

antibodies were applied over-night in 0.4 % v/v Triton X-100 and 5 % v/v horse serum in 

PBS, and secondary antibodies were applied after extensive washing and incubated over-

night. High-resolution confocal image stacks (Δz = 0.35-0.4 µm) were taken to analyze the 
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immunohistochemical staining. Marker content of individual boutons was determined in 

single z sections after filtering and thresholding each channel independently.  

Post-hoc immunohistochemistry for the immediate early gene c-fos was 

performed following a similar protocol. Briefly, slices were fixed with 4 % w/v pre-

warmed PFA in PBS (30 min at 35 °C, then 4 h at 4 °C). After fixation, slices were washed 

extensively in PBS and removed from their glass coverslip to be processed as free-floating 

slices. They were incubated in 1 % v/v Triton X-100 and 10 % goat serum in PBS for 24 h to 

achieve permeabilization and blocking of unspecific epitopes. Primary antibodies (against 

c-fos, NeuN, and GFP) were applied over-night at 4 °C in 1 % v/v Triton X-100 and 5 % 

v/v goat serum in PBS. After thorough washing in PBS, slices were incubated with 

appropriate secondary antibodies diluted in 5 % v/v goat serum in PBS. Slices were 

imaged with a commercial confocal microscope (Leica SPUV, 20x objective) to analyze c-

fos-positive nuclei. Images were taken in the CA1 region, spanning both the stratum 

radiatum and the stratum pyramidale. Images spanned 508 x 508 µm in xy (resolution of 

512 x 512 pixel) and 40-50 µm in z (Δz = 1 µm). For analysis of c-fos positive nuclei, a 

region spanning 150 x 150 pixels in xy and 30 µm in z was selected both in the stratum 

radiatum and the stratum pyramidale for each slice. A z-projection of the c-fos channel of 

this area was analyzed with the ITCN plugin for ImageJ, which can count cell bodies or 

nuclei. This cell count was normalized to the intensity of the NeuN staining in this region 

to account for differences in neuron density.  

 

5.5 Local superfusion 

To manipulate a small area of the slice culture (local superfusion), the technique 

described by Veselovsky and colleagues was used in a slightly modified way (Veselovsky 

et al., 1996). Briefly, two glass pipettes, between which a superfusion solution was flowing 

through gravity flow, were lowered to the top of the slice culture. The area affected by the 

superfusion was approximately 300 µm × 300 µm in size. The superfusion solution 

consisted of carbogenated ACSF with 10 µM Alexa 568 and, when indicated, 0.1 µM TTX. 

High-resolution two-photon image stacks (dimensions: 100 x 100 µm in xy (1024 x 1024 

pixel), 40-50 µm in z (Δz = 0.5 µm)) were acquired both inside and outside the superfusion 

spot for 4 h at 30 min intervals. The superfusion spot was controlled between images to 

ascertain that its dimensions remained stable.  
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5.6 Electrophysiological recordings 

Somatic whole-cell recordings were obtained from visually identified 

pyramidal cells in the CA1 area of the hippocampal slice cultures. Glass pipette electrodes 

(resistance: 2-4 MΩ) were pulled from borosilicate capillaries and filled with sterile 

filtered pipette internal solution.  

To measure spontaneous synaptic currents, the reversal potentials for chloride 

and for glutamatergic currents were determined by clamping the cell to different 

potentials in 5 mV increments. The average reversal potential for chloride was -44.1 ± 1.3 

mV, and the average reversal potential for glutamatergic currents was 4.2 ± 1.7 mV. For 

recording spontaneous excitatory currents, cells were clamped to the reversal potential of 

inhibitory currents, and vice versa. In the presence of bicuculline, the reversal potential of 

chloride could not be measured (GABAA receptors as major chloride channels were 

blocked by bicuculline). Therefore, excitatory currents were measured at -40 mV. Synaptic 

currents were recorded for 5 min, in 1.5 second sweeps. Data were acquired using 

custom-written LabView software. 

Only neurons for which a membrane potential (Vm) below -50 mV, an input 

resistance (Rin) above 150 MΩ, and a series resistance below 25 MΩ were measured, were 

included in the analysis. Data analysis was performed with custom-written Matlab 

software. Total excitatory and inhibitory charge was calculated as the integral of negative 

and positive currents in the respective recordings and represented as the total charge per 

second recording time.  

 

5.7 Data analysis – two-photon imaging 

Image analysis was performed on raw images. For illustration purposes, some 

images in this work have been filtered. Image stacks were visually inspected in ImageJ 

and xyz coordinates of exemplary points along individual axons were selected at every 

time point using the CellCounter plugin for ImageJ.  

Subsequent analysis of the selected axons was carried out in a semi-automated 

manner using software written in Matlab. xyz coordinates of each axon, as determined 

with ImageJ beforehand, were used by the software to generate a 3D intensity profile at 

every time point. For this purpose, at each point of the axon, the total intensity of a small 

area in the orthogonal plane was determined (16 pixels on orthogonal line × 4 z-layers). 

The bouton threshold was determined for each time point in a two-step process. First, a 

local axon threshold was calculated for each image to distinguish the axon from the 

background (2 standard deviations (s.d.) above mean intensity). Second, a local threshold 
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(0.5 s.d. above mean axon intensity) was calculated for all peaks of the 3D intensity profile 

and the 33-percentile of the distribution of all local thresholds was taken as the bouton 

threshold for the entire axon. This axon threshold was then used to identify boutons along 

the axon. This procedure was found to be optimal for detecting weak boutons, 

independent of bright neighboring boutons. Each image stack was visually examined to 

remove false positives and negatives. Only structures with ten or more pixels above 

bouton threshold were considered as boutons.  

The axon was then aligned across time points, such that the presence of any 

bouton could be determined in every time point of the imaging period. The output of this 

analysis was a “presence matrix”, indicating each bouton and its presence (1 = bouton 

present, 0 = bouton absent) in all time points recorded. In addition, axon length and the 

average position of every bouton along the axon were calculated.  

Bouton volumes were calculated as the summed intensity of all pixels above 

bouton threshold, divided by the bouton threshold. An alternative volume measurement 

(number of pixels above bouton threshold) led to comparable results (Figure 5). The 

output of the volume analysis was a “volume matrix”, which was analogous to the 

presence matrix, but contained volume values whenever a bouton was present.  

 

 

Subsequent analysis was carried out with Microsoft Excel, to calculate different 

measures of bouton plasticity (turnover, survival fraction, volume CV), bouton density, 

bouton volume, and lifetime. Bouton volume CV was calculated as the ratio of the 

standard deviation of bouton volume and the mean bouton volume over all imaging time 

points. Bouton turnover is defined as the fraction of boutons appearing and disappearing 

at every time point, it is then averaged over all time points. Persistent bouton density was 

defined as the number of persistent boutons divided by axon length. For the calculation of 

the density of transient and short-lived boutons, the number of transient or short-lived 

boutons at each timepoint was divided by axon length, then, the average of these densities 
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was calculated. A growth coefficient of bouton volume was calculated to analyze the 

extent of bouton growth and shrinkage: growth coefficient = (V2 – V1) / (V2 + V1), in which 

V1 and V2 are the average volumes of the first two (V1) and last two (V2) imaging time 

points. A positive value of the growth coefficient indicates bouton growth while a 

negative value indicates bouton shrinkage.  

 

5.8 Simulation of bouton distribution along axons 

Absolute positions and numbers of persistent and transient boutons along 

analyzed control axons were used to simulate these axons in silico with Matlab-based 

functions. For the simulation, the positions of boutons on an analyzed axon were 

randomly assigned to the same number of persistent and transient boutons that were 

found in the experimental data. For each axon, this simulation was repeated 1000 times. 

Analysis was carried out on the entire population of control axons, as axons were too 

short to be analyzed individually.  

Data obtained from experiments and simulations were analyzed for clustering 

with three different methods.  

(1) Analysis of relative bouton distance 

For this purpose, the number of different category boutons between neighboring 

boutons of the same category was counted. 

(2) Analysis of a boutons’ neighborhood / ”cluster coefficient” 

Here, the identity of the next and the second-to-next bouton to the sides of each 

bouton were analyzed. For every bouton that belonged to the same category as the 

center bouton, the “cluster coefficient” was increased by one, leading to cluster 

coefficients between 0 (no clustering with same-category boutons) and 4 (all 

neighboring boutons belong to the same category = high clustering). 

(3) Analysis of absolute bouton distance 

Here, the absolute distance between neighboring boutons of the same category 

were calculated by comparing their absolute positions along the axon (in µm).  

Comparisons of experimental and simulated data were tested for statistical significance 

using the Chi Square test. Distributions were considered to be significantly different if the 

p-value was below 0.05. Significance levels: *: p < 0.05, **: p < 0.01, ***: p < 0.005.  

 

5.9 Biolistic transfection of individual cells 

To express the gene of interest in individual cells within the slice culture, 

biolistic, gene-gun mediated gene transfer was used. Here, gold particles were coated 
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with the plasmid DNA of interest (for a complete list, see section 4.3) with a method 

adapted from McAllister and colleagues (McAllister, 2000).  

Briefly, 12.5 mg of 1.6 µm diameter gold particles were mixed with 100 µl of 50 

mM spermidine solution, vortexed and sonicated for 5 s to separate the gold particles. 

Plasmid DNA was added to the gold solution to reach a final concentration of 3-5 µg 

DNA/mg gold. While vortexing, 100 µl of a 1 M CaCl2 solution were added to the gold-

DNA mixture dropwise. This procedure allowed for a precipitation of the plasmid DNA 

onto the gold particles. After 10 min the gold was pelleted with a minicentrifuge, and 

washed three times with 100 % ethanol. The gold pellet was then resuspended in 3 ml of a 

0.09 mg/ml PVP solution in ethanol. Then, the solution was filled into tubing, which had 

been purged with N2 for 30 min beforehand, and the filled tubing was inserted into the 

BioRad tubing prep station. The gold was allowed to settle for 30 min before the fluid was 

slowly removed from the tubing, and the tubing was rotated for 30 s. Finally, the tubing 

was dried by steady N2 flow through it while rotating. The dried tubing was then cut into 

0.5 inch pieces that would fit into the gene-gun cartridge. These “bullets” were stored at 4 

°C in a plastic container with a desiccant pellet to avoid humidification of the bullets.  

 

 

 

Before the transfection of cells, gene-gun cartridge, barrel liner and a piece of 

nylon mesh were sterilized with ethanol. Subsequently, under a sterile hood, the gene-

gun cartridge was loaded with the “bullets”. The barrel liner of the gene-gun was covered 

with a nylon mesh which would disperse the DNA-loaded gold particles being shot 
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towards the slice. Under the sterile hood, organotypic slice cultures were removed from 

their tube and placed in a well of a sterile 6-well plate or onto a custom-made device (Fig. 

6), that allowed for targeted transfection and better handling of the glass coverslips. They 

were shot once with the hand-held gene-gun from a distance of 15-20 cm by passing 

compressed helium at a pressure of ~ 180 psi through the gene-gun. Slice cultures were 

quickly placed back into their tube and returned to the incubator. 1-2 days after GFP 

transfection, transfected cells showed bright green fluorescence.  

 

5.10 Generation of plasmid DNA 

Plasmid DNA for gene-gun mediated gene transfection of individual cells was 

designed, generated, and amplified using standard molecular biology techniques.  

In brief, to generate the pCAGEN-GFP, pABESII-GFP, and pZeoSV2-GFP 

plasmids, GFP was amplified from the pEGFP-N vector using PCR (with the Taq 

polymerase enzyme). The restriction site EcoRI was incorporated into the forward primer, 

while a restriction site for EcoRV was incorporated into the reverse primer of this 

reaction. As a result, the product from the PCR reaction comprised GFP, flanked by an 

EcoRI restriction site in front, and an EcoRV restriction site at the end. The PCR product 

was then digested with the two restriction enzymes and gel-purified using agarose gel-

electrophoresis. In parallel, the plasmid vectors (pCAGEN, pABESII, and pZeoSV2) were 

digested with the same restriction enzymes and gel-purified as well. Now the opened 

vectors and the PCR product had matching ends (EcoRI and EcoRV restriction sites). They 

were then ligated (each vector with the PCR product) using the T4 ligase enzyme. 

Competent DH5α bacteria were transformed with the product of the ligase reaction using 

a heat shock. Bacteria carrying the plasmid were selected based on their resistance to 

certain antibiotics (usually ampicillin, in the case of pZeoSV2 zeocin), a feature of the 

plasmid DNA, and amplified. Finally plasmid DNA was purified from the bacteria using 

the Qiagen Mini and Maxi Prep Kits, and the identity of the plasmid was confirmed using 

test restriction and DNA sequencing.  

pUB-GFP and pEF-GFP were ordered in their final form from the addgene 

library and amplified using the Qiagen Mini and Maxi Prep Kits.  
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5.11 Statistics 

Data are reported as mean ± standard error unless otherwise stated. Statistical 

significance of differences between mean values for treated slices and matched untreated 

controls was tested using the two-tailed t-test. Multiple comparisons were made by an 

ANOVA followed by a post-hoc Fisher test, unless stated otherwise. Differences were 

considered significant if the p-value was below 0.05. Significance levels: * p < 0.05, ** p < 

0.01, *** p < 0.005.  
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Results 

 

6. Characterizing baseline structural dynamics of GABAergic 

axons 

 

6.1 Time-lapse two-photon imaging of GABAergic axons reveals persistent 

and non-persistent presynaptic boutons. 

To characterize the structural dynamics of GABAergic axons, time-lapse two-

photon imaging was performed on hippocampal slice cultures from GAD65-GFP mice. 

These mice express GFP in ~20 % of all hippocampal interneurons. Most of these 

interneurons target the dendrites of nearby pyramidal cells and express reelin or VIP 

(Wierenga et al., 2010). Sparse, yet bright and uniform GFP labeling makes these mice an 

ideal model system for analyzing the structural dynamics of GABAergic axons (Figure 

7A). Individual axons can be identified and imaged several times at high resolution 

without noticeable bleaching of the fluorophore GFP. For the experiments, high-

resolution image stacks (100*100 µm, 1024*1024 pixels, z-increment of 0.5 µm over a depth 

of 50 µm) of the same CA1 region were acquired every 30 min for a total imaging period 

of 4 h. Subsequently, the same axon was selected in each of the eight image stacks and 

boutons along the axon were detected in a semi-automatic manner from the 3D intensity 

profile of the axon (for a more detailed description, see section 5.7). Potential boutons 

(peaks of the 3D intensity profile selected by the automatic detection procedure) were 

visually verified in the original image stack. Boutons were only included in the analysis if 

the intensity of ten or more connected pixels exceeded the bouton threshold.  
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Two different bouton populations were found on the imaged GABAergic axons. 

The majority of boutons (~80 % at each time point) were present successively throughout 

the imaging period. They were termed persistent boutons. The remaining boutons were 

present intermittently within the imaging period. They were termed non-persistent 

boutons (Figure 7 B; blue arrowheads: persistent boutons, filled and open brown 

arrowheads: absent and present non-persistent boutons, respectively). On average, non-

persistent boutons appeared at three imaging time points (corresponding to 60-90 minutes 

total bouton lifetime), with a broad spectrum of temporal appearance patterns (for 

examples see Figure 7 C). Most non-persistent boutons could not be separated into non-

overlapping categories such as new or lost. Nonetheless, bouton lifetime (total number of 

time points that a bouton was present) appeared to be correlated with bouton volume: 

longer-lived boutons tended to be slightly larger than shorter-lived boutons (Figure 7 D). 

Because of this slight volume difference and - more importantly – because of differences 

in the co-localization with synaptic markers (section 6.2, see for instance Figure 10), non-

persistent boutons were separated into two categories: transient and short-lived boutons. 

Transient boutons had a lifetime of three or more time points (or more than 60 min). 

Short-lived boutons had a lifetime of one or two imaging time points (or less than 60 min). 

A large part (~50 %) of the non-persistent boutons fell into the category of short-lived 

boutons (Figure 7 E). At each time point short-lived boutons made up ~4 % of all boutons 

on the axon. Due to their longer lifetime, transient boutons corresponded to ~17 % of all 

boutons at each time point. As new synapses take a few hours until they show properties 

of functional synapses, it can be assumed that most short-lived boutons do not represent 

bona fide synapses. Transient boutons living for more than two imaging time points are 

therefore more likely to represent synapses.  

Persistent boutons were on average three times as large as transient or short-

lived boutons (Figure 8 A; persistent boutons: 311 ± 7, transient boutons: 102 ± 5, short-

lived boutons: 77 ± 5 [total normalized intensity], p < 0.005). In addition, their volume was 

more stable: the coefficient of variation (CV) of persistent boutons volume was smaller 

than that of transient or short-lived boutons (Figure 8 B; persistent boutons: 31 ± 0.6 %, 

transient boutons: 54 ± 2 %, short-lived boutons: 50 ± 4 %, p < 0.005). The CV is a measure 

for the variation of bouton volume in relation to the average bouton volume (see section 

5.7). The bouton volume CV was not correlated between neighboring boutons and 

therefore not due to variations in the experimental measurement but to true biological 

variation. Bouton volume CV reflects growth and shrinkage of GABAergic boutons, 

which might be evoked by material transport into and out of the boutons.  
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Bouton gain and loss were frequently observed throughout the imaging period. 

Under control conditions, 8.0 ± 0.2 % of boutons were gained and 8.7 ± 0.4 % of boutons 

were lost at each time point (represented as the fraction of all boutons at this time point). 

In general, new boutons were observed to appear via de novo accumulation on the axonal 

shaft (see for instance Figure 7 C). Only rarely (~11 % of all observed bouton gain events), 

a bouton was generated by a clear splitting off a neighboring bouton. Similarly, boutons 

were rather lost through gradual extinction than by merging with another bouton (~9 % of 

all observed bouton loss events; Figure 8 C). Both splitting and merging of GABAergic 

boutons occurred at a similar frequency of 1.8 ± 0.2 splitting and 1.5 ± 0.2 merging events 

per 100 µm of axon over the entire experiment duration (4 h). It should be noted that the 

imaging frequency used (2/h) might be too slow for detecting all split- and merge-events. 

Therefore, the fraction of boutons generated by splitting off or lost by merging with 

existing boutons might be considerably underestimated in this study.  
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6.2 Analyzing the co-localization with synaptic marker proteins reveals 

differences between persistent and non-persistent GABAergic boutons.  

Co-localization with pre- and postsynaptic markers has often been used to 

assess the likelihood of axonal or dendritic structures to represent functional synapses 

(Wierenga et al., 2008; Dobie and Craig, 2011; Kuriu et al., 2011). The differences of the 

structural characteristics (volume and volume CV) and temporal appearance patterns of 

persistent, transient, and short-lived boutons prompted the question whether they would 

also co-localized with synaptic markers differently. Such data could help to elucidate the 

role of the different bouton populations on the axon. If all boutons co-localized with 

synaptic markers to a similar extent, they could be assumed to have a similar function on 

the axon. If they differed with respect to their co-localization with synaptic markers, some 

bouton populations would be more likely to represent functional synapse then others. In 

addition, the co-localization with synaptic markers of growing versus shrinking boutons 

could be vastly different, or variations in bouton (volume) dynamics might indicate 

different subcategories of GABAergic boutons.  

To shed light on such questions, hippocampal slice cultures were fixed after 

time-lapse two-photon imaging sessions to be subjected to post-hoc 

immunohistochemistry (Figure 9 A). Slices were stained for GFP to identify previously 

imaged axons and boutons, for the presynaptic GABAergic marker VGAT (vesicular 

GABA transporter), and for the postsynaptic marker gephyrin (a major scaffolding 

molecule at inhibitory synapses). Confocal imaging of these preparations allowed for the 

identification of previously imaged boutons and their co-localization with synaptic 

markers. This information could then be correlated with their structural dynamics prior to 

fixation (Figure 9 B, C).  

Bouton lifetime was positively correlated with synaptic marker content. Most 

persistent, but only few transient and even less short-lived boutons co-localized with 

synaptic markers (Figure 10 A; persistent boutons: 63.0 % VGAT + gephyrin, 18.1 % 

VGAT only, 4.7 % gephyrin only, 13.0 % no synaptic marker, 1.3 % of boutons were not 

found back in the immunohistochemistry image; transient boutons: 24.4 % VGAT + 

gephyrin, 16.3 % VGAT only, 7.3 % gephyrin only, 33.3 % no synaptic marker, 18.7 % of 

boutons were not found back in the immunohistochemistry image; short-lived boutons: 

5.6 % VGAT + gephyrin, 5.6 % VGAT only, 1.4 % gephyrin only, 34.7 % no synaptic 

marker, 52.8 % of boutons were not found back in the immunohistochemistry image).  
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Interestingly, a very short bouton lifetime (one or two imaging time points or < 60 min), 

predicted a much lower co-localization with synaptic markers, even if the bouton was 

present right before fixation (Figure 10 B, C). The apparent lack of synaptic markers co-

localizing with short-lived boutons and the notion of the slightly smaller volume of short-

lived boutons (Figure 8), were the decisive factors for the separation of non-persistent 

boutons into “transient” and “short-lived” boutons.  

Not more than 48 % of transient boutons contained any synaptic marker (Figure 

10 A). It was shown previously, that new GABAergic boutons assemble over the course of 

a few hours and that the appearance of transient boutons at axon-dendrite crossings often 

precedes synapse formation at these sites (Wierenga et al., 2008). It is therefore feasible to 

assume that transient boutons, which are present for three or more time points at the 

same site during a 4 h imaging period, represent GABAergic synapses in the process of 

formation or degradation. In addition, they might represent axonal stop sites for synaptic 
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material which are frequently occupied by transport entities (Sabo et al., 2006). As little as 

13 % of short-lived boutons co-localized with any synaptic marker, suggesting that they 

do not represent synapses but maybe rather transport events of (synaptic) material along 

the axon. Conversely, most persistent boutons co-localized with either VGAT or gephyrin 

(86 %), or even both synaptic markers (63%), cementing previous reports of their synaptic 

nature (Wierenga et al., 2008). 

 

 

 

6.3 Co-localization with synaptic marker proteins predicts different structural 

characteristics.  

Interestingly, the structural characteristics of persistent boutons differed, 

depending on their co-localization with synaptic markers. Persistent GABAergic boutons, 

which contained both pre- and postsynaptic markers, were found to be significantly 

larger than those co-localizing with only one or no synaptic marker (Figure 11 A; both 

VGAT and gephyrin: 311.4 ± 9.3, VGAT: 245.5 ± 13.5, gephyrin: 201.6 ± 18.3, no marker: 

183.8 ± 11.5 [total normalized intensity], p < 0.005). In addition, persistent, VGAT-

containing GABAergic boutons were larger than those co-localizing with no synaptic 
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marker (Figure 11 A, p = 0.01). A similar trend was observed for transient boutons (Figure 

11 B). These data suggest that rather mature boutons (co-localizing with both pre- and 

postsynaptic markers) are larger than more immature boutons. Although the average 

volume correlated with synaptic marker content, bouton size was not a limiting factor for 

detecting synaptic markers in this experiment. It was confirmed that boutons co-localizing 

with both pre- and postsynaptic markers could be as small as those co-localizing with less 

synaptic markers. In line with other data, these analyses confirm the correlation between 

synaptic size and function (Schikorski and Stevens, 1997; Matsuzaki et al., 2001; 

Weyhersmuller et al., 2011). In addition, transient bouton lifetime seemed to be slightly 

longer for those boutons that contained either both synaptic markers or VGAT alone 

(Figure 11C), indicating that boutons acquire more synaptic markers as they mature. 

 

  

 

In the process of synapse formation and degradation, synaptic markers are 

acquired in a sequential fashion (Friedman et al., 2000; Okabe et al., 2001; Wierenga et al., 

2008; Dobie and Craig, 2011). Therefore, it is feasible to hypothesize that synapses 

containing only one synaptic marker might be passing through such a process. The 



69 

 

transport of synaptic material into or out of a synapse is inevitable for synapse formation 

and degradation, respectively. Consequently, synapses in the process of formation can be 

assumed to grow, while those in the process of degradation supposedly shrink. To 

quantify bouton growth of shrinkage before fixation, a growth coefficient (between -1 and 

1) was computed. The growth coefficient was defined such that it would be negative for 

shrinking boutons and positive for growing boutons, while its magnitude would be a 

measure for the extent of bouton growth or shrinkage (see section 5.7). A cumulative 

distribution of the growth coefficient furthermore indicates the fraction of shrinking 

boutons at its crossing with the vertical axis.  

Although the population of persistent boutons did not grow or shrink 

significantly (average growth coefficient = -0.002 ± 0.009), individual boutons showed 

significant growth or shrinkage (Figure 12 A). Interestingly, the fraction of shrinking 

boutons was found to be largest for boutons co-localizing with gephyrin alone (68 %), 

while it was smallest for boutons co-localizing with VGAT alone (46 %; Figure 12 B). 

Accordingly, the average growth coefficient showed a tendency for being larger in VGAT-

positive boutons and smaller in gephyrin-positive boutons (VGAT: 0.035 ± 0.021; 

gephyrin: -0.046 ± 0.056). Boutons containing both VGAT and gephyrin seemed to favor 

neither growth nor shrinkage (fraction of shrinking boutons: 52 %; average growth 

coefficient: -0.007 ± 0.010). These data demonstrate that VGAT containing boutons tend to 

grow, while gephyrin containing boutons tend to shrink. Analysis of the 25 % most 

growing and shrinking boutons for each marker category supports this notion. Boutons 

co-localizing only with VGAT were growing most strongly, while boutons co-localizing 

only with gephyrin were shrinking most strongly. Boutons containing both pre- and 

postsynaptic markers were growing and shrinking least, despite having the largest 

volume. This is in agreement with the interpretation that they represent rather mature 

and stable synapses, which exchange only small quantities of material with neighboring 

synapses (Figure 12 C).  Data presented elsewhere (Friedman et al., 2000; Okabe et al., 

2001; Wierenga et al., 2008; Dobie and Craig, 2011) suggest that during synapse formation, 

assembly of the presynapse precedes assembly of the postsynapse. The data presented 

here support this hypothesis. Boutons co-localizing with VGAT alone are rather prone to 

grow, suggesting that they are in the process of synapse formation. These boutons do not 

co-localize with gephyrin yet. Therefore, it is feasible to assume that newly forming 

GABAergic synapses acquire VGAT before gephyrin. Boutons co-localizing with gephyrin 

alone are prone to shrink, suggesting that they are in the process of degradation. The lack 

of VGAT in these shrinking boutons indicates that in the process of degradation, 

GABAergic synapses loose VGAT before gephyrin.  
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7. Characterizing structural dynamics of GABAergic axons 

following manipulations of network activity 

 

7.1 GABAergic bouton turnover and density are changed during acute 

manipulations of network activity. 

Characterization of GABAergic boutons suggested that different bouton 

categories diverge with respect to their co-localization with synaptic markers (section 6). 

Persistent boutons seem to represent bona fide synapses, while transient boutons might be 

in the process of formation or degradation, and short-lived boutons seem to embody the 

transport of (synaptic) material along the GABAergic axon. These different bouton 

populations might be regulated differently in the face of changing network activity. 

Furthermore, axonal dynamics – which might represent transport or exchange processes – 

were suggested to play an important role in synaptic plasticity (Krueger et al., 2003; 

McAllister, 2007; Staras and Branco, 2010). Therefore, the regulation of bouton 

populations and axonal dynamics in response to changes in network activity were tested 

in GABAergic neurons.  

Network activity in hippocampal slice cultures was manipulated with two 

different drugs. To reduce activity, slices were treated with 0.1 µM TTX throughout the 4 

h imaging period. The pufferfish toxin TTX is a sodium channel blocker (Narahashi et al., 

1960), and consequently prevents the generation of action potentials. To enhance activity, 

slices were treated with 50 µM 4-AP, a potassium channel blocker (Pelhate and Pichon, 

1974). Blocking potassium channels prolongs the repolarization phase of the action 

potential and thereby reduces the action potential threshold for a longer time 

(consequently promoting increased action potential firing). While the slice cultures were 

subjected to enhanced or reduced network activity, GABAergic axons were monitored 

with time-lapse two photon imaging (4 h, 30 min intervals).  

Bouton formation and degradation could be observed frequently along the 

imaged axons. In control-treated slice cultures, this bouton turnover amounted to 8.0 ± 0.2 

% bouton gain and 8.7 ± 0.4 % bouton loss between consecutive time points. Reducing 

network activity with TTX significantly decreased bouton turnover (bouton gain: 80.9 ± 

8.5 %, bouton loss: 73.4 ± 8.1 % of control values; p = 0.073 and p = 0.009, respectively), 

while enhancing network activity with 4-AP increased bouton turnover (bouton gain: 

124.5 ± 7.7 %, bouton loss: 135.4 ± 11 % of control values; p = 0.089 and p = 0.041, 

respectively) (Figure 13 A).  
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The observed alterations in bouton turnover could be attributable to 

modifications of any of the identified bouton populations. Therefore, density and fraction 

of persistent, transient, and short-lived boutons were analyzed in treated slice cultures 

and untreated sister cultures (controls). Blocking activity with TTX did not affect the 

density of persistent boutons (Figure 13 B; average values: control: 22.4 ± 0.8, TTX: 22.8 ± 

0.8 boutons per 100 µm axon, p = 0.74). However, axons tended to have lower densities of 

transient and short-lived boutons (Figure 13 B; average values: transient boutons: control: 

4.7 ± 0.3, TTX: 3.9 ± 0.5 boutons per 100 µm axon, p = 0.16; short-lived boutons: control: 1.1 

± 0.1, TTX: 0.8 ± 0.1 boutons per 100 µm axon, p = 0.01). Consequently, this resulted in an 

increase of the fraction of persistent boutons, while the fraction of transient and short-

lived boutons was decreased, indicating a stabilizing effect of decreased network activity 
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on GABAergic axons (persistent boutons: control: 61.4 ± 1.6 %, TTX: 69.3 ± 2.6 %, p = 0.009; 

transient boutons: control: 20.2 ± 1.3 %, TTX: 17.5 ± 1.7 %, p = 0.21; short-lived boutons: 

control: 18.5 ± 1.2 %, TTX: 13.2 ± 1.5 %, p = 0.006).  

Quite the opposite situation was observed following treatment with 4-AP. This 

treatment induced a strong reduction in the density of persistent boutons and a clear 

trend for an increase in the density of short-lived boutons (Figure 13 C; average values: 

persistent boutons: control: 28.4 ± 1.8, 4-AP: 22.9 ± 1.1 boutons per 100 µm axon, p = 0.01; 

transient boutons: control: 5.3 ± 0.6, 4-AP: 4.9 ± 0.5 boutons per 100 µm axon, p = 0.66; 

short-lived boutons: control: 0.9 ± 0.1, 4-AP: 1.3 ± 0.2 boutons per 100 µm axon, p = 0.16). 

As a result, the fraction of persistent boutons was decreased in 4-AP treated axons, at the 

expense of short-lived boutons (persistent boutons: control: 67.9 ± 2.9 %, 4-AP: 60.2 ± 1.9 

%, p = 0.03; transient boutons: control: 19.4 ± 1.9 %, 4-AP: 20.5 ± 2.1 %, p = 0.73; short-lived 

boutons: control: 12.7 ± 2.2 %, 4-AP: 19.3 ± 1.7 %, p = 0.03).  

The data presented here demonstrate an opposite regulation of GABAergic 

bouton turnover in response to decreased and increased network activity, respectively. 

Note that these effects might be mechanistically different: while activity deprivation 

mainly reduces transient and short-lived boutons, enhancing activity appears to 

destabilize persistent boutons. 

 

7.2 GABAergic bouton volumes are only partially affected by acute 

manipulations of network activity. 

Data presented here (Figure 11) show that boutons co-localizing with both pre- 

and postsynaptic markers are on average larger than their counterparts that co-localize 

with less synaptic markers. This suggests that larger boutons are more likely to represent 

functional synapses. Other studies have reached similar conclusions by correlation 

presynaptic bouton volume with synaptic strength (Schikorski and Stevens, 1997; 

Weyhersmuller et al., 2011). The analysis of boutons volumes can therefore yield 

important information about synaptic strength or even function. Consequently, bouton 

volumes were analyzed following 4 h manipulations of network activity to reveal 

plasticity mechanisms acting on the level of synaptic strength rather than synapse 

formation.  
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As in control bouton populations, persistent boutons were on average 3-fold 

larger than transient or short-lived boutons during treatment with TTX or 4-AP. Bouton 

volumes were largely unaffected by changes in network activity (Figure 14 A, B; TTX 

experiment series: persistent boutons: control: 311 ± 7, TTX: 304 ± 8, p = 0.51; transient 

boutons: control: 98 ± 5, TTX: 91 ± 6, p = 0.36; short-lived boutons: control: 77 ±5, TTX: 77 ± 

8, p = 0.97; 4-AP experiment series: persistent boutons: control: 242 ± 8, 4-AP: 276 ± 12, p = 

0.02; transient boutons: control: 85 ± 9, 4-AP: 95 ± 8, p = 0.42; short-lived boutons: control: 

50 ± 7, 4-AP: 60 ± 6, p = 0.46). However, a small but specific volume increase in the fraction 

of large persistent boutons was observed in response to 4-AP treatment (Figure 14 C). This 

might reflect either an acute strengthening of existing synapses, or a specific loss of small 

persistent boutons. To get a better idea which of the above scenarios is happening during 
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acute 4-AP treatment, control volume data were modulated in different ways to mimic 

these scenarios. Removing the smallest persistent boutons from the control dataset until 

the average density matched that of the 4-AP dataset resulted in a different cumulative 

volume distribution as observed in the 4-AP dataset (Figure 14 C, Figure 15 A). However, 

reducing bouton density globally and increasing the volume of the largest 50% of the 

boutons by additive growth (i.e. adding the same amount of volume to each bouton) 

resulted in a similar cumulative distribution (Figure 15 B).  

 

 



76 

 

Furthermore, reducing bouton density globally and increasing bouton volume by 

multiplication with the same factor resulted in a more similar distribution (multiplicative 

growth; Figure 15 C). Finally, increasing the volume of the largest 50% of the boutons 

such that larger boutons grew stronger than smaller boutons, came even closer to the real 

data (Figure 15 D). This growth was achieved by multiplying the initial volume of the 

boutons with a factor that was linearly increasing from the smallest to the largest bouton. 

The average over all factors was equal to the factor used for multiplicative growth shown 

in Figure 15 C. Therefore, it is reasonable to assume that acute 4-AP treatment increases 

the volume of larger boutons proportionally to their initial volume. Together with 

increased bouton turnover and a reduction in the density of persistent boutons, these data 

support the idea that enhanced activity results in an increased exploration of novel 

synaptic partners (more dynamic boutons). Particularly strong (i.e. large) synapses, 

however, are stabilized and grow even further.  

Unlike bouton volumes, the variations of bouton volume were affected by 

changes in network activity. During treatment with TTX, the CV of persistent boutons 

was decreased, suggesting a reduced material transport into and out of GABAergic 

synapses. Conversely, the CV of persistent bouton volume was increased during 

treatment with 4-AP, suggesting increased material transport along the GABAergic axon 

(Figure 14 D; TTX: 90.4 ± 3.2 % of control values, p = 0.007; 4-AP: 114.3 ± 5.7 % of control 

values, p = 0.003). Note that changes in persistent bouton volume CV go hand in hand 

with the effects of network activity on bouton turnover. Bouton stabilization, as observed 

during TTX treatment, would require less material transport along the axon. This 

hypothesis is supported by the reduction in persistent bouton volume CV, which might 

reflect such transport events. In turn, the destabilization of GABAergic synapses as it was 

observed during 4-AP treatment would predict enhanced material transport along the 

axon. Again, this hypothesis is supported by an increase in persistent bouton volume CV. 

The data presented here therefore suggest that not only bouton stability but also material 

transport along the axon are affected by changes in network activity.  

 

7.3 GABAergic bouton turnover and density are not affected by prolonging 

manipulations of network activity to 48 h. 

Changes in GABAergic bouton dynamics (Bouton turnover, CV of bouton 

volume) might affect the rate of bouton formation or degradation. Consequently, changes 

in bouton dynamics might translate into changes of bouton density after a few days, to 

change the overall level of inhibition in the slice culture.  
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Several in vivo studies have reported a reduction in inhibitory bouton density 

after the reduction of sensory input, suggesting that similar changes will occur upon a 
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reduction of neuronal activity in culture, as well (Rosier et al., 1995; Marik et al., 2010; 

Chen et al., 2011; Keck et al., 2011). However, in dissociated cell cultures, such an effect on 

synapse density seems to be rather of a developmental nature, as experiments with older 

cultures did not reveal an effect of network activity on bouton density (Marty et al., 2004; 

Kuriu et al., 2011; Rannals and Kapur, 2011). It is not clear, whether changes in the density 

of GABAergic synapses are specific for intact animals, e.g. if sensory input is required for 

such drastic changes, or if it represents a general mechanism of intact neural tissue to cope 

with changed activity levels. Therefore, organotypic hippocampal cultures were subjected 

to 48 h manipulations of network activity before performing time-lapse two-photon 

imaging experiments as described before.  

Following two days of decreased activity (0.1 µM TTX), bouton turnover was 

not distinguishable from control (Figure 16 A; bouton gain: 102.7 ± 7.9 %, boutons loss: 

96.5 ± 7.9 % of control values, p = 0.77 and p = 0.73, respectively). In addition, neither 

persistent, nor transient or short-lived boutons showed a difference in density (Figure 16 

B; average values: persistent boutons: control 22.7 ± 0.7, TTX: 21.4 ± 0.9 boutons per 100 

µm axon, p = 0.31; transient boutons: control 4.8 ± 0.3, TTX: 4.7 ± 0.5 boutons per 100 µm 

axon, p = 0.98; short-lived boutons: control 1.1 ± 0.1, TTX: 1.2 ± 0.1 boutons per 100 µm 

axon, p = 0.84). Finally, analyzing boutons volumes did not reveal differences between 

control and untreated sister cultures with respect to either bouton volume or the CV of 

persistent bouton volume (Figure 16 D, E; CV: 96.7 ± 2.8 % of control values, p = 0.32). 

Treating the slice cultures with 50 µM 4-AP for 48 h, strongly impaired slice 

health. Therefore, network activity was increased with 20 µM bicuculline, a GABAA 

receptor antagonist (Curtis et al., 1970). This did not impair slice health within the first 48 

h of treatment.  In contrast to treatment with 4-AP, acute (4 h) treatment with bicuculline 

did affect neither GABAergic bouton turnover (Figure 17 A; bouton gain: 94.9 ± 9.2 %, 

bouton loss: 90.7 ± 8.6 % of control values, p = 0.65 and p = 0.39, respectively) nor density 

(Figure 17 B; average values: persistent boutons: control 22.4 ± 0.8, bicuculline: 20.7 ± 0.9 

boutons per 100 µm axon, p = 0.17; transient boutons: control 4.7 ± 0.3, bicuculline: 4.4 ± 

0.5 boutons per 100 µm axon, p = 0.55; short-lived boutons: control 1.1 ± 0.1, bicuculline: 

1.0 ± 0.1 boutons per 100 µm axon, p = 0.39). In contrast to these negligible effects of acute 

bicuculline treatment, 48 h bicuculline treatment led to a strong increase in bouton 

turnover (Figure 16 A; bouton gain: 121.3 ± 8.5 %, bouton loss: 123.6 ± 10.8 % of control 

values, p = 0.04 and p = 0.04, respectively). Analogous to the effects of acute 4-AP 

treatment, 48 h bicuculline treatment also decreased the density of persistent boutons, 

while the density of transient boutons was increased (Figure 16 C; average values: 

persistent boutons: control 22.7 ± 0.7, bicuculline: 20.1 ± 0.9 boutons per 100 µm axon, p = 
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0.03; transient boutons: control 4.8 ± 0.3, bicuculline: 6.5 ± 0.6 boutons per 100 µm axon, p 

= 0.01; short-lived boutons: control 1.1 ± 0.1, bicuculline: 1.1 ± 0.1 boutons per 100 µm 

axon, p = 1.0). In addition, persistent bouton volume CV was increased (Figure 16 D; 115.0 

± 4.0 % of control values, p < 0.005). These data resemble those obtained during acute 4-

AP treatment (see Figure 13, 14). As bicuculline has no acute effect on GABAergic bouton 

dynamics, these data might suggest a role for the activation of GABAA receptors in 

mediating a fast response of GABAergic axon structure to enhanced activity.  

 

 

 

In summary, the data presented here suggest that after 48 h, GABAergic axons 

in a slice culture cope with reduced network activity by other than structural plasticity 

mechanisms. These mechanisms might include changes in release probability or 

postsynaptic receptor density, or changes in other pre- or postsynaptic proteins (De Gois 

et al., 2005; Saliba et al., 2007; Saliba et al., 2009; Peng et al., 2010; Rannals and Kapur, 

2011). Of course, it is possible that changes in bouton density need more time to build up 

and were therefore not recorded in these experiments. For enhanced network activity, the 

situation is less clear, due to (a) diverging effects of the two activity-enhancing drugs 4-

AP and bicuculline, and (b) because of excitotoxicity induced by long-term increases in 

network activity.  
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7.4 GABAergic bouton density is not affected by 7 d manipulations of 

network activity. 

Although in vivo studies suggest a regulation of GABAergic bouton density 

already after 24 h (Keck et al., 2011), it is possible that in organotypic slice cultures 

changes in GABAergic bouton density take more time to build up, for instance due to a 

dilution of diffusible signaling molecules. To exclude that such effects are being 

overlooked, bouton density of individual axons was analyzed after 7 days of TTX 

treatment. No difference in bouton density was found after 7 days of TTX treatment if 

compared to control treatment (control: 28.9 ± 1.2, TTX: 27.4 ± 0.9 boutons per 100 µm 

axon, p = 0.29), suggesting that other than structural plasticity mechanisms are the main 

motor of plasticity under these circumstances. Unexpectedly, GABAergic boutons were 

slightly larger following seven days of TTX treatment then after control treatment 

(control: 248.6 ± 12.7, TTX: 284.9 ± 10.8 [normalized total intensity], p = 0.03). This 

surprising finding might be explained by the differences in bouton threshold observed in 

this particular dataset. Unlike in other datasets, here the threshold used to distinguish a 

bouton from the axonal shaft was different between control and TTX treated slice cultures 

(control: 6650 ± 280, TTX: 5040 ± 310, p < 0.005). These differences in bouton threshold will 

affect the normalization of bouton volume which might change bouton volume 

measurements.  

The population of axons in Gad65-GFP hippocampal slices is very 

heterogeneous, reflecting various interneuron types (Wierenga et al., 2010). It is therefore 

possible that the high variability in axon morphology masked some effects on bouton 

density. To exclude such effects, the same axon was imaged in the beginning and at the 

end of the activity manipulation (day 1 and day 7). In this experimental paradigm, the 

slice culture has to be transferred to the recording chamber twice. As the chamber is not a 

sterile environment, it was impossible to avoid contamination of the slice cultures 

between the first (day 1) and the second (day 7) imaging time point. If this dataset was 

limited to data from slices that exhibited only mild symptoms of an infection (judged by 

visual examination), these experiments did not reveal a difference between TTX and 

control treated axons with respect to bouton density (Figure 18 A; density day 1/density 

day 7: control: 93.1 ± 3.6 %, TTX: 88.8 ± 6.3 %, p = 0.53). In addition, average bouton 

growth or shrinkage between the two imaging time points (growth coefficient, see 

methods for details) was not different between the two treatments (Figure 18 B; average 

values: control: 0.02 ± 0.03, TTX: 0.02 ± 0.03, p = 0.97). Note that the mild infection of the 

slices might interfere with the recorded data. To draw dependable conclusions from this 
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dataset, the experiments should be repeated in a sterile environment where infections can 

be avoided.  

 

 

 

These data are consistent with data from dissociated neurons (De Gois et al., 

2005; Saliba et al., 2007; Saliba et al., 2009; Peng et al., 2010; Rannals and Kapur, 2011), and 

suggest that other than structural plasticity mechanisms govern the response of 

GABAergic axons to changes in network activity in organotypic hippocampal slice 

cultures.  
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8. A role for the activation of GABAA receptors in structural 

plasticity of GABAergic axons 

 

8.1 GABAA receptor activation is necessary for the 4-AP induced 

destabilization of GABAergic boutons.  

Unlike acute application of 4-AP, acute application of 20 µM bicuculline had no 

effect on GABAergic bouton turnover or density in organotypic hippocampal slice 

cultures (Figure 17). It is possible that the lack of an effect during acute bicuculline 

treatment is due to an off-target effect of bicuculline (e.g. blocking calcium-dependent 

potassium channels in addition to GABAA receptors (Johansson et al., 2001)). To exclude 

such side effects, the experiment was repeated with 10 µM gabazine (a highly specific 

GABAA receptor blocker (Chambon et al., 1985; Heaulme et al., 1986; Hamann et al., 

1988)). However, gabazine failed to change the structural dynamics of GABAergic axons, 

too: neither bouton turnover (Figure 19 A; bouton gain: 118.8 ± 13.0 %, bouton loss: 90.6 ± 

11.0 % of control values, p = 0.33 and p = 0.60, respectively), nor density of persistent, 

transient, or short-lived boutons were significantly altered during a 4 h treatment with the 

drug (Figure 19 B; average values: persistent boutons: control: 23.7 ± 1.7, gabazine: 23.1 ± 

1.3 boutons per 100 µm axon, p = 0.76; transient boutons: control: 3.8 ± 0.6, gabazine: 4.8 ± 

0.7 boutons per 100 µm axon, p = 0.33; short-lived boutons: control: 0.9 ± 0.1, gabazine: 1.1 

± 0.2 boutons per 100 µm axon, p = 0.49).  

These findings indicate a role for GABAA receptor activation in the induction of 

structural GABAergic plasticity by enhanced activity. However, it is also possible that 

neither the application of bicuculline nor gabazine increased neuronal activity to the same 

extent as 4-AP, and therefore a measurable effect on GABAergic boutons required more 

time to build up. This view would be supported by the lower excitotoxicity observed 

during 48 h bicuculline treatment if compared to 48 h 4-AP treatment and by the similar 

effect on GABAergic bouton dynamics that 48 h bicuculline treatment and 4 h 4-AP 

treatment evoked. As a consequence, 50 µM 4-AP and 20 µM bicuculline were co-applied 

to hippocampal slice cultures. Remarkably, 4 h of this treatment did not affect GABAergic 

bouton turnover (Figure 19 C; bouton gain: 89.6 ± 10.4 %, bouton loss: 81.1 ± 11.1 % of 

control values, p = 0.57 and p = 0.26, respectively) or density (Figure 19 D; average values: 

persistent boutons: control: 28.5 ± 1.8, 4-AP + bicuculline: 27.1 ± 1.2 boutons per 100 µm 

axon, p = 0.52; transient boutons: control: 4.6 ± 0.7, 4-AP + bicuculline: 4.6 ± 0.6 boutons 

per 100 µm axon, p = 0.98; short-lived boutons: control: 1.0 ± 0.2, 4-AP + bicuculline: 0.9 ± 
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0.1 boutons per 100 µm axon, p = 0.55), suggesting that either a GABAA receptor mediated 

mechanism is involved in structural GABAergic plasticity, or that bicuculline reduces the 

effect of 4-AP on network activity.  

 

 

 

8.2 Bicuculline does not lessen the effect of 4-AP on network activity. 

Under certain circumstances, 4-AP might be able to reverse the driving force for 

chloride, thus making GABA an excitatory neurotransmitter (Lamsa and Taira, 2003; Zhu 

et al., 2008). If this were the case, co-application of 4-AP and bicuculline would reduce 

activity levels in hippocampal slice cultures below the activity in slices treated with 4-AP 
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alone. In this scenario, the blockade of GABAA receptors by bicuculline would prevent 

further GABA-mediated excitation of the neurons. Such a situation could also explain the 

divergent results on GABAergic bouton dynamics obtained from 4-AP and bicuculline 

treated slices. To test this hypothesis, network activity was measured with two different 

methods in hippocampal slice cultures that were subjected to treatment with 4-AP, 

bicuculline, or both substances.  

 

 

 

As a first test, spontaneous excitatory and inhibitory currents were recorded 

from visually identified CA1 pyramidal neurons in hippocampal slice cultures. The slices 

were treated in the same way as during the 4 h imaging experiments. Both bicuculline and 

4-AP were found to enhance excitatory synaptic input to the neurons, and 4-AP did so in 

a much more pronounced way. Importantly, when slices were treated with bicuculline 
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and 4-AP simultaneously, the increase in synaptic current was comparable to that evoked 

by 4-AP alone (Figure 20 A, B; control: 1.8 ± 0.2, 4-AP: 27.1 ± 5.1, bicuculline: 5.7 ± 1.6, 4-

AP + bicuculline: 26.8 ± 2.1 [pC/s], p < 0.005). Inhibitory currents could not be measured 

when they were inhibited by the presence of bicuculline in the bath. 4-AP treatment alone, 

however, strongly enhanced inhibitory currents onto CA1 pyramidal cells, as well (~14-

fold increase; Figure 20 C, D; control: 5.5 ± 0.7, 4-AP: 78.7 ± 13.2 [pC/s], p < 0.005). In 

contrast to slices treated with bicuculline alone, large synchronous excitatory events were 

recorded almost exclusively in slices treated with 4-AP or 4-AP and bicuculline together.  

 

 

 

As a second measure for network activity, c-fos expression was assessed using 

post-hoc immunohistochemistry after a 4 h treatment period with either pharmacological 

agent or a control solution. C-fos is a transcription factor encoded by an immediate early 
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gene, which is activated following neuronal activity. This method has been widely used to 

monitor activity levels in the brain or to identify previously active neurons (Dragunow 

and Faull, 1989; Tischmeyer and Grimm, 1999; Schoenenberger et al., 2009; Clark et al., 

2010; Rinaldi et al., 2010). C-fos levels were increased by either bicuculline or 4-AP in both 

stratum pyramidale (Figure 21 A, B; control: 0.8 ± 0.4, 4-AP: 10.0 ± 2.5, bicuculline: 19.2 ± 9.0 

(p = 0.46 vs. control), 4-AP + bicuculline: 27.8 ± 7.1 (p < 0.005 vs. control) normalized cell 

counts per area) and stratum radiatum (Figure 21 C, D; control: 0.7 ± 0.6, 4-AP: 2.8 ± 1.0, 

bicuculline: 7.8 ± 2.5 (p < 0.005 vs. control), 4-AP + bicuculline: 4.6 ± 1.4 normalized cell 

counts per area) of the CA1 region if compared to control treatment. Combining 4-AP and 

bicuculline treatment lead to an even stronger increase in c-fos levels. 

Both the electrophysiological and the immunohistochemical data confirm that 

in the experimental system used, the combination of 4-AP and bicuculline strongly 

enhances network activity. Furthermore, the data demonstrate that bicuculline does not 

reduce the effect of 4-AP on network activity. Consequently, the differential effects of 4-

AP and GABAA receptor antagonists cannot be explained by differential effects on 

network activity. Rather, the data suggest a role for GABAA receptor activation as a sensor 

for increased network activity. 

 

 

 

Finally, it was investigated whether the activation of GABAA receptors alone 

would be sufficient to destabilize GABAergic boutons. For this purpose, the GABAA 

receptor agonist muscimol (10 µM) was applied to the slice cultures. Treatment with 

muscimol for the course of a 4 h two-photon time-lapse imaging experiment as described 
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above did affect neither bouton turnover (Figure 22 A; bouton gain: 85.6 ± 7.4, bouton loss: 

94.1 ± 10.2 % of control values, p = 0.26 and p = 0.70, respectively) nor density (Figure 22 B; 

average values: persistent boutons: control: 24.3 ± 1.7, muscimol: 24.4 ± 1.0 boutons per 

100 µm axon, p = 0.96; transient boutons: control: 3.9 ± 0.5, muscimol: 3.8 ± 0.6 boutons per 

100 µm axon, p = 0.90; short-lived boutons: control: 1.2 ± 0.2, muscimol: 0.9 ± 0.1 boutons 

per 100 µm axon, p = 0.26).  

In conclusion, only the combination of GABAA receptor activation and 

enhanced activity are sufficient to increase GABAergic bouton turnover and destabilize 

GABAergic axonal structures.  
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9. Analysis of bouton clustering on GABAergic axons 

Recently, several studies have suggested a clustering of structural plasticity and 

inputs on pyramidal cell dendrites, suggesting that similar inputs (e.g. from the same 

neuron or the same group of neurons) culminate at the same dendritic segment (De Roo et 

al., 2008; Kleindienst et al., 2011; Fu et al., 2012). GABAergic axons have a tortuous 

morphology, probably to establish as many contacts to potential targets as possible. 

Therefore, it might be possible that inputs to the same postsynaptic target come from the 

same axonal region, which might touch the same neuron multiple times. These inputs 

should be regulated in parallel. In this case, boutons with similar dynamics (i.e. persistent 

and non-persistent boutons) would be spatially close to each other. Spatial clustering of 

bouton dynamics would also be predicted by spreading of locally generated plasticity 

signals, as has been suggested for dendritic spines (Frey and Morris, 1997; Govindarajan 

et al., 2011). However, a competition for limited axonal resources could also prohibit such 

a clustering.  

To test whether persistent and non-persistent boutons were clustered along 

GABAergic axons, bouton arrangements were analyzed in a population of control axons.  

For this purpose, bouton locations and categories (persistent and non-persistent) were 

determined for every axon. Subsequently, the axons were simulated 1000 times with the 

same locations and the same number of boutons in each category. Consequently, the 

simulated axons had the same numbers of persistent and non-persistent boutons as 

experimentally observed axons, only the sequence of boutons was different. Simulated 

and real axons were then analyzed by different methods to asses both spatial and relative 

bouton clustering. All analyses were performed on datasets including and excluding 

short-lived boutons. These two variations of the analysis led to the same conclusions; 

therefore only one of them (the one including short-lived boutons) is shown here.  
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9.1 Analysis of relative bouton clustering 

To measure the relative distance between two boutons from the same category 

(persistent or non-persistent), the number different boutons between them was counted 

(Figure 23 A, p < 0.005). As seen in Figure 23 B and C, the experimental data contained 

less directly adjacent persistent boutons then the simulated data. However, it seemed to 

contain more persistent bouton pairs with only one or two non-persistent boutons 

between them. The distribution of non-persistent boutons though, was not different from 

the simulated data (data not shown).  

 

 

 

 



90 

 

9.2 Analysis of a boutons‘ neighborhood 
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As an alternative way to assess the relative distance between boutons of the 

same category, a “cluster coefficient” was calculated from the neighborhood of the 

boutons. In brief, the next or the next and the second-to-next bouton to each side of the 

bouton were analyzed and the cluster coefficient was increased by one for every same-

category bouton in this 2- or 4-bouton group. The cluster coefficient could consequently 

reach values from zero (no same-category bouton) to two or four (all boutons in the 

vicinity are from the same category), respectively (Figure 24 A).  

In agreement with the first measurement, the distribution of the persistent 

bouton cluster coefficient differed between experimental and simulated data (Figure 24 B-

E). The distribution of cluster coefficients from the simulated data was shifted towards 

higher values, indicating a greater degree of clustering. This was the case for pooled data 

of persistent and non-persistent boutons both if two or four neighboring boutons were 

analyzed (Figure 24 B, C; p < 0.005). Separating the data into persistent and non-persistent 

boutons revealed that only persistent boutons were clustered differently in experimental 

versus simulated data (Figure 24 D; p < 0.005). Non-persistent bouton clustering was 

indistinguishable between experimental and simulated data (Figure 24 E).  
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9.3 Analysis of absolute bouton clustering 

As a last method, the real distance between boutons of the same category was 

computed. This method could unveil “interrupted” clusters, i.e. an accumulation of 

boutons from the same category interspersed with boutons from the other category. For 

this purpose, the distance between boutons of the same category was calculated (Figure 

25 A). Just like the analysis of relative distances, this analysis indicated a lack of very short 

distances, but an excess of medium distances in the experimental data if compared to the 

simulated data. This conclusion was true only for persistent boutons (Figure 25 B, C; p < 

0.005 for Figure 25 B).   

 

 

 

For every bouton, this method includes the distance to the next bouton from the 

same category, both to the left and to the right side of the bouton. Including only 

distances to the nearest bouton from the same category would omit some distances and 

count others twice (Figure 26 A). However, the latter method has the advantage of 

amplifying signals from clusters (i.e. very short distances), while reducing the signal from 

far-off neighboring boutons. This method might be advantageous for uncovering small 
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clusters of just two or three boutons. Analogous to previous techniques, applying the 

method to experimental and simulated data revealed a lack of very short and an excess of 

medium distances between boutons of the same category in the experimental data (Figure 

26 B, C; p < 0.005). Unlike previous methods, calculating the distance to the true nearest 

neighbor was able to uncover a difference between distances amid non-persistent 

boutons. Like for persistent boutons, experimental data showed a lack of very short and 

an excess of medium distances between non-persistent boutons. This nicely illustrates the 

enhanced sensitivity of the last method.  

 

 

 

In summary, boutons from the same category seem not to be clustered along 

GABAergic axons. Instead, it seems as if boutons from the same category avoid each other 

along GABAergic axons.  However, intermediate distances are more likely to occur in the 

experimental data. This may argue for a propensity to evenly distribute boutons from the 

same category along GABAergic axons.  
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10. Reducing the area of network activity 

Previous work on GABAergic plasticity has raised the question of whether it 

requires network-wide changes in activity to be induced (Hartman et al., 2006) or whether 

local or even cell-autonomous mechanisms suffice (Liu, 2004; Chattopadhyaya et al., 2007; 

Peng et al., 2010). To address these questions step-by-step, a local superfusion technique 

was established for organotypic hippocampal slice cultures, to manipulate network 

activity within a small area of the slice culture. Furthermore, initial work was done to 

establish the manipulation of individual cells within a hippocampal slice culture.  

 

10.1 Reducing network activity in a restricted area of the slice culture 

decreases inhibitory bouton dynamics. 

To reduce network activity in a small area (~300 µm x 300 µm) of the slice 

culture, a local superfusion technique described by Veselovsky and colleagues 

(Veselovsky et al., 1996) was adapted to hippocampal slice cultures. Briefly, two pipettes 

(between which the superfusion solution was flowing through gravity flow) were 

lowered to the top of the slice culture. This way, neuronal activity in a part of the CA1 

area could be reduced by supplementing the superfusion solution with 0.1 µM TTX. The 

superfusion solution furthermore contained 10 µM Alexa 568 to highlight the 

manipulated region for optical control during the experiment. Images were taken both 

inside and outside of the manipulated region at 30 min intervals over a 4 h imaging 

period (Figure 27 A). Superfusion with the control solution alone already increased 

bouton turnover by 40-50 % (no superfusion: gain: 7.4 ± 0.9 %, loss: 6.5 ± 0.8 %; 

superfusion with control solution: gain: 10.6 ± 1.3 %, loss: 9.7 ± 1.1 %). However, despite 

this general increase, superfusion with a TTX-containing solution significantly decreased 

bouton turnover inside the superfusion spot (gain: 6.1 ± 1.2 % (p = 0.003), loss: 6.8 ± 1.2 %) 

compared to superfusion with the control solution (gain: 10.6 ± 1.3 %, loss: 9.7 ± 1.1 %) 

(Figure 27 B). In addition, the density of transient boutons was significantly decreased in 

regions superfused with 0.1 µM TTX, if compared to regions superfused with the control 

solution (Figure 27 C; control solution: 8.5 ± 1.2, TTX: 3.8 ± 0.8 transient boutons per 100 

µm axon, p = 0.002).  
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Our data indicate that superfusion with TTX decreased bouton turnover to a 

similar extent as bath application of TTX. This suggests that reducing activity in a 

restricted area of the neural network can elicit the same phenomena of structural 

GABAergic plasticity as manipulations of the entire slice cultures. These experiments 

however do not exclude the involvement of factors secreted from neighboring cells that 

are not contacted by the GABAergic axon. To examine if such factors are necessary for the 

induction of structural GABAergic plasticity, manipulating the activity of individual cells 

will be necessary in future experiments.  
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10.2 Testing promoters for expression in hippocampal slices cultures 

Ultimately, the manipulation of individual pre- or postsynaptic cells will allow 

for the analysis of the spatial extent of structural plasticity on GABAergic axons. The 

development of genetic tools, such as light-driven ion channels or pumps provides 

intriguing opportunities for such manipulations. Light-activated ion channels derived 

from the green algae Chlamydomonas reinhardtii were optimized for mammalian 

expression and modified to yield variants of blue light-activated cation channels which 

excite neurons expressing them (Nagel et al., 2003; Lin, 2011). Analogously, an orange 

light-driven chloride pump which has been isolated from archaeabacteria Natronomonas 

pharaonis was modified, such that it is now available as a tool to hyperpolarize neurons 

expressing it (Lanyi et al., 1990; Gradinaru et al., 2008). Both molecules and their variants 

have become widely used tools in neuroscience (Fenno et al., 2011; Yizhar et al., 2011; Liu 

et al., 2012). Heterologous expression of these proteins together with a structural marker 

(for instance a red fluorescent protein like tdtomato (Shaner et al., 2004)) in GAD65-GFP 

hippocampal slice cultures would enable experiments that can clarify the spatial extent of 

structural plasticity in GABAergic axons.  

To set the stage for such experiments, the following ubiquitous promoters were 

tested for expression in CA1 neurons: (1) the human cytomegalus virus immediate early 

promoter (CMV), which is commonly used to yield strong expression in mammalian cells 

but has been suggested to yield low transfection rates of neurons by a few studies 

(Thomsen et al., 1984; Kugler et al., 2001; Boulos et al., 2006), (2) a combination of the 

CMV early enhancer and the chicken beta actin promoter (CAG), (3) the human ubiquitin 

C promoter (UB), (4) a modified human beta actin promoter (ABES), and (5) the human 

elongation factor 1 alpha promoter (EF1a). Plasmid constructs containing GFP controlled 

by these promoters were synthesized using standard molecular biology techniques.  

To test the expression driven by the different promoters in organotypic 

hippocampal slice cultures, the slices were transfected with these plasmids using biolistic 

transfection (McAllister, 2000). A few days after transfection, slices were analyzed under a 

stereomicroscope and green fluorescent cells were counted and sorted to three different 

groups (glial cells, interneurons, and pyramidal cells) according to their morphology.  
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In absolute numbers, the CMV promoter caused GFP expression in the highest 

number of cells, while the ABES promoter yielded least GFP positive cells (CMV: 70.2 ± 

6.2; CAG: 26.6 ± 6.1; UB: 38.3 ± 7.9; ABES: 9.4 ± 1.2; EF1a: 20.9 ± 2.1 cells per slice; Figure 28 

A). However, for the experiments suggested above, it is desirable to achieve specific 

transfection of as many neurons and as few (confounding) glia as possible. Therefore, in 

addition to absolute numbers, it is also important to investigate the fraction of neurons 

transfected with each promoter. While the CMV, the UB, and the EF1a promoter 
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transfected mostly glia cells and only few pyramidal cells or interneurons, both the CAG 

and the ABES promoter transfected a significantly higher fraction of pyramidal cells and 

interneurons (CMV promoter: 75.9 ± 3.4 % glia cells, 15.5 ± 2.0 % interneurons, 8.6 ± 1.6 % 

pyramidal cells; CAG promoter: 34.5 ± 8.9 % glia cells, 33.0 ± 4.8 % interneurons, 32.5 ± 7.1 

% pyramidal cells; UB promoter: 68.4 ± 8.0 % glia cells, 17.3 ± 4.8 % interneurons, 14.3 ± 4.3 

% pyramidal cells; ABES promoter: 37.6 ± 3.7 % glia cells, 34.9 ± 3.8 % interneurons, 27.6 ± 

2.6 % pyramidal cells; EF1a promoter: 86.2 ± 2.5 % glia cells, 8.5 ± 2.4 % interneurons, 5.3 ± 

1.8 % pyramidal cells; Figure 28 B). While the ABES promoter transfected only very few 

cells, the number of neurons transfected with the CAG promoter were similar to those 

transfected with the CMV promoter (Figure 28 C, D). Therefore, the CAG promoter is 

most well suited for the transfection of individual neurons in organotypic hippocampal 

slice cultures with heterologous proteins and should be used for further experiments.  
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Discussion 

 

The re-wiring of neurons is an important mechanism of synaptic plasticity. 

Structural dynamics on axons or dendrites might represent such re-wiring processes 

(Keck et al., 2008; Hofer et al., 2009; Bednarek and Caroni, 2011; Caroni et al., 2012; Lai et 

al., 2012). Therefore, analysis of such structural dynamics during changes in network 

activity can yield important information about plasticity mechanisms used by these 

neurons. Especially in the case of inhibitory, GABAergic synapses, such plasticity 

mechanisms are far from being unraveled. Therefore, the present study has employed 

time-lapse two-photon imaging of GAD65-GFP hippocampal slice cultures to characterize 

the structural dynamics of GABAergic boutons in the face of changing neuronal activity. 

Under baseline conditions, ~80 % of the boutons were found to be present persistently 

during the four hour imaging period (persistent boutons). The remaining boutons (non-

persistent boutons) appeared only transiently throughout the imaging period. 

Interestingly, the dynamics of these populations of boutons were regulated differently 

following acute manipulations of network activity. Prolonged manipulations of network 

activity have been suggested to change either in the strength or even the density of 

inhibitory synapses both in vitro and in vivo. The data presented here indicate that 

manipulation of network activity in organotypic slice cultures immediately change 

GABAergic bouton dynamics. After a few days, these dynamics had returned to control 

levels, suggesting that long-term plasticity of GABAergic axons employs other than 

structural mechanisms.  
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11. Baseline dynamics of GABAergic boutons 

Time-lapse two photon imaging of GABAergic axons in hippocampal slice 

cultures revealed distinct bouton categories that could be separated by their temporal 

appearance pattern as well as their structural properties and the likelihood to co-localize 

with certain synaptic markers (resulting in persistent and non-persistent boutons). 

Obviously, the limited imaging period of four hours and the long interval between single 

image stacks (30 min), make it likely that some boutons would be assigned to a different 

category if the imaging paradigm was changed. For instance, a transient bouton could 

become persistent and vice versa.  

 

11.1 Persistent boutons 

So-called persistent boutons were present continuously over the entire imaging 

period (i.e. for four hours; Figure 7 B). They were rather large and showed relatively little 

volume variations (CV of bouton volume; Figure 8 A, B). About 86 % of them co-localized 

with at least one synaptic marker (postsynaptic gephyrin and presynaptic VGAT were 

tested; Figure 10 A). Several arguments support the role of persistent boutons as bona fide 

synapses: First, they largely co-localized with pre- and/or postsynaptic marker proteins. A 

positive staining for VGAT and/or gephyrin has frequently been used as a marker for 

functional inhibitory synapses (Wierenga et al., 2008; Dobie and Craig, 2011; Kuriu et al., 

2011). Second, their lifetime (at least 4 h) should be sufficient even for a newly formed 

contact to become a functional synapse (Ahmari et al., 2000; Friedman et al., 2000; 

Wierenga et al., 2008; Dobie and Craig, 2011). Third, the amount of structural dynamics 

(CV of bouton volume; Figure 8 B), possibly reflecting material exchange or 

growth/shrinkage of the synapse, was reduced for persistent boutons if compared to non-

persistent boutons. Reduced structural dynamics have been associated with stable or 

mature synaptic structures before (Gray et al., 2006; Holtmaat and Svoboda, 2009), which 

argues in favor of a mature, synaptic nature of persistent boutons, too.  

Nonetheless, persistent boutons still exhibited significant volume variations 

over time (Figure 8 B). These variations suggest that persistent boutons continuously 

exchanged synaptic material such as transmitter-filled vesicles either with neighboring 

boutons or with a reserve pool of presynaptic components in the axon, as has been 

demonstrated for excitatory axons (Darcy et al., 2006; Fernandez-Alfonso and Ryan, 2008; 

Tsuriel et al., 2009; Staras et al., 2010; Herzog et al., 2011). Such exchange processes have 

been suggested to play a crucial role in synaptic plasticity and synapse formation (Staras 

and Branco, 2010). Interestingly, the dynamics of large gephyrin clusters, which might 

represent the postsynaptic specialization in mature GABAergic synapses, are comparable 
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to that of persistent GABAergic boutons. In comparison to small and very mobile 

gephyrin clusters, large cluster were shown to have only little dynamics around their 

location (Hanus et al., 2006). Therefore, pre- and postsynaptic specializations of mature 

GABAergic synapses might have similar baseline dynamics. In fact, recent studies 

furthermore suggest that pre- and postsynaptic GABAergic specializations move in 

concert (Dobie and Craig, 2011; Kuriu et al., 2011). It can be assumed that most persistent 

GABAergic boutons represent bona fide synapses which continuously exchange small 

quantities of synaptic material with their neighbors or other material pools along the 

axonal shaft (Darcy et al., 2006).  

 

11.2 Non-persistent boutons 

Non-persistent boutons were present intermittently during the imaging period 

(Figure 7 B). They were only 1/3 as large as persistent boutons, but their volume was very 

variable (Figure 8 A, B). Furthermore, non-persistent boutons were less likely to co-

localize with synaptic markers. As the likelihood of co-localizing with synaptic markers 

steeply increased for boutons with a minimum lifetime of more than 60 min (i.e. more 

than two time points; Figure 10 B), the group of non-persistent boutons was separated 

into transient and short-lived boutons.  

 

Transient boutons had a lifetime of 60 to 210 min, or three to seven time points, 

respectively. Their average lifetime was 4.86 ± 0.09 time points or ~146 min. In about 50 % 

of them, at least one synaptic marker (VGAT or gephyrin) was detected by means of 

immunohistochemistry (Figure 10 A). The fraction of transient boutons co-localizing with 

one or two synaptic markers was much lower than that of persistent boutons. Therefore, 

the population of transient boutons is unlikely to contain only bona fide synapses. 

Nonetheless, to be classified as transient boutons, they had to occur at the same spot on 

the axon at least three times within four hours. It is unlikely that random transport along 

the axon can account for such a coincidence. Together with the average co-localization of 

transient boutons and synaptic marker proteins, this notion supports two different 

scenarios that transient boutons could represent. On the one hand, transient boutons 

could represent synapses in the stage of assembly or degradation. The formation of new 

synapses requires transport of presynaptic material (e.g. transmitter-filled vesicles) to the 

assembling bouton, conversely, degradation of synapses should be associated with 

transport of presynaptic material away from the decomposing bouton. That bouton 

volume CV is increased in transient boutons compared to persistent boutons (Figure 8 B) 

supports this hypothesis, as assembling or degrading synapses would predict a high CV 
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of bouton volume. On the other hand, transient boutons might represent stop sites of 

presynaptic material along the axon. Such sites have already been demonstrated for 

excitatory axons (Sabo et al., 2006; Antonova et al., 2009). They are the preferred sites for 

synapse formation and might be characterized by the occurrence of a specialized set of 

adhesion molecules (Varoqueaux et al., 2004; Chubykin et al., 2007; Huang and Scheiffele, 

2008; Fu and Huang, 2011). Inhibitory axons are restricted in the sites of synapse 

formation per se: New inhibitory synapses preferentially form at sites where the 

GABAergic axon is in close proximity to the postsynaptic dendrite and the process of 

synapse formation does involve neither axonal nor dendritic protrusions (Wierenga et al., 

2008). The formation of new GABAergic synapses is therefore restricted to these sites on 

the axon. Analogously to the situation in excitatory axons, it seems possible that transport 

entities with presynaptic proteins and synaptic vesicles (STVs, PTVs) stop at these sites. In 

fact, axon-dendrite crossings have been reported to frequently harbor transient 

GABAergic boutons and display a synapse only after a longer time period (Wierenga et 

al., 2008). It has even been reported that stopping transport clusters of synaptic vesicles 

are release competent (Kraszewski et al., 1995; Krueger et al., 2003). A stop site could 

occur as a transient bouton in two-photon imaging of GABAergic axons, as it would 

frequently be occupied by stopping synaptic material, and might even recruit 

postsynaptic material to the nascent site by spontaneous neurotransmitter release. Of 

course, a stop site would ultimately transform into an assembling bouton (see above). It is 

possible that non-synaptic material such as mitochondria also stops at these sites. 

However, that transport of mitochondria is known to be regulated by activity in ways 

opposing the dynamics of GABAergic boutons found here. Non-synaptic material would 

not be recruited to these sites but rather pass through them. Imaging non-synaptic 

material stopping at these sites for three or more times within four hours would be 

unlikely. Rather, such material would vary more with respect to its location. Therefore, 

synaptic material is most likely to occupy these stop sites.  

In summary, the data presented here argue for transient boutons representing 

either synapses in the process of formation or degradation or stop-sites for synaptic 

material along the axon, which possibly occur in GABAergic axons, as well.  

 

Short-lived boutons showed a trend to be slightly smaller than transient 

boutons, however, this difference was not significant (Figure 8 A). Furthermore, they were 

much less likely to co-localize with pre- or postsynaptic markers (only 12.5 % of them 

contained VGAT or gephyrin; Figure 10 A) than their longer-lived, “transient” 

counterparts.  
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Short-lived boutons are unlikely to represent mature GABAergic synapses for 

two main reasons. First, short-lived boutons hardly co-localized with pre- or postsynaptic 

marker proteins. The inability to detect a positive immmunohistochemical signal for pre- 

and postsynaptic proteins in short-lived boutons was most likely not due to their small 

overall size and therefore the likelihood of a positive fluorescence signal below the 

detection limit. It was confirmed that persistent or transient boutons with a size 

comparable to that of short-lived boutons could be co-localized with a fluorescence signal 

for VGAT or gephyrin. Second, the lifetime of a short-lived bouton would not be sufficient 

for synapse formation. Several studies suggest that synapse formation takes at least a few 

hours (Friedman et al., 2000; McAllister, 2007; Wierenga et al., 2008; Owald and Sigrist, 

2009).  

Short-lived boutons probably represent other axonal processes, such as (1) the 

initial phase of synapse formation with a transient bouton appearing at a future synaptic 

location, (2) nascent synaptic contacts with a non-target cell, which for this reason are not 

maintained, or (3) the transport of large amounts of material along the axon. Such 

material could include presynaptic transport clusters of presynaptic material (STVs and 

PTVs), mitochondria, or other cellular material (Goldstein et al., 2008). Given the low 

probability of synaptic marker association with short-lived boutons, the first two 

alternatives seem unlikely, as even nascent contacts which only probe a potential location 

would already co-localize with synaptic markers to a certain degree. Consequently, short-

lived boutons probably reflect the transport of material along the axon. As the dynamics 

of mitochondria are at odds with the dynamics of short-term boutons following 

manipulations of network activity (Cai and Sheng, 2009; Ohno et al., 2011), short-lived 

boutons probably reflect transport of synaptic or other cellular material.  

 

11.3 Synapse formation on GABAergic axons 

The formation of GABAergic synapses is an important process both in 

developing and mature neural tissues. However, the precise sequence of events leading to 

the formation of a GABAergic synapse is still unclear. Data collected here from VGAT and 

gephyrin staining of hippocampal slice cultures present the opportunity to investigate 

some aspects of GABAergic synapse formation. Owing to the accumulation of synaptic 

material, newly forming synapses are expected to grow. Degrading synapses on the other 

hand would be expected to shrink due to the loss of synaptic material. Interestingly, the 

growing and shrinking behavior of persistent boutons varied dependent on their synaptic 

marker content: boutons co-localizing with VGAT alone contained the largest fraction of 

growing boutons, and they also showed the strongest growth (Figure 12 B, C). Boutons 
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co-localizing with gephyrin alone however, contained the largest fraction of shrinking 

boutons and furthermore showed the strongest shrinking overall (Figure 12 B, C). In 

boutons co-localizing with both VGAT and gephyrin together, volume changes were 

smaller and balanced over the population, suggesting that these boutons are mature 

synapses in a state of equilibrium. Boutons co-localizing with only one synaptic marker 

are less likely to represent mature boutons (Gray et al., 2006; Holtmaat and Svoboda, 

2009). It is more likely that these boutons are in the state of assembly or degradation, 

where they do not contain all the material that usually defines bona fide synapses.  

 

 

 

The data presented here suggest that boutons co-localizing with VGAT alone 

rather grow, while those that co-localize with gephyrin alone rather shrink. This is 

consistent with the idea that newly forming and therefore growing boutons acquire 

VGAT first, while those that begin to degrade and therefore shrink have lost VGAT before 

they will lose gephyrin, consequently they co-localize with gephyrin alone (Figure 29). 

The hypothesis that assembling synapses acquire presynaptic markers before 

postsynaptic ones is in line with other reports on inhibitory and excitatory synapse 

formation (Friedman et al., 2000; Wierenga et al., 2008; Dobie and Craig, 2011).  
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11.4 Clustering of structural dynamics along GABAergic axons 

Several recent studies suggest that synaptic plasticity does not occur in a 

spatially random fashion, but that it is clustered, probably due to the clustering of similar 

inputs (Kleindienst et al., 2011; Fu et al., 2012). Therefore, a computer simulation was 

conducted to reveal similar phenomena in GABAergic axons. Interestingly, persistent and 

non-persistent boutons that are described here seemed not to be clustered along the 

axons. Rather, they seemed to avoid too close proximity to boutons from the same 

category (Figures 23-26).  

One possible explanation for this phenomenon is that new presynaptic boutons 

can be generated by splitting off pre-existing, larger boutons or that they can get lost by 

merging with neighboring boutons. These pre-existing boutons have been described to be 

rather large, therefore it is reasonable to assume that they would appear as persistent 

boutons in this study (Krueger et al., 2003; McAllister, 2007; Dobie and Craig, 2011). If 

these processes would dominate over other processes of synapse formation and 

degradation, persistent boutons would be expected to be interspersed with non-persistent 

boutons. However, analyzing splitting and merging events in the dataset used here 

suggested that bouton assembly and degradation mostly occur without the involvement 

of splitting and merging processes (Figure 8 C). 

Another possibility is that axonal resources for bouton dynamics (such as motor 

proteins, plasticity signals or tags that attract transport packets, etc.) are scarce along the 

axon. Local competition for such resources would then prohibit the spatial clustering of 

non-persistent boutons. The analyses performed here suggest that competition would 

restrict non-persistent bouton clustering within a range of up to two µm (Figure 26 C). 

Clustering within intermediate distances of ~ 2-8 µm was actually more likely to occur in 

the experimental data. These data would suggest an extremely local competition whose 

spatial scale does not exceed 1-2 µm. Competition hindering the clustering of plasticity at 

this scale has not been reported in recent literature, dynamics structures rather seem to be 

clustered at this spatial scale (Fu et al., 2012). Furthermore, known plasticity signals seem 

to be able to spread over tens of micrometers or more, also arguing against the restriction 

of plasticity clustering at very small spatial scales (Frey and Morris, 1997; Govindarajan et 

al., 2011). Nonetheless, a recent study has demonstrated that dynamic dendritic spines do 

not cluster with each other, but rather with dynamic inhibitory synapses (Chen et al., 

2012). Such an avoidance of structures from the same category would be in line with the 

data presented in this study. Of course, all the data referred to above were recorded in 

different systems than GABAergic axons in hippocampal slice cultures. It should 
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therefore not be excluded that a clustering of axonal dynamics occurs at exactly the 

limited spatial scale that is described here.  

Finally, it is also possible that the non-clustering of bouton types along the axon 

is caused by an artifact of the simulation. While the simulation includes bouton numbers 

and positions, it does not take into account the spatial extent of boutons. As data from this 

thesis demonstrates, persistent boutons are about three times as large as non-persistent 

boutons, so if boutons were assumed to be perfect spheres, the diameter of persistent 

boutons would be about 1.44 times as wide as that of non-persistent boutons. This 

difference in the spatial extent of boutons is not accounted for in the simulated data. 

Therefore, it is possible that in the simulated data spatially close positions along the axon 

are assigned to two boutons that would overlap if their spatial extent was taken into 

account. Such a scenario could not exist in the experimental data. It would appear as one 

bouton due to the resolution limit of light microscopy (Figure 30). Consequently, the 

simulation does so far not perfectly mirror the real data.  
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In summary, analysis of clustering revealed that very close proximity or direct 

neighborhood between boutons with similar dynamics occurred with a lower probability 

in experimental data. This interpretation is partially supported by previous data. 

Nonetheless, the data presented here could be refined by including the spatial extent of 

GABAergic boutons in the simulation.  
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12. Structural plasticity of GABAergic boutons 

Few studies have analyzed the structural dynamics of GABAergic axons or 

synapses. While Dobie and Craig have described the dynamics of pre- and postsynaptic 

proteins under control conditions (Dobie and Craig, 2011), Kuriu and colleagues have 

investigated the effect of 48 h TTX treatment on the dynamics of GABAergic synapses 

(Kuriu et al., 2011). The study presented here extends previous data by establishing 

between three different axonal structures and by analyzing the likelihood of these 

structures to represent synapses. Furthermore, this study provides data on the regulation 

of these structures by both enhanced and reduced network activity. Most importantly, 

data presented in this thesis attempts to unveil mechanisms of structural GABAergic 

plasticity immediately after the onset of activity manipulations. Axonal dynamics have so 

far not been investigated at this timescale. Nonetheless, the data might provide important 

insights about the mechanisms through which interneurons re-wire their synaptic 

connections in the face of changing network activity.  

Only axons which are labeled with GFP in GAD65-GFP mice were analyzed. 

These axons represent a diverse population (Wierenga et al., 2010) of axons contacting 

different target cells and having different molecular and functional characteristics 

(Klausberger and Somogyi, 2008). It is possible that some axons express different 

plasticity mechanisms than others. Due to this fact, some plasticity mechanisms might be 

occluded in this dataset. In the future, labeling of single interneuron populations could be 

used to uncover plasticity mechanisms of more confined populations of interneurons 

(Taniguchi et al., 2011).   

 

12.1 Structural dynamics of GABAergic axons are affected by acute (4 h) 

manipulations of network activity 

This study demonstrates that the structural dynamics of GABAergic axons are 

rapidly affected by changes in overall network activity. Interestingly, different 

manipulations of network activity affected very specific aspects of these dynamics.  

Reducing network activity with TTX distinctively reduced transient and short-

lived boutons while leaving persistent boutons unaffected (Figure 13 B). In accordance 

with the interpretation of transient bouton function, this suggests that reducing network 

activity decreases the occupation or density of potential synaptic sites (i.e. stop sites for 

synaptic material), as well as the formation and degradation of GABAergic synapses. The 

invariability of persistent bouton density suggests that established synaptic sites are 

maintained following the reduction of network activity. Furthermore, the CV of persistent 
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bouton volume was decreased during this treatment (Figure 14 D, Figure 15). Therefore, 

also material transport into and out of GABAergic boutons was reduced by acute TTX 

treatment. This idea is also supported by the reduction of short-lived boutons. 

Interestingly, a similar phenomenon has already been described for excitatory synapses: 

analyses of PSD-95 puncta revealed that individual puncta change their size over time. 

Following the addition of TTX, however, this relative remodeling slowed down (Minerbi 

et al., 2009), suggesting a reduced amount of material transport into and out of these 

synaptic structures. The decrease in material transport goes hand in hand with the 

decreased occupation or density of synaptic sites. An overall decrease in the transport of 

synaptic material would entail both phenomena.  

Conversely, enhancing network activity with 4-AP mainly reduced the density 

of persistent boutons. The density of short-lived boutons tended to be increased following 

4-AP treatment (Figure 13 C). Interestingly, 4-AP treatment specifically increased the 

volume of large persistent boutons (Figure 14 C). This finding suggests that despite the 

general loss of persistent boutons, an already strong – and consequently large – subset of 

persistent boutons is strengthened even further (i. e. grows). Intriguingly, the extent of 

bouton growth seemed to be correlated with bouton size, such that the largest boutons 

grew most strongly. Such a behavior would be consistent with the idea of homeostatic 

scaling (Turrigiano et al., 1998), where the strength of an entire population of synapses is 

changed as a function of their initial strength. This way, individual synaptic weights and 

the information stored through them are preserved. The mechanism of scaling found here 

was slightly different from that found by Turrigiano and colleagues: While Turrigiano 

and colleagues reported a multiplicative scaling by the same factor (Turrigiano et al., 

1998), this study reports a scaling of large volumes by multiplication with a continuously 

increasing factor (Figure 15). This discrepancy could be explained by different measures 

analyzed (mEPSC amplitudes versus bouton volumes) or different experimental systems 

used. Although homeostatic scaling was typically reported to occur at timescales of many 

hours to days, shorter timescales like those investigated here were reported as well 

(Hartmann et al., 2008). Other persistent boutons were destabilized and probably fell prey 

to enhanced competition for limited (presynaptic) resources (Govindarajan et al., 2011; 

Ratnayaka et al., 2012). The data presented here is in line with previous data from 

excitatory neurons, reporting an enhanced mobility of presynaptic components following 

increased neuronal activity (Tsuriel et al., 2006; Frischknecht et al., 2008). The idea of 

enhanced trafficking of GABAergic presynaptic material is furthermore supported by the 

slight increase of short-lived boutons and the increase in persistent bouton volume CV 

(Figure 14 D). As opposed to the data on presynaptic components presented here, some 
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studies demonstrate that the mobility of postsynaptic components is rather decreased by 

enhanced neuronal activity (Okabe et al., 2001; Hanus et al., 2006; Ehlers et al., 2007). 

Therefore, enhanced activity might regulate the dynamics of pre- and postsynaptic 

components differently.  

Overall, acute treatment with 4-AP seemed to induce two phenomena of 

structural plasticity on GABAergic axons. First of all, a population of large presynaptic 

boutons was subjected to homeostatic scaling, increasing their size in a size-dependent 

manner. Second, material transport along the GABAergic axon was increased while 

persistent boutons were de-stabilized, this probably reflects enhanced competition for 

presynaptic resources by the GABAergic boutons.  

It should be emphasized that TTX and 4-AP did not have directly opposing 

effects on the structural dynamics of GABAergic boutons. While TTX treatment mostly 

affected the exploration of new synaptic sites, 4-AP rather changed material transport 

along the axon. Of course, TTX and 4-AP also do not modify the same facet of neuronal 

activity: while TTX treatment prevents action potential generation, 4-AP broadens the 

repolarizing phase of the action potential, thereby keeping the action potential threshold 

low and allowing for burst firing. Therefore, it might not be surprising that the two 

treatments also affect different aspects of GABAergic bouton dynamics.  

 

12.2 GABAA receptor activation is required for high-activity induced changes 

in GABAergic bouton dynamics  

A surprising finding of this study was the interconnection of enhanced 

structural dynamics of GABAergic axons and the activation of GABAA receptors (Figure 

19). This suggests that a rapid increase in neuronal activity and consequently GABA 

release could be sensed by the activation of GABAA receptors, which would then increase 

structural dynamics of the axon via as yet unknown downstream mechanisms. GABAA 

receptors are known as ionotropic receptors. No downstream signaling has been reported 

for them. Also chloride – the ion chiefly passed by GABAA receptors – is not known to be 

a second messenger like for instance calcium ions can be. Despite this lack of data 

supporting any other role for GABAA receptors than passing chloride ions, GABAA 

receptor activation has been suggested to be involved in the formation and/or maturation 

of GABAergic synapses “through as yet unknown structural or signaling mechanisms” 

(Huang and Scheiffele, 2008). In development, addition of the GABAA receptor antagonist 

bicuculline has been shown to halt normal maturation of GABAergic development (i.e. 

the developmental switch from excitatory to inhibitory function (Ganguly et al., 2001; 

Leitch et al., 2005). However, downstream signaling might be different in such 
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experimental conditions due to the depolarizing action of GABA in development (Chen et 

al., 1996; Owens et al., 1996; Rivera et al., 1999).  

In addition to their typical postsynaptic location, GABAA receptors can also 

occur at presynaptic sites in various brain regions, e.g. the hippocampus and the 

cerebellum (Vautrin et al., 1994; Pouzat and Marty, 1999; Kullmann et al., 2005; Draguhn 

et al., 2008). Activation of presynaptic GABAA receptors in the hippocampus has been 

reported to reduce transmitter release and thus act as a negative feedback mechanism 

upon GABA release (Axmacher et al., 2004). One could speculate that activation of these 

presynaptic GABAA receptors does not only regulate GABA release during fast repetitive 

spiking patterns (Draguhn et al., 2008), but also serves as a detector for the level of GABA 

release from a given interneuron or even synapse. Such a detector could then induce 

downstream signaling cascades that ultimately would increase dynamics of presynaptic 

material. This mechanism would explain why the application of bicuculline disrupted the 

structural plasticity phenomena induced by acute 4-AP treatment.  

Another possible scenario explaining the role of GABAA receptors in structural 

plasticity of GABAergic axons can be derived from the interactions of GABAA receptors 

with other neurotransmitter systems. It has been shown that GABAA receptor activation 

interferes with dopamine signaling through D2 and D5 receptors (Perez de la Mora et al., 

1997; Liu et al., 2000). In both cases, the activation of GABAA receptors hampered the 

effect induced by dopamine (e. g. cAMP generation (Liu et al., 2000)). In theory, similar 

interactions of GABAA receptors and other neuronal signaling systems could underlie the 

observed increase in presynaptic transport processes. The blockade of GABAA receptors 

would hamper normal signaling of these hypothetical pathways.  

Although GABAA receptor activation seems to be required for the 4-AP induced 

effect described here, GABAA receptor activation alone was not sufficient for an increase 

the structural dynamics of GABAergic axons (Figure 22). In fact, muscimol application 

rather showed a trend towards decreasing structural dynamics on GABAergic axons. Of 

course, muscimol, being an agonist of GABAA receptors (Johnston et al., 1968; Brehm et 

al., 1972; Giotti et al., 1983), will reduce neuronal activity by enhancing inhibition. 

Therefore, it seems likely that the combination of enhanced neuronal activity and GABAA 

receptor activation go hand in hand to increase structural dynamics of GABAergic axons. 

The precise role of GABAA receptor activation in this process remains elusive and will 

require further investigations.  
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12.3 Long-term manipulations of network activity 

Many studies both in vivo and in vitro suggest that long-term manipulations of 

network activity can change the density of inhibitory synapses (Marty et al., 2004; Chen et 

al., 2011; Keck et al., 2011; van Versendaal et al., 2012). It is possible, that acute changes in 

GABAergic bouton dynamics, as observed in this study, will ultimately result in changes 

in inhibitory bouton density. Indeed, changes in the transport of synaptic material and/or 

the exploration of potential synaptic sites might be able to lay the groundwork for the 

formation of new or the degradation of old synapses.  

Nonetheless, the data presented here do not reveal differences in bouton 

density following a longer manipulation of neuronal activity (Figures 16, 18). Remarkably, 

also bouton dynamics, which were affected within the first hours after the start of the 

activity manipulations, were not altered after the slice had been kept in the activity 

altering solution for several days. Two scenarios could explain these data.  

Especially specific learning paradigms, such as motor learning tasks, seem to 

induce a remodeling of existing synapses rather than an overall increase in synapse 

density (Xu et al., 2009; Yang et al., 2009; Caroni et al., 2012). Such re-wiring of synaptic 

connections might be employed by the experimental system used here. It is possible, that 

these re-arrangements – represented as changes in GABAergic bouton turnover – might 

be completed before the long-term imaging starts (at least 48 h after the start of the 

activity manipulation). Therefore, no changes in bouton density or structural bouton 

dynamics were detected with two-photon imaging of GABAergic axons.  

Of course, it is also possible that the combinations of activity manipulations and 

experimental system used here do not change GABAergic synapses over a timescale of 48 

h to seven days. However, it seems more plausible, that although the activity 

manipulations do not change the density of GABAergic boutons, they affected synaptic 

strength by other means. In fact, several other in vitro studies did not report changes in 

GABAergic bouton density following prolonged manipulations of network activity 

(Rutherford et al., 1997; Kilman et al., 2002; Hartman et al., 2006; Swanwick et al., 2006; 

Kuriu et al., 2011; Rannals and Kapur, 2011). The alterations that were detected in these 

studies encompassed changes in both pre- and postsynaptic markers of inhibitory 

synapses, including GABAA receptors, GABA, GAD65 and the size of presynaptic 

varicosities, and suggested alterations of presynaptic vesicle filling (Kilman et al., 2002; 

Hartman et al., 2006; Swanwick et al., 2006), and postsynaptic receptor density (Kilman et 

al., 2002; Swanwick et al., 2006; Rannals and Kapur, 2011). These effects could occur 

without changes in the size of presynaptic varicosities, and therefore would have gone 

unnoticed in the current study.  
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In contrast to the present study, Kuriu and colleagues detected a decrease in the 

volume of presynaptic varicosities along inhibitory axons following 48 h treatment with 1 

µM TTX (Kuriu et al., 2011). Following 48 h manipulations of activity, the present study 

failed to detect a difference in GABAergic bouton volumes between treated slice cultures 

and untreated controls. This apparent discrepancy could be explained by the different 

experimental systems used (dissociated cell cultures vs. organotypic hippocampal slice 

cultures). A slice culture maintains many features of neuronal development and tissue 

architecture that are found in vivo. Furthermore, the tissue might represent a diffusion 

barrier for soluble factors such as BDNF or TNFα, and enable their proper signaling in 

slice cultures compared to dissociated cells.  

In summary, the data presented here support the view that short-term changes 

in structural dynamics of GABAergic axons precede long-term alterations of synapse 

function. These alterations seem not to be expressed by structural means, but might 

encompass variations in synaptic function that do not lead to changes in the structure of 

GABAergic axons.  

 

12.4 Spatial scale of structural plasticity of GABAergic axons 

Although plasticity of GABAergic synapses in various paradigms is now a well-

accepted fact, the spatial scale at which these mechanisms work is still a matter of debate. 

GABAergic plasticity has been reported to critically rely on network activity levels in the 

entire neuronal network (Burrone et al., 2002; Hartman et al., 2006), as well as to be 

regulated on  a cellular level (Chattopadhyaya et al., 2007; Peng et al., 2010) or even on 

individual dendritic branches (Liu, 2004). While a network-wide plasticity mechanism is 

believed to employ diffusible factors or intracellular molecules as plasticity-inducing 

signals (Rutherford et al., 1997; Brunig et al., 2001; Beattie et al., 2002; Stellwagen and 

Malenka, 2006; Swanwick et al., 2006), more localized plasticity mechanisms could be 

induced by additional signals, including trans-synaptic signaling and adhesion molecules 

or local intracellular signals (Sutton et al., 2006; Hou et al., 2008; Ibata et al., 2008; 

Turrigiano, 2008).  

To investigate the spatial scale of the specific plasticity mechanisms discovered 

in this study, a fraction of the slice culture was manipulated using an adapted local 

superfusion technique (Veselovsky et al., 1996). If activity reduction was confined to the 

superfused fraction of the slice culture, axons within the superfusion spot still exhibited 

less structural dynamics than their non-manipulated neighbors in the slice culture (Figure 

27 B, C). This observation is consistent with the effect of activity reduction in the entire 

slice culture. Furthermore, it suggests that also more localized alterations of network 
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activity have the ability to evoke structural plasticity of GABAergic synapses. 

Notwithstanding, the paradigm used here affects a continuous block of neuronal tissue, 

where even the signaling via diffusible factors might still be intact. Therefore, future 

studies will need to include the manipulation of individual cells and even subcellular 

compartments to truly assess the spatial scale of this form of GABAergic plasticity. The 

present study has established a method for biolistic transfection of individual cells in 

hippocampal slice cultures, and set the groundwork for further experiments on a single-

cell level (Figure 28).  
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13. Conclusion 

In summary, the experimental work performed for this thesis yields three main 

findings on the subject of structural dynamics and plasticity of GABAergic axons: 

(1) The data presented here demonstrate different populations of presynaptic 

boutons on GABAergic axons. Most persistent boutons are suggested to represent bona 

fide GABAergic synapses. Transient boutons could constitute both prospective sites for 

synapse formation as well as assembling or degrading synapses. Short-lived boutons 

probably reflect transport events along the GABAergic axon. Boutons with the same 

dynamics were found not to cluster on the axon.  

(2) Reduction of neuronal activity in the network reduces the structural 

dynamics of GABAergic axons, mostly by reducing the exploration of prospective 

synaptic sites and synapse assembly/degradation. However, this reaction is not translated 

into changes in bouton density over the course of several days, suggesting that rather the 

connectivity and/or strength of inhibitory synapses are changed in response to large-scale, 

long-term manipulation of neuronal activity.  

(3) Enhancing neuronal activity in the network increased structural dynamics of 

GABAergic axons, mostly facilitating material exchange and competition for axonal 

resources. Interestingly, this effect required the activation of GABAA receptors, suggesting 

a novel role in signaling for these receptors.  

  



116 

 

  



117 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Outlook 

 

Plasticity of both excitatory and inhibitory synapses is crucial for balancing the 

activity level in a neuronal network. The importance of this balance of excitation and 

inhibition is highlighted by the severe neurological phenotypes that can arise from 

disturbing it (Yizhar et al., 2011; Chattopadhyaya and Cristo, 2012). Understanding both 

excitatory and inhibitory plasticity mechanisms that contribute to the balance of excitation 

and inhibition will ultimately allow for better therapies of neurological disorders like 

autism and schizophrenia.  

The aim of this thesis was to shed light on the structural characteristics and 

plasticity mechanisms of inhibitory, GABAergic synapses to contribute to filling the gap 

of knowledge between excitatory and inhibitory synaptic plasticity. Different types of 

GABAergic boutons were described on the axon, the majority of which likely represented 

mature synapses. Baseline structural dynamics were expressed as bouton turnover, the 

density of different bouton categories, or variations in bouton volumes. These dynamics 

were found to be affected by network-wide activity manipulations within a few hours. 

Interestingly, high-activity induced structural plasticity was found to critically depend on 



118 

 

the activation of GABAA receptors. Long-term (48 h to 7 d) activity manipulations did 

affect neither the density nor the dynamics of GABAergic boutons, suggesting that other 

than structural mechanisms are employed to deal with GABAergic plasticity after such 

periods. Data presented in this thesis set the groundwork for further experiments in at 

least two different directions.  

First, the established experimental setup will allow for the investigation of the 

molecular mechanisms underlying the observed mechanisms of structural GABAergic 

plasticity. Diffusible factors such as BDNF or TNFα have been implemented in various 

plasticity paradigms, also at inhibitory synapses. Subjecting hippocampal slice cultures to 

the activity manipulations described here, while blocking different signaling cascades 

activated by BDNF or TNFα would be an obvious first step to determining the molecular 

mechanisms underlying structural GABAergic plasticity. Furthermore, the intriguing role 

of GABAA receptors in these paradigms should be investigated. As discussed above, 

possible explanations for the involvement of GABAA receptors in structural dynamics of 

GABAergic axons could be signaling induced by the presynaptic population of GABAA 

receptors or the interaction of GABAA receptors with other signaling systems. By 

knocking out the expression of GABAA receptors in either individual GABAergic 

interneurons or candidate signaling systems while enhancing neuronal activity with 4-AP 

could shed light on these questions, respectively.  

Second, the work presented in this thesis has already set the groundwork for 

investigating the spatial scale of the structural plasticity of GABAergic synapses. Using 

single-cell transfection with light-gated ion channels and fluorescent marker proteins will 

enable the analysis of structural GABAergic plasticity following manipulations at the 

single cell level. Also, the manipulation of individual interneurons is plausible. It will be 

important to determine the spatial scale on which the observed structural plasticity of 

GABAergic synapses operates. This knowledge could furthermore help to determine the 

molecular and cellular mechanisms that evoke this form of plasticity.  
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