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1993 ACTA UNTVERSITATIS CAROLINAE-MATHEMATICA ET PHYSICA VOL. 34. NO. 2 

One Dimensional Dynamics and Factors of Finite Automata 

RKCJRKA 

Prague*) 

Received 14 April 1993 

We argue that simple dynamical systems are factors of finite automata, regarded as dynamical 
systems on discontinuum. We show that any homeomorphism of the real interval is of this class. An 
orientation preserving homeomorphism of the circle is a factor of a finite automaton iff its rotation 
number is rational. Any s-unimodal system on the real interval, whose kneading sequence is either 
periodic odd or preperiodic, is also a factor of a finite automaton, while s-unimodal systems at limits 
of period doubling bifurcations are not. 

1 Introduct ion 

The simplest dynamical systems are characterized by the presence of single fixed 
points, which attract all other points, the typical example being the halving of the 
interval H(x) — x/2. Chaotic systems, on the other hand, keep visiting every 
region of the state space in apparently chaotic manner, the simplest example being 
the doubling of the circle D(x) — 2x mod 1. Nevertheless, the latter system does 
not seem to be more complex, and can be regarded as a dual, of the former. Indeed 
if x = 0. x0xxx2 ... is a binary expansion of x e [0,1], then H(x) = 0 . 0 ; ^ ..., 
while D(x) = O . * ^ . . . . It turns out that both systems are factors of finite 
automata regarded as dynamical systems on discontinuum. The halving of the 
interval writes zero to the output tape, while the doubling of the circle reads a digit 
from the input tape. 

These considerations lead to a complexity classification of dynamical systems. 
According to a generalized Alexandrov Theorem, every dynamical system on a 
compact metric space is a factor of some dynamical system on discontinuum (see 
Balcar and Simon [1] for a proof). Every type of automata studied in computer 
science can be regarded as a class of dynamical systems on discontinuum. The 
complexity hierarchy ranging from finite automata, stack automata, Turing 
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automata, and cellular automata to neural networks can be transferred to dynami
cal systems on compact metric spaces via factorization. The factors of finite 
automata are at the bottom of this hierarchy. We have shown in [7] that they 
include systems with finite attractors and hyperbolic systems. 

In the present paper we extend and generalize these results. We use a more 
general concept of multitape finite automata with variable advance of their tapes. 
We show that an orientation preserving homeomorphism of the circle is a factor 
of a finite automaton iff its rotation number is rational. We show that any 5-unimo-
dal system on real interval with preperiodic or odd periodic kneading sequence is 
a factor of a finite automaton. To obtain these results we modify the kneading 
theory using the two closed intervals on either side of the critical point instead of 
the open ones. There are multiple itineraries in some cases, and we choose as 
a standard the least one. This modification substantially simplifies the theory, and 
we obtain immediately a homomorphism from itineraries to points. Our approach 
is dual to that of Cruthfield and Young [4], who investigate the regularity of 
languages generated by quadratic systems. 

Finally we prove that the S-unimodal systems with aperiodic kneading sequen
ces, which occur at common limits of period doubling and band merging bifurcati
ons, are not factors of finite automata. Thus we leave open the case of even 
periodic and arbitrary aperiodic kneading sequences. The negative results are 
obtained with the use of a topological property of having chaotic limits. This is 
another simplicity criterion for dynamic systems. The standard Devaney's [5] 
definition reads that a chaotic system is one, which is topologically transitive, 
whose periodic points are dense, and which is sensitive to initial conditions. 
However, Brooks et al. [2] have recently proved, that on infinite metric spaces, the 
first two conditions imply the third. In light of this result it is natural to relax the 
definition of chaotic system to topological transitivity and density of periodic 
points. According to this relaxed definition, finite dynamical systems, which are 
orbits of periodic points, are chaotic too. These considerations provide some 
support for the feeling that chaotic systems are simple too. We define a system with 
chaotic limits as one, whose each point is included in a set, whose c0-limit set is 
chaotic. We show that systems which do not have chaotic limits are not factors of 
finite automata. 

2 System with chaot ic l imits 

Definition 1. A dynamical system (X, f) is a continuous map f: X -*• X of 
a compact metric space X to itself A homomorphism q>:(X,f) -• (Y, g) of 
dynamical systems is a continuous mapping cp: X -* Y such thatgcp = cpf. We say 
that (Y, g) is a factor of (X,f), if cp is a factorization (Le. a surjective map). 
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X — L - > X 

<p 
8 

<P 

Y 

The n-th iteration of/ defined by f(x) = x, f+1(x) = / ( / n(x)). A point x e X 
is periodic with period n > 0, if /*(*) = x and/(x) ^ x for 0 < i < n. A point 
X i. eventu-My period* if there ex*. I ^ 0 , SUC.h that / ( * ) iS peilOd iC. It iS 

preperiodic, if it is eventually periodic but not periodic. It is aperiodic, if it is not 
eventually periodic. 

A subset A S X is invariant, if f(A) £ -4. The c0-limit set of a set A £ A" is 
c0(-4) = f| (J /m(-4). It is easy to see that if A is nonempty, then (o(A) is a 

nonempty, closed, invariant set, so (a)(A),f) is a dynamical system. If 
(o: (X,f) -+ (Y, g) is a homomorphism, then ^^(A) ) = og((p(A)). 

Definition 2. A dynamical system (X, f) is chaotic, if the set of its periodic 
points is dense in X and if for any open nonempty sets U, V £ X there exists 
k > 0 with fk(U)r\V^0 (topological transitivity). The system (X,f) has 
chaotic limits, if for each x e X there exists A £ X, such that x e A and (o(A) is 
chaotic. 

In particular a finite system is chaotic iff it is an orbit of a periodic point, and 
any finite system has chaotic limits. If co(x) is a periodic orbit for each x £ X, then 
(X, f) is a system with chaotic limits. Moreover if X or (o(X) is chaotic, then 
(X, f) has chaotic limits. It is easy to see that a factor of a chaotic dynamical 
system is chaotic, and a factor of a system with chaotic limits has chaotic limits. 

3 Fin i te automata 

Let A be a finite alphabet and IV = {0,1,...} the set on non-negative integers. 
We frequently use alphabet 2 = {0,1}. Denote AN = {u = u0ux...\ut£ A) the set 
of infinite sequences of letters of A, A* the set of finite sequences, and 
A* = A* u AN. Denote \u\ the length of a sequence u e A*~, (0 S \u\ S «*>), and 
/\ the word of zero length so, wf = * for i > \u\. Denote u{i = u0... u^x the 
initial substring of u of length i, and write u i v, if u is an initial substring of v. 
If u e A*, denote U € AN the infinite repetition of u, defined by uklul+i = ut. Define 
a metric QA on ~A* by QA(U, v) = 2~rt, where n = inf {i S 0| 14 ¥> vt}. 

We define the shift a:A*-+A*by a(u) t = ui+1, thus o( .^) = /\. We use also 
inverse shifts. To unify the formalism, suppose that •, # are symbols not occurring 
in A, and define aa: A

N - AN for a e 4̂ u {•, #} by 

o#(u0u1u2...) = uxu2u3... 

a.(u0uxu2...) = u0uxu2... 

aa(u0uxu2...) = au0ux... for a e A 
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An automaton (finite, stack or Turing) is a finite control attached to one or more 
tapes with some rules of access to them. For formal reasons it is simpler to conceive 
an automaton as a finite system of infinite tapes, which interact at their ends. In 
general case these tapes are stacks, so a letter can be either read or written to them. 
Two stacks already can be used to simulate any Turing machine. Finite automata 
possess only input or output tapes, which move in one direction only. 

Definition 3. Let T be a finite set (of tapes) and for each t*T letAt be a finite 
alphabet. Denote Q — [~] At, X = f ] AN

t the state space with a product metric y, 
andn: X -* Qthe proj^Aion definidJby n(u)t -• u^. An automaton with tapes T, 
alphabets At and transition functions ft: Q -* At u {•, #} is a dynamical system 
(X, f) defined by 

fMt-o/«*>&)> u*X, tzT 

We say that t e T is input tape, i/(Vq e Q) (f(q) e {•, #}). We say that t e T is 
an output tape, i/(Vq e Q) (ft(q) ^ ; u {•}). An automaton is a finite automa
ton, if every tape is either input tape or output tape. 

Definition 4. For an automaton (X,f) over T, u £ X, n ^ 0 define the advance 
dt(u, n) of t in n steps by dt(u, 0) — 0, dt(u, 1) — 1 ifftn(u) — #, dt(u, 1) — 0 if 
ftJt(u) = •, dt(u, 1) - - 1 ifftn(u) *At, and dt(u, n +1) - dt(u, 1) + dt(f(u), n) 
for n > 0. Clearly \dt(u, n)\ ^ n. 

Theorem 1. Any finite automoton has chaotic limits. 

Proot Let (X, f) be a finite automaton and u e X. Denote Qb "• 
- [q e QI(Vm) (3* S. m) (jtf n(w) - q)}, Tin = [t e T \(lq e Q0) (ft(q) - #)}, 
Tout - {t e T | (3q e Q0) (ft(q) e A)}, T.= T-Tin- Tout. Since (X, f) 
is a finite automaton, Tin n Tout = 0. Let / be the first integer, such that 
(\/n ^ f) (nfn(w) e Qo) and denote 

y - [u e X | (Vi) (*/'(«) e Qo) & (Vt e T.) (Vi) (W, - />(„),)}. 

Then y is a closed invariant set. Let p be the least integer, for which there exists 
z*Y with [nf(z) \ i < p} - Q0 and jr/^z) - JT(Z). Denote 

W - {« € y | (V? e Qo) (V* > 0) (|{i < ftp | nf\u) - «}| £ fc/2)} 

(here |i4| means the number of elements of A). We shall prove in the following 
lemmas that co(W u {H>}) is chaotic. 

Lemma 1. Let u* Y and let for all k there exist n, m, and v e Y, such that 
Q(fn(v), u) S 2"*, (Vt e Tout) (dt(v, n) S - *), and(Vt e Tin) (dt(f

n(v), m) * k). 
Then we o)(W). 
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Proof. Let z - 7 be such that {nf(z)\i < p) — Q0, n(z) -• Jt(v), and 
(Vi) (jrp+/(z) — nf\z)). Let r>/i + m + p b e a n integer divisible by p. There 
exists 5 - y satisfying n(s) •• jr(t>), and for all t e 7]n 

•s^ — ztfi for 1 S / i A • d,(z, r) 

st,a+i ~ vt,i f° r 1 -S i S 6 - d,(v, n + m) 

s,,fl+*+i - z,f,+l for 1 ^ i, where jzfn+m(v) - ;!T/'(z) 

Then 5 e W, /*(*)„ - vti for all 1 £ d,(v, n+m), t e Tfa, and e(/r+n(5),/"(v)) ^ 2"*, 
so g(fr+n(s), u) £ 2"k, and therefore w e w(W). 

Lemma 2. co(W u {w}) — c0(W). 

Proof. It suffices to show w(w) £ c0(W). Let w e c0(w) and fc > 0. We have 
/y(n>) e y and there exist n, m, such that dt(f

i(w), n) ^ —A: for all te T0M„ 
e(/y+"(w), ") -S 2~k, and d,(/y+n(w)> m) ^ k. By Lemma 1, w e c0(W). 

Lemma 3. Periodic points are dense in co(W). 

Proof. Let U £ AT be an open set, and £/ n G>( W) ^ 0. There exists u e f/ and 
Jfc such that w € Q(w) n <y( W) £ £/ n c0(W), where Q(«) - {v e Z | w,* - v{k) 
is a cylinder around u. There exist m and v £ W such that g(fm(v), u) ^ 2""*, and 
|d,(v, m)\ £ fc for all t e 7]n u T0M,. There exists r > m + f c a n d ^ e y such that 
jr(,s) — JT(V), and 

,̂1 ™ vt,i f° r *€ Tin, 1 ^ 1 ^ d,(t>, m) + fc 

{ ^ / f ( 5 ) | / < r } - Q 0 

jr/f(s) - n(v), 

St,a+i - *u for ' 6 ^ 1 S 4 fl - d,(5, r) 

stti = fr(s)tti for terow, 

Then s € Y, / ( j ) - s, \dt(s, r)\ * k for t e 7;n u Tout, and <?(/"(*)> u) £ 2"k. 
By Lemma 1, s e <0(W). 

Lemma 4. <o(W) is topologically transitive. 

Proof. Let U, U' £ X be open sets, u e Ck(u) n <*>(W) £ £/ n cy(W), 
w' e Ck(u') n c0(W) £ IF o c0(W). There exist m, m' and v, t/ e W with 
e(/m(v), u) ^ 2~*, e(/m'(i/)> w') ^ 2"*, \dt(v, m)\ * k, \dt(V, m')\ £ k for all 
f e Tfc u TOM,. There exist r > m + k, / > r + m ' + f c a n d ^ 7 such that 

s u — vti for t e Tin, 1 ^ j ^ d,(t>, m) + fc 

;r/r(-0 - ^ ( ^ 
*,,«+/ - << f o r ' € Tin> 1 -S i -S d,(t/, m') + k, a = J,(5, r) 

{ w / ' ( 5 ) | i < / } - e 0 

JT /^^ ) - JT(V), 
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**.+. = -u for / e Tin, l S i , 6 = d,(5, / ) 

* « • / ' ( » ) » ( for '«-".«. 

Then /m(s) e I/, /+m'(s) e v, and by Lemma 1, s e w(W). 

4 Homeomorphisms 

Lemma 5. Letg: I — I bean increasing continuous function on a compact real 
interval I, whose only fixed point is one of the endpoints of I. Then (I, g) is a factor 
of(2N,o0). 

Proof. Let / = [a, b], g(a) -= a, g(b) < b (the dual case g(b) = b is similar). 
For k 2s 0 denote Ik - [gk+1(b), gk(b)], Xk = {« e 2W|«,»+, = 0*1}. For « e Z0 

oo 

define cp(u) = g(6) + (6 - g(6)) £ w^"''. For ^ 4 fc > 0 define cp(u) = 

= gkq>ok(u)9 q)(0) «• a. Then cp: (2N
9 o0) -* (/, g) is a factorization. 

Lemma 6. Let (X9 f) be a two tape finite automaton defined by f(u9 v) — 
= (o#(u)9 omax(U(hVQ)(v)). Let g: I -* / be an increasing continuous function on a 
compact real interval /, whose only fixed points are the two endpoints of I. Then 
(/, g) is a factor of(X9f). 

Proof. Let / — [a9 b] and pick some c e (a9 b). Suppose f(c) > c (the dual 
case f(c) < c is similar). For k* Z denote Ik = [gk(c)9 g

k+1(c)]. There exist 
closed sets 

*-oo - {(«, v) e * | v0 - 0 & (Vi & 0) («, - 0)} 

Z* - {(u9 u) e ^ | v0 - 0 & min {i i 01 ii, - 1} - -ik}, ^ 0 

Z* - {(a, v) € JT |min {i S 0 | v, - 0} - A:}, Jfc > 0 

* „ - { ( H ^ e J T K V i i O X t ; , - ! ) } ' 

For k e Z define a projection nk:Xk-+ 2N by %(«, v) — a J(t>) if fc IS 0, and 
^*(w, v) = a0""^) if fc -S 0. Then 7tk+lf(u9 v) — w^w, v) for (w, t>) € AT*. Let 
xp: 2N -* /0 be a factorization. Define <p(w, v) — ffxl>nk(u9 v) for (w, v) e A'*, 
<p(w, v) = a for (w, t>) e X-*, and <p(w, i>) — b for (w, v) € I w , Then 
9?: (-Y,/) -+ (/, g) is a factorization. 

Proposition 1. Letg: I -* I be a non-decreasing continuous map on a compact 
real interval I. Then (/, g) is a factor of a finite automaton. 

Proof. Define a finite automaton (X, h)9 where Z = 2iVX2iVX2iVX 2N
9 and 

h(y9 u9 v9 w) — (a 0(y)9f(u9 v)9 w)9 where/is the finite automaton from Lemma 6. 
We shall prove that (/, g) is a factor of (X9 h). Denote F = {x € /|g(*) — *} 
the set of fixed points. F is closed, therefore / — F — (J -4* is a finite or 

*єX 
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countable union of open intervals Ak = (ak, bk). Define ft: 2N -+ I by 
CO 

fl(w) = a + (b — a) Y ut2~i+1
9 where / = [a, b]. Each &_1(-4^) contains a cy-

i -0 

Under Ck g 2N. Let < be a lexicographic ordering on 2N. Denote K0 = 
= {k e K | g(a*) - fljk> g(b*) = bk). If fc * K0, let ^ : (2", a 0)_- (Tk, g) be a fac
torization from Lemma 5. If k e Ko, let ^ : (2N X 2N, f) - (.4*, g) be a factoriza
tion from Lemma 6. Define 9?: (.X, A) -* (/, g) by 

<K.V- w> v> w ) = * (w ) tf * (w ) G -̂  
<p(y, u,v,w) = ak if fl(w) e .A*, and (V* e Cfc) (w < x) 

cp(y, u,v,w) = bk if fl(w) e ^ and (VJC e C*) (x < w) 

cp(y, u, v, w) = ipk(y) if we C ,̂ and ki K0 

cp(y, u, v, w) = tpk(u, v) if we Ck, and k £ K0 

Theorem 2. Any homeomorphism of a real interval into itself is a factor of 
a finite automaton. 

Proof. If g: / -* / is increasing, then it is a factor of finite automaton by 
Proposition 1. If it is decreasing, then g2: / -* / i s increasing and therefore there 
is a factorization xp: (X,f) -+ (I, g2), and (X,f) is a finite automaton. We add 
to this automaton an output tape with alphabet 2 and define h(u9 Ov) = (u9lOv), 
h(u, lv) = (f(u), 01 v) (u e X, v e 2*). Then / i : Z X 2 - * Z X 2 i s a finite auto
maton. Define <p(w,Ov) = V(w)> a n d <p(u, lv) • g*P(u). Then 9): (ATX 2, A) -* 
(/, g) is a factorization. Indeed <p/*(w, Ov) = <p(w, lOv) = gip(u) = g<p(w, Ov), 
and <ph(u, lv) = <p(/(*0, 01 v) = tpf(u) = g2V<") = g<Kw>lv)-

We turn now to the orientation preserving homeomorphisms of the circle, 
which we regard as the unit circle in the complex plane. For x e Rx denote 
t(x) = exp(2;rijt). An increasing map G: Rx ^ Rx is a lift of an orientation 
preserving homeomorphism (Sl9 g), if d: (Rl9 G) -* (Sl9 g) is a factorization. The 
rotation number g(g) of (Si, g) is defined as the fractional part of Q0(G) = 
= lim \Gn(y)\/n, where G is any lift of g, and y e i?i (g(g) does not depend on 

- | - » CO 

the choice of either G or j ) . Then an orientation preserving homeomorphism of 
the circle (Sl9 g) has a periodic point iff g(g) is rational (see Devaney [5] for 
a proof). 

Theorem 3. An orientation preserving homeomorphism (Sl9 g) of the circle is 
a factor of a finite automaton iff g(g) is rational. 

Proof. If (Sl9 g) is a factor of a finite automaton, then it has chaotic limits by 
Theorem 1, and therefore also periodic points. Thus its rotation number cannot be 
irrational. If g(g) is rational, then @(g") = 0 for some n9 and g" has a fixed point. 
We can suppose that 1 is a fixed point of g, and choose a lift G, with fixed points 
0 and 1. Then (Si, gn) is a factor of ([0,1], G), and this is a factor of a finite 
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automaton by Theorem 2. We modify the finite automaton obtained by letting in 
act only every n-th step similarly as in the proof of Theorem 2. Then (Su g) is 
a factor of this modified automaton. 

5 Unimodal systems 

Definition 5. A dynamical system (I, g) defined on real interval I = [a, b] is 
unimodal, ifg(a) = g(b) — a, and if there exists a critical point c e (a, b), such 
that g is increasing in [a, c], and decreasing in [c, b]. 

Proposition 2. Let g be unimodal on [a, b] with critical point c. Denote 
I0 - [a, c], I, - [c, b], and Iu - {x e / | 0 £ i < \u\ => / ' (*) e / J for u e V. 
Then Iu are closed intervals (possibly empty or singletons). 

Proof. Iau - Ia n f~\lu) for a e 2 and u e 2*. 
n 

Definition 6. For u*2*, n < \u\ denote rn(u) — £w, mod2. We say t/u*t 

« e 2* is even (odd), ifr^-^u) is zero (one). An infinite periodic sequence u € 200 

is evert ('odd), // the shortest sequence v £ 2* with u = V is even (odd). For 
u,v*2* define 

u < v iff (3k < min (|K|, \v\)) (*/,* - vlk & rk(u) < rk(v)) 

u ^ v iff u < v or u E v 

Proposition 3. Let u,v*2*. Then 

u < v =* (VxeIu)(VyeIv)(x H y) % Iu < Iv 
def 

Iu*0 & u<,v => (Vy e Iv)(3xe Iu)(x £ y) ~ Iu£ Iv 

Proof. Let u < v, k < \u\,k< \v\, u^k — v^, rk(u) < rk(v), x e Iu> y e /v. We 
prove x ^ y by induction on /:. If k « 0, then UQ — 0, v0 — 1, so /M S /0 < 
< /i -i /„, and /M < /v. If fc > 0, we apply the Proposition to o(u) and o(t>). If 
UQ — v0 -> 0, then o(w) < o(i;), so /(*) ^ /(y), and x £ y since .yje /0. 
If u0 = v0 — 1, then o(t;) < o(w), so /(y) £ f(x), and JC ;S y since 
x j e /lB Suppose u £ v, and y e /v. Since Iu # 0, we have some x e /tt. If 
u < v, then x ^ y by the above proof. If u E v, then y e /w, and y ^ y. D 

Definition 7. 7/ie itinerary X(x) e 2N of x e / is defined by 

g'(x) < c + ! (*) , - 0 

g'(*) > c •> ! (* ) , - 1 

g'(x) - c * r<I(x)) - 0 

77ie kneading sequence of g is SK(g) — 3:(g(c)). 
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Proposition 4 
JC e iu => a:(jc) < « 

X(JC) < Z(y) * x£ y 

x < y => £(JC) < £(;y) 

Proof. The first formula follows from the definition. If Z(x) < Z(y)9 then 
I%(x) < Iz(yy Since JC e J ^ , y e / j ^ , we get JC LS y by Proposition 3. If JC < y, 
then Z(y) < Z(x), so 2(JC) < Z(y). D 

Definition 8. For u,v^V define u < v iffQH> 0) (o l(u) ^ v), and 
u <* v if u < v and u E v. A sequence w e 2* is maximal, if w < w. 

Theorem 4. / /(/ ,g) w unimodal, then (VJC e 7)(3:(JC) <3 ft(g)), <wdfl(g) is 
maximal. 

Proof. Let JC e / and fc > 0. Denote u — £(JC) and suppose o*(w) > ft(g). 
We have g*(jc) ^ g(c). If g*(jc) - g(c), then g*"x(jc) - c, and ->-i(3:(-r)) - 0, 
so ok(u) — £(g*(jc)) — 5t(g), which is a contradiction. Thus g*(jc) < g(c), so 
gk~\x) ¥> c, and by Proposition 4, 2(g*(jc)) ^ «(g). Let a k be the least 
number with g*(jc) — c (such a number exists, since otherwise 2:(g*(jc)) — 
«= ok(u)). There exists y e / with £(y) — 0w*... w,... and /y(>>) 3* c for 
0 - S / - S / - H 1 . Then /(y) < /(c) and 2</(y)) - «ft... u{,... < *(g), 
which is a contradiction. D 

Theorem 5. / / ( / , g) is unimodal, u e 2*, <wd w < **(«?)> -*^w 4 ^ 0. 

Proof. We proceed by induction on n = \u\. If A? ̂  1, then /M 5* 0. Suppose 
that the Theorem holds for n — 1. Then the assumption holds for o(u), and 
therefore I^u) ^ 0. Since o(u) ^ ft(g), and g(c) e /ft(g), there exists by Proposi
tion 3 some y e I^u) with y ^ g(c). There exists JC e /^ with g(jc) = y, and 
therefore JC e / u ^ 0. Thus we have proved the Theorem for finite |w|. If \u\ — °o, 
then Iu -» P){/v| i; E M, t> e 2*}. Since i; E w implies v < ft(g), and therefore 
/v 5* 0, we get /a 5* 0 by compactness. 

Definition 9. .A unimodal system (I, g) is S-unimodal, if it has continuous third 
derivation, ff(c) < 0, and Sg(x) < 0 for all x ¥> c, where 

«"(*) гWw/ 
is the Schwarzian derivative. 

Theorem 6. Suppose that g is S-unimodal. IfR(g) is not periodic, then Iu has 
empty interior for any u e 2N. IfSK(g) is periodic with period n, and u e 2N, then 
Iu has nonempty interior iffu< R(g) and there exists k ^ 0 with o*(w) — St(g). 

See Guckenheimer [6] or Collet and Eckmann [3] for a proof. 
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Definition 10. Let w e 2N be maximal and define 2W — {u e 2N\ u < w}9 

2* s {w e 2* | w < w}. Then Hw is a subshift, i.e. a closed o-invariant subset. 

Theorem 7. Let (/, g) be S-unimodal system such that .ft(g) is not periodic. 
Then (/, g) is a factor of(ZHg)9 o). 

Proof. By Theorems 5 and 6, Iu is a singleton for each u e 2^(g), so we define 
cp\ Zs(g) -* / by cp(u) e /M. By Theorem 4, <p is surjective. Let us prove that it is 
continuous. If <p(w) e £/, and f/ is open, then there is v S w with t> e 2* and 
Iv £ t/. It follows that for all w e 2N with u i ^ w e have <p(H>) e [/. 

6 Eventual ly per iodic kneading s e q u e n c e s 

Theorem 8. / / w e 2N & preperiodic and maximal, then (Hw9 o) is a factor of 
a finite automaton. 

Proof. We can write w= w0...wm_lwm...wm+n_l9 where wm_x * wm+n_l9 

and wm...wm+n_x is even. Then d(w) < w for all i > 0, and since the set 
{ol(w) 11 > 0} if finite, there exists p such that cf(w)lp < w{p for all i > 0. Let k 
be an inateger with nk > p and put r = m + nk9 s = m + (n +1 )k. Assume 
wvu <* w and let us prove cf(w{su) £ w for all i ^ 0. For / = 0 we distinguish 
two cases. If wjm is even then u>ir is even, and u ^- d(w) = os(w) by the assump
tion, so wlsu ^ w. If H>(m is odd then w i d(w)=* os(w)9 and again H>|5W ^ w. 
For 0 < i < s — p we have d(W\su) < w by (/(w)^ < w^ For i ^ s — p we 
have i > « and cf(ulsu) = a'""^,.,!!) ^ w. Conversely, if W\su <* w9 then 
w]ru <* w. By induction, (Vw e 2*) (H>jrw <3* w <=> H>(r+//f« <3* H>) for all j > 0. 
We construct a finite automaton with input alphabet AQ = 2, and output 
alphabets A t = 2, i42 - {0,..., s - 1}. Put /0(q) = #, /i(#) - q0 if w{q2q0 < w9 

/i(q) = 1 "* ?o otherwise. Then w^/^q ) ^ w. If H^/^q ) = H>|<?2+1, then put 
fi{q) - q2 + 1 if q2 + 1 < s, and/2(q) = r if q2 + 1 - s. If w,ft/x(g) < w]q2+l9 

then put /2(q) - max {k < q2 + l\o**l~\w\Mq)) - w,*}. Define (p: .Y-*S, 
by ?>(«)/SBS (rfXu))v The-1 ¥> is continuous and 99/= ocp. Let t; e 2W, and put 
qi =• v09 UQI «• vi+1, q2 = 0. Then cp(u) = t>, so cp is surjective. 

Corollary 1. / / (/, g) is S-unimodal and ft(g) is preperiodic, then (/, g) is a 
factor of a finite automaton. 

Proof. Theorems 7 and 8. 

Proposition 5. / / w e 2^ is odd periodic and maximal, then (Sw9 o) is a factor 
of a finite automaton. Moreover, if u* Xw, and &(u) = w for some i ^ 0, then 
u is an isolated point of^w. 

Proof. Let n be the period of w. Then (Vw e 2*) (w{nu <* w> <=> w = u>). In
deed if H>|„W ^* w9 then ^(w^w) = w ^ w by definition, and u ^ cf(w) = H>, 
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since w)n is odd, thus w — w. Thus w is an isolated point of 2^, and if d(u) = w, 
then w is isolated too. Construct a finite automaton with input alphabet A0 — 2, and 
output alphabets i4j = 2, .42 •• {0,..., 2/J — 1}. Put /0(q) — #, and suppose q2 < n. If 
W\*4o< w, then put/-.(?)-ft, /2(q) = max{fc< ft + l |a f t + 1 ~V«*/ i (0) )~ H>,*}. 
M H^qo - iv,ft+1, then put/x(q) - q0, f2(q) - q2 + 1. If H 2̂q0 > w, then put 
/i(q) " 1 - qo> /2(9) - q2 + 1. K w ̂  q2 < 2/i - 1, then put fx(q) = wft+1, 
fi(<l) - ?2 + 1- K 92 - 2w - 1, then put /x(?) - wq2+l, f2(q) - n. Define 
q>: X -+ 2^ by ^(w), — (nf^u))^ Then <p: (AT,/) — ( 2^, a) is a factorization. 

Theorem 9. / / ( / , g) is S-unimodal andR(g) is periodic and odd, then (I, g) is 
a factor of a finite automaton. 

Proof. Let n be the period of .ft(g). By Proposition 5, there is a factorization 
<p':(X,f) - (2 m, o). By Theorem 2 there is a factorization qf: (X",f) -
(I*(g)> 8n)- We construct a finite automaton (Z, / ) , where X — A" X A", and 
/(w', w*) - (f(u'),f(W)) ifq2 - 0, or q2 - /*, /(w', w") = (/(w'), w") otherwi
se. Thus if ocp(u') — ft(g), then either ^2 = 0, or q2 — n, so f(u', u") — 
- (f(u'),f(W)). Define <p: Z - / by 

?(w', w") e i¥W if (VO (a V(w') + *(g)) 

<p(u', W) - g W o g V ( * 0 if <*?>'( w') - **(#) 

<p(u', u") - g^(^)0?
,(/("')» w") i f <P(f(u')> u") h a s b e e n defined 

(Here g,: [a, g(c)] -» / „ are the two inverses of g.) Then <p(w', u") e /^(l0. Since 
?>' is continuous, and since by Proposition 5 cp'(u') is an isolated point when 
olcp'(u') — #(g), ?> is continuous. By Theorems 4 and 6, 9? is a surjection. If 
o<p'(U) = «(g), then <pf(u', if) - rtf(u'),f(if)) - g¥fwM(f)2 (*)> ft*)) = 
- g^v-.g^^^c/)^^ />*)) - **.rv-s^rvrw) - <m*o -
83 8n<P(u") = g<Kw> *0- K 9>'(w') is eventually periodic, and if ocp'(u') 5* ft(g), 
then 9>/(w', w") — cp(f(u'), if) — g<p(w', w"). Thus ?> is a factorization. 

7 A p e r i o d i c kneading s e q u e n c e s 

For s e 2*, denote £ the sequence obtained from s by changing the last bit. The 
double of s is D(s) = ss. The doubling operator can be iterated, and since 
s E T>(s), £ °°(5) — lim &(s) is well defined. It can be easily proved that if 5 e 2* 

is an odd, aperiodic maximal sequence, then s < ?< T>(s) < ^>°°(s), and 
D°°(s) e 2N is a maximal aperiodic sequence. 

Lemma 7. Let s e 2* 6e an odd, aperiodic, maximal sequence, j > 2, and 
Uf - {w e 2».(J)|(3i ^ 2>+1|s|) (£'(s) E a'(w) or V(s) &(s) E a'(w)}. 77iew £/, 
is a o-invariant set, which is closed and open in 2I>.(5), and does not contain 
periodic points with periods less than 2J\s\. 
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Proof. Clearly U) is closed and open in Zt>.°(5). To prove it is invariant denote 
w = T>J~2(s) and suppose u e U}. Then we can write &(u) = u0ux...9 where 
\ut\ — 2'~2|s|. We use repeatedly the fact u < £>°°(s) and prove that if UQU^U^ — 
= wvvvvvv, then either u4u5u6u7 = vvvvvvw or u4...un — vvvvvvvvvvvvvvvv. Since 
UQU^USUI ^ vvvvvvvvw, and vvvvvvw is odd, w4 ^ w. Since w4 ^ vv, we get 
u4 = vv. Since uAu5 ^ wvv, Ws ^ vv. Since «b...w5 ^ wvvivvvwvv, and wwwww is 
even, u5 ^ vv, so Wj — vv. Since w4w5w6 ^ wvvvv, 1^= w. Since î w7 ^ wvv, 
un ^ w, so either Uj = w or Uj = vv. In the former case we are done. Suppose 
therefore u7 = vv. Since UQ...U9 ^ WIVWW»VH>W>H'H'>V, 1/9 ^ vv, so ^ •- vv. Since 
usu9u10 ^ vvvvvv, w10 = vv. Since wb...wn ^ wvvwwwwwwwwww, iin «* vv, so 
usu9u10un — vvvvwvv. If there is a periodic point u e I/, with period /: < n " " l ^ , 
then w2«-i = W2/1-1-* "• wn-i-* "" w/t-i> a n d vP would have period k9 which is 
impossible. 

Proposition 6. / / s e 2* w an od4 aperiodic, maximal sequence, then the 
subshift (-Ŝ oô , o) has not chaotic limits. 

Proof. Let Uj be sets from Lemma 7. Then co(^>w(s)) 9 UJ9 for ; > 2, so 
ft^D00^)) does not contain periodic points. Suppose that «e ct>(-D00(5)), 
w - A S 2s«>(J), and <w(./l) is chaotic. Then it contains a periodic point v e w(A). 
Choose/ so that v i Uj9 and let Fbe a neighbourhood of v disjoint from Uj. Then 
ok(Uj) r\ V — 0 for all k9 so c0(i4) is not transitive. 

Theorem 10. / / ( / , g) is S-unimodal system, andR(g) *= £>°°(s) /or so/ne odd, 
aperiodic, maximal sequence s, then (/, g) has not chaotic limits. 

Proof. By Theorem 7 there is a factorization cp: (2ft(g), o) — (/, g). Let y e / 
be an eventually periodic point. Since ft(g) is aperiodic, g(y) / c for all i, and 
therefore there exists only one u <= 2ft(g) with y •• (p(u). Since e0(5*(g)) does not 
contain periodic points by Proposition 6, neither does w(c) •- ?>(c0(.ft(g)). We 
prove that if j > 2, then <p(t/;) is a neighbourhood of co(c). If y e (0(c), then 
there is unique w e w(R(g)) with <P(M) = y. There exists k ^ 2y|.s| such that 
0{k * ulk * 10,*. Define u'9 u" € t/. by w,'* - 0,*, 4 - % , wj - itf - ut for 
i ^ k. Then u! < u < iC and y = <p(w) is an inner point of the interval 
[cp(u')9 <p(w")] -i <P(Uj)- Since <p(£/y) is invariant, we get the result similarly as in 
Proposition 6. 

Corollary 2. Let(I9 g) be S-unimodal system, andSK(g) = ^(s) for some odd, 
aperiodic, maximal sequence s. Then (/, g) is not a factor of a finite automaton. 

Proof. Theorems 1 and 10. 
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