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Abstract. Motivated by [10], we prove that the upper bound of the density function ̺

controls the finite time blow up of the classical solutions to the 2-D compressible isentropic
Navier-Stokes equations. This result generalizes the corresponding result in [3] concerning
the regularities to the weak solutions of the 2-D compressible Navier-Stokes equations in
the periodic domain.
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1. Introduction

In this paper we consider the blow up criterion for the classical solutions to the

following 2-D compressible isentropic Navier-Stokes equations in the periodic domain:

(1.1)

{

∂t̺ + div(̺U) = 0, (t, x) ∈ R
+ × T

2,

∂t(̺U) + div(̺U ⊗ U) − µ∆U − (µ + λ)∇div U + ∇p(̺) = 0,

where ̺, U = (u, v) stand for the density and velocity of the viscous compressible fluid

respectively, and µ, λ are the dynamical and volume viscosities such that µ > 0 and

3λ + 2µ > 0. For simplicity, in what follows, we always take µ = 1. We complement

the above system with the initial data

(1.2) ̺|t=0 = ̺0, U |t=0 = U0.

Furthermore, we assume that there exist two positive constants m and M such that

(1.3) m 6 ̺0(x) 6 M for x ∈ T
2.
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The Navier-Stokes equations are the basic model describing the evolution of a vis-

cous compressible gas. Before the celebrated works of P. L. Lions, very little was

known about the global solutions to the multi-dimensional compressible Navier-

Stokes equations. In particular, Lions [7] proved the global existence of weak so-

lutions to (1.1) under the assumptions that

p(̺) = A̺γ , ̺0 ∈ L1(Td) ∩ Lγ(Td), ̺0 > 0 and
m2

0

̺0
∈ L1(Td),

γ >
3

2
if d = 2, γ >

9

5
if d = 3, γ >

d

2
if d > 4,

where we agree that m2
0/̺0 = 0 on the set {x ∈ T

d such that ̺0(x) = 0}. This result

was improved later by Feireisl [4] et al to γ > 1
2d.

On the other hand, as was emphasized in many papers related to the viscous

compressible fluid dynamics, vacuum might be a major difficulty when one tries to

prove the global classical solutions to (1.1), like in [9], where Xin proved the finite

time blow up of classical solutions to the full compressible Navier-Stokes equations

when the initial density has compact support. As a matter of fact, starting from

initial densities with positive lower bound, local existence of smooth solutions to

(1.1) can be proved by classical method (see [5], [8]), while in [3], Desjardins proved

that sup
t∈[0,T )

‖̺(t)‖L∞ controls the regularities of weak solutions to the 2-D isentropic

compressible Navier-Stokes equations.

Motivated by [10], where the authors proved the global existence of classical solu-

tions to (1.1) for λ = ̺β with β > 3, we shall prove in this paper that sup
t∈[0,T )

‖̺(t)‖L∞

controls the finite time blow up of classical solutions to (1.1). More precisely, we prove

Theorem 1.1. Given ̺0, U0 ∈ H3(T2)with ̺0 satisfying (1.3), and p(̺) = A̺γ for

A, γ > 0, there exists a positive constant T such that (1.1)–(1.2) has a unique solution

(̺, U) with ̺ ∈ C([0, T ); H3(T2)), U ∈ C([0, T ); H3(T2)) ∩ L2((0, T ); H4(T2)). We

denote by T ∗ the maximal time of the existence of (̺, U). Then if T ∗ < ∞, we have

(1.4) lim
T→T∗

sup
t∈[0,T )

‖̺(t)‖L∞ = ∞.

Let us end this section with the notation we are going to use in this paper.

Notation. In the following, we shall denote by C and CT uniform positive con-

stants which may be different on different lines. We shall denote by (a, b) the L2(T2)

inner product of a and b, and ‖a‖Lp, ‖a‖Hs the standard Lp(T2) and Hs(T2) norms

of a.
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2. The proof of the theorem

Under the assumptions of Theorem 1.1, in standard method can be applied to

prove the local well posedness of (1.1)–(1.2), like the [5], [8], and we omit the details

here. Now let (̺, U) be the local classical solution of (1.1)–(1.2) given by Theo-

rem 1.1. Then one gets by the standard energy estimate that

(2.1)
1

2
sup

06s6t
‖U(s)‖2

L2 + sup
06s6t

∫

T2

ϕ(̺) dxdy +

∫ t

0

[‖∇U‖2
L2 + (1 + λ)‖ div U‖2

L2] ds

6
1

2
‖U0‖

2
L2 +

∫

T2

ϕ(̺0) dxdy for 0 6 t < T,

with ϕ(̺)
def
= ̺

∫ ̺

1
τ−2p(τ) dτ.

To get an estimate of the derivatives of U , motivated by [10] we denote

(2.2)
A

def
= uy − vx, B

def
= (2 + λ)(ux + vy) − p(̺),

L
def
=

1

̺
(Ay + Bx), and H

def
=

1

̺
(−Ax + By).

Then one can rewrite the momentum equations of (1.1) as

(2.3)











ut + u∂xu + v∂yu =
1

̺
(Ay + Bx),

vt + u∂xv + v∂yv =
1

̺
(−Ax + By).

Lemma 2.1. Let (̺, U) be the classical solution of (1.1)–(1.2) given by Theo-

rem 1.1. We assume that sup
t∈[0,T )

‖̺(t)‖L∞ < ∞, then

(2.4) sup
06t<T

(

‖A(t)‖2
L2 + ‖B(t)‖2

L2

)

+

∫ T

0

(

‖∇A(t)‖2
L2 + ‖∇B(t)‖2

L2

)

dt 6 CT ,

where CT depends only on ‖U0‖1, ‖ϕ(̺0)‖L1 and sup
t∈[0,T )

‖̺(t)‖L∞ .

P r o o f. First, thanks to (2.2) and (2.3) we obtain

(2.5) At + u∂xA + v∂yA + Adiv U = Ly − Hx

and

(div U)t + u∂x(div U) + v∂y(div U) + u2
x + 2uyvx + v2

y = Lx + Hy.
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On the other hand, thanks to the continuity equation of (1.1), one has

p(̺)t + u∂xp(̺) + v∂yp(̺) = −̺p′(̺) div U,

from which we deduce that

(2.6)
1

2 + λ
[Bt + u∂xB + v∂yB − ̺p′(̺) div U ] + u2

x + 2uyvx + v2
y = Lx + Hy.

By virtue of (2.5) and (2.6) we get by the standard energy estimate that

1

2

d

dt

∫

T2

(

A2 +
B2

2 + λ

)

dxdy +

∫

T2

[(LAy − HAx) + (LBx + HBy)] dxdy

−
1

2 + λ

∫

T2

̺p′(̺)B div U dxdy +

∫

T2

(uAx + vAy)Adxdy +

∫

T2

div UA2 dxdy

+
1

2 + λ

∫

T2

(uBx + vBy)B dxdy +

∫

T2

B(u2
x + 2uyvx + v2

y) dxdy = 0.

However, notice that

(LAy − HAx) + (LBx + HBy) =
1

̺
(Ay + Bx)2 +

1

̺
(−Ax + By)

2,

and
[

sup
t∈[0,T )

‖̺(t)‖L∞

]−1
∫

T2

(|∇A|2 + |∇B|2) dxdy

6

∫

T2

1

̺
[(Ay + Bx)2 + (−Ax + By)2] dxdy

for 0 6 t < T. Then one gets by using integration by parts

(2.7)
1

2

d

dt

∫

T2

(

A2 +
B2

2 + λ

)

dxdy

+
[

sup
t∈[0,T )

‖̺(t)‖L∞

]−1
∫

T2

[

(Ay + Bx)2 + (−Ax + By)2
]

dxdy

6
1

2

∫

T2

(

−A2 +
B2

2 + λ

)

div U dxdy +
1

2 + λ

∫

T2

̺p′(̺)B div U dxdy

−

∫

T2

B(u2
x + 2uyvx + v2

y) dxdy, for 0 6 t < T.

Note that for any ε > 0, Young’s inequality applied gives

∣

∣

∣

∣

∫

T2

(

−A2 +
B2

2 + λ

)

div U dxdy

∣

∣

∣

∣

6 C(‖A‖2
L4 + ‖B‖2

L4)(‖ux‖L2 + ‖vy‖L2)

6 ε(‖∇A‖2
L2 + ‖∇B‖2

L2) +
C

ε
(‖ux‖

2
L2 + ‖vy‖

2
L2)(‖A‖2

L2 + ‖B‖2
L2),

198



where we have used the trivial interpolation inequality in 2-D,

(2.8) ‖A‖L4 6 C‖A‖
1

2

L2‖∇A‖
1

2

L2,

and it is easy to observe that

∣

∣

∣

∣

∫

T2

B(u2
x + 2uyvx + v2

y) dxdy

∣

∣

∣

∣

6 C‖B‖L4(‖∇u‖2

L
8

3

+ ‖∇v‖2

L
8

3

).

On the other hand, thanks to (2.2) we have

‖∇u‖2

L
8

3

+ ‖∇v‖2

L
8

3

6 C(‖ux + vy‖
2

L
8

3

+ ‖uy − vx‖
2

L
8

3

), and

‖uy − vx‖
L

8

3

= ‖A‖
L

8

3

6 C‖A‖
3

4

L2‖∇A‖
1

4

L2,

‖ux + vy‖
L

8

3
6 ‖

B

2 + λ
+ p(̺)‖

L
8

3
6 CT (1 + ‖B‖

3

4

L2‖∇B‖
1

4

L2),

with CT depending only on sup
t∈[0,T )

‖̺(t)‖L∞ . As a consequence, we obtain

∣

∣

∣

∣

∫

T2

B(u2
x + 2uyvx + v2

y) dxdy

∣

∣

∣

∣

6 ε(‖∇A‖2
L2 + ‖∇B‖2

L2) +
CT

ε
(1 + ‖A‖4

L2 + ‖B‖4
L2)

for any ε > 0. Then thanks to (2.7), we get by taking ε 6 1
4

[

sup
t∈[0,T )

‖̺(t)‖L∞

]−1

that

d

dt

∫

T2

(

A2 +
B2

2 + λ

)

dxdy +
[

sup
t∈[0,T )

‖̺(t)‖L∞

]−1
∫

T2

(|∇A|2 + |∇B|2) dxdy

6 CT (1 + ‖∇u‖2
L2 + ‖∇v‖2

L2)

∫

T2

(

A2 +
B2

2 + λ

)

dxdy,

and applying (2.1) and the Gronwall inequality gives (2.4). �

Lemma 2.2. Under the assumptions of Lemma 2.1, one can find a positive con-

stant mT which depends only on sup
t∈[0,T )

‖̺(t)‖L∞, ‖U0‖H1 and m, M in (1.3) such

that

(2.9) ̺(t, x) > mT for 0 6 t < T.

P r o o f. We first get by taking divergence to the momentum equation of (1.1)

that

∆
[

(2 + λ) div U − p(̺)
]

= ∂t div(̺U) + div(div(̺U ⊗ U)),
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which implies that

div U =
1

2 + λ

[

∂t∆
−1 div(̺U) + ∆−1 div(div(̺U ⊗ U)) + p(̺)

]

,

where ∆−1f is defined as the unique solution of

∆N = f on T
2,

∫

T2

N dxdy = 0.

Then thanks to the continuity equation of (1.1),

∂t̺ + U · ∇̺ + ̺ div U = 0,

one has

∂t log ̺ + u · ∇ log ̺ +
1

2 + λ

[

∂t∆
−1 div(̺U) + ∆−1 div(div(̺U ⊗ U)) + p(̺)

]

= 0,

which gives

(2.10) ∂t

[

log ̺ +
1

2 + λ
div ∆−1(̺U)

]

+ u · ∇
[

log ̺ +
1

2 + λ
div ∆−1(̺U)

]

=
1

2 + λ

[

u · ∇div ∆−1(̺U) − ∆−1 div div(̺U ⊗ U) − p(̺)
]

.

On the other hand, motivated by [2], we denote D
def
= ∆−1 div div(̺U ⊗ U) − u ·

∇div ∆−1(̺U) and G
def
= div ∆−1(̺U). Then

∆D = div
[

̺U · ∇U + div U∇G −∇U · ∇G + ∇G · ∇U
]

,

from which and (2.2) one gets by the standard potential theory that

‖∇D‖L3 6 C‖(̺U + |∇G|)|∇U |‖L3

6 C‖̺‖L∞‖U‖L6‖∇U‖L6 6 CT ‖U‖
1

3

L2‖∇U‖
2

3

L2[‖A‖L6 + ‖B‖L6 + 1].

However, thanks to (2.4) we have

∫ T

0

(‖A(t)‖L6 + ‖B(t)‖L6) dt

6 C

∫ T

0

[‖A(t)‖
1

3

L2‖∇A(t)‖
2

3

L2 + ‖B(t)‖
1

3

L2‖∇B(t)‖
2

3

L2 ] dt 6 CT ,
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which gives

(2.11)

∫ T

0

‖∇D‖L3 dt 6 CT .

Similarly to the proof of (2.11) we have

‖D‖L3 6 C‖(̺U + |∇G|)|∇U |‖
L

6

5
6 C‖̺‖L∞‖U‖

2

3

L2‖∇U‖
4

3

L2 6 CT ,

which gives

(2.12)

∫ T

0

‖D(t)‖L∞ dt 6 CT .

Thanks to (1.3), (2.10) and (2.12), one gets by using the characteristic method that

there exists a positive constant CT such that

(2.13) log ̺(t, x) +
1

2 + λ
G(t, x) > −CT for 0 6 t < T.

Now we note that

‖G‖L4 6 C‖̺‖L∞‖U‖
L

4

3
6 C‖U‖L2,

‖∇G‖L4 6 C‖̺‖L∞‖U‖L4 6 C‖̺‖L∞‖U‖
1

2

L2‖∇U‖
1

2

L2,

which together with (2.1) and (2.4) implies that

sup
t∈[0,T )

‖G(t)‖L∞ 6 CT ,

from which and (2.13) one obtains (2.9). This completes the proof of Lemma 2.2. �

An estimate of higher derivatives of U is obtained by carrying out calculations

similar to but easier than (15) and (16) in [10]:

(2.14)











































̺(Lt + U · ∇L) − ̺L div U + uyAx + vyAy + uxBx + vxBy + (Adiv U)y

−(p′(̺)̺ div U)x + (2 + λ)(u2
x + v2

y + 2vxuy)

= (Ly − Hx)y + (2 + λ)(Lx + Hy)x,

̺(Ht + U · ∇H) − ̺H div U − uxAx − vxAy + uyBx + vyBy − (Adiv U)x

−(p′(̺)̺ div U)y + (2 + λ)(u2
x + v2

y + 2vxuy)y

= −(Ly − Hx)x + (2 + λ)(Lx + Hy)y.

Now let us turn to the estimate of L, H.
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Lemma 2.3. Under the assumptions of Lemma 2.1, there exists a positive con-

stant CT which depends on sup
t∈[0,T )

‖̺(t)‖L∞, ‖U0‖H2 , ‖̺0‖H1 and m,M in (1.3) such

that

(2.15) sup
06t<T

∫

T2

(L2 + H2) dxdy +

∫ T

0

∫

T2

[(Ly −Hx)2 + (Lx + Hy)2] dxdy dt 6 CT .

P r o o f. Thanks to (2.14), one gets by using the standard energy estimate that

(2.16)
1

2

d

dt

∫

T2

̺(L2 + H2) dxdy +

∫

T2

[

(Ly − Hx)2 + (2 + λ)(Lx + Hy)2
]

dxdy

−

∫

T2

̺(L2 + H2) div U dxdy +

∫

T2

Adiv U(Hx − Ly) dxdy

+

∫

T2

̺(Lx + Hy) div Up′(̺) dxdy

+

∫

T2

L(uyAx + vyAy + uxBx + vxBy) dxdy

+

∫

T2

H(−uxAx − vxAy + uyBx + vyBy) dxdy

− (2 + λ)

∫

T2

(Lx + Hy)(u2
x + 2vxuy + v2

y) dxdy = 0.

Applying the Cauchy-Schwartz inequality, we obtain
∣

∣

∣

∣

∫

T2

̺(L2 + H2) div U dxdy

∣

∣

∣

∣

6 ‖̺‖L∞‖∇U‖L2(‖L‖2
L4 + ‖H‖2

L4),

and using (2.8) we arrive at

‖L‖2
L4 + ‖H‖2

L4 6 C(‖L‖L2 + ‖H‖L2)(‖∇L‖L2 + ‖∇H‖L2)

6 C(‖L‖L2 + ‖H‖L2)(‖Ly − Hx‖L2 + ‖Lx + Hy‖L2).

As a consequence, for any ε > 0 one has
∣

∣

∣

∣

∫

T2

̺(L2 + H2) div U dxdy

∣

∣

∣

∣

6 ε(‖Ly − Hx‖
2
L2 + ‖Lx + Hy‖

2
L2) +

CT

ε
‖∇U‖2

L2(‖L‖2
L2 + ‖H‖2

L2).

A similar argument yields
∣

∣

∣

∣

∫

T2

Adiv U(Hx − Ly) dxdy

∣

∣

∣

∣

6 ε‖Hx − Ly‖
2
L2 +

C

ε
‖A‖2

L4‖ div U‖2
L4

6 ε‖Hx − Ly‖
2
L2 +

CT

ε
(1 + ‖A‖2

L2‖∇A‖2
L2 + ‖B‖2

L2‖∇B‖2
L2),
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where we used (2.2) and (2.8), so that

(2.17) ‖∇U‖L4 6 C(‖ div U‖L4 + ‖uy − vx‖L4)

6 CT (1 + ‖A‖
1

2

L2‖∇A‖
1

2

L2 + ‖B‖
1

2

L2‖∇B‖
1

2

L2).

It is easy to observe that
∣

∣

∣

∣

∫

T2

̺(Lx + Hy) div Up′(̺) dxdy

∣

∣

∣

∣

6 ε‖Lx + Hy‖
2
L2 +

C

ε
‖̺p′(̺)‖2

L∞‖∇U‖2
L2

and
∣

∣

∣

∣

∫

T2

L(uyAx + vyAy + uxBx + vxBy) dxdy

∣

∣

∣

∣

6 ‖L‖L2‖∇U‖L4(‖∇A‖L4 + ‖∇B‖L4),

while thanks to (2.2) and (2.9) one has

‖∇A‖L4 + ‖∇B‖L4 6
C

mT
(‖L‖L4 + ‖H‖L4)

6 CT (‖L‖L2 + ‖H‖L2)
1

2 (‖Lx + Hy‖L2 + ‖Ly − Hx‖L2)
1

2 .

Then one obtains
∣

∣

∣

∣

∫

T2

L(uyAx + vyAy + uxBx + vxBy) dxdy

∣

∣

∣

∣

6 ε(‖Lx + Hy‖
2
L2 + ‖Ly − Hx‖

2
L2)

+
CT

ε
(‖L‖2

L2 + ‖H‖2
L2)(1 + ‖A‖

1

2

L2‖∇A‖
1

2

L2 + ‖B‖
1

2

L2‖∇B‖
1

2

L2)
4

3 .

A similar estimate holds for
∫

T2 H(−uxAx − vxAy + uyBx + vyBy) dxdy.

Finally, again thanks to (2.17) one has
∣

∣

∣

∣

∫

T2

(Lx + Hy)(u
2
x + 2vxuy + v2

y) dxdy

∣

∣

∣

∣

6 ε‖Lx + Hy‖
2
L2 +

CT

ε
(1 + ‖A‖2

L2‖∇A‖2
L2 + ‖B‖2

L2‖∇B‖2
L2).

Combining the above estimates, we get by taking ε small enough

(2.18)
1

2

d

dt

∫

T2

̺(L2 + H2) dxdy +

∫

T2

[

(Ly − Hx)2 + (2 + λ)(Lx + Hy)
2
]

dxdy

6
CT

ε
(1 + ‖L‖2

L2 + ‖H‖2
L2)

×
[

1 + ‖∇U‖2
L2 + ‖A‖2

L2‖∇A‖2
L2 + ‖B‖2

L2‖∇B‖2
L2)

]

.

Then thanks to (2.1), (2.4) and (2.9) one obtains (2.15) by using the Gronwall

inequality. This completes the proof of the lemma.

�
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With the above estimate for the first derivatives of U, we now turn to an estimate

of the first derivatives of ̺.

Proposition 2.1. Under the assumptions of Theorem 1.1, there is a positive

constant CT , which depends on sup
t∈[0,T )

‖̺(t)‖L∞ , ‖̺0‖H2 , ‖U0‖H2 and m, M in (1.3)

such that

(2.19) sup
06t6T

‖∇̺(t)‖Lq 6 CT for any q < ∞.

P r o o f. First, thanks to (2.15) we deduce that both L and H are bounded in

Lp([0, T ]; Lq(T2)) with p, q satisfying 1/q = 1
2 − 1/p. As a consequence, we get using

(2.2) and sup
t∈[0,T )

‖̺(t)‖L∞ < ∞ that

(2.20) ∇A, ∇B are bounded in Lp([0, T ]; Lq(T2)),

in particular, B ∈ Lp([0, T ]; L∞(T2)) for any p < ∞.

Now let X be the flow of U given by

∂tX(t, s, x) = U(t, X(t, s, x)), X(t, s, x)|t=s = x,

from which, (2.2) and (2.20) we deduce that

(2.21) det
(∂X(t, s, x)

∂x

)

= exp

(
∫ t

0

div U(t′, X(t′, s, x)) dt′
)

= exp

(

1

2 + λ

∫ t

0

(B + p(̺))(t′, X(t′, s, x)) dt′
)

6 CT .

Thanks to the continuity equation of (1.1) and (2.2) we have

d

dt
̺(t, X(t, s, x)) = −

̺

2 + λ
(B + A̺γ)(t, X(t, s, x)),

which gives

̺−γ(t, x) = ̺−γ
0 (X(0, t, x))eγ(2+λ)−1

∫
t

0
B(s,X(s,t,x)) ds

+
Aγ

2 + λ

∫ t

0

eγ(2+λ)−1
∫

t

τ
B(s,X(s,t,x)) ds dτ

def
= M1(t, x) + M2(t, x),

and

(2.22) ̺(t, x) = (M1(t, x) + M2(t, x))−1/γ and

∇̺(t, x) = −
1

γ
(M1(t, x) + M2(t, x))−1/γ−1(∇M1(t, x) + ∇M2(t, x).
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Note that

∇M1(t, x) = ∇̺−γ
0 (X(0, t, x)) · ∇X(0, t, x)eγ(2+λ)−1

∫
t

0
B(s,X(s,t,x)) ds

+
γ

2 + λ
̺−γ
0 (X(0, t, x))eγ(2+λ)−1

∫
t

0
B(s,X(s,t,x)) ds

∫ t

0

∇B(s, X(s, t, x) · ∇X(s, t, x) ds

and

sup
(s,t)∈[0,T ]2

|∇X(s, t, x)| 6 exp

(
∫ T

0

|∇U(s, x)| ds

)

.

Then thanks to (2.2) and (2.15), we obtain that ∇U ∈ L2([0, T ]; BMO(T2)), and

(2.23) ‖∇M1(t, ·)‖Lq 6 CT

(
∫

T2

exp

(

q′
∫ T

0

|∇U(s, x)| ds

)

dx

)1/q′

6 CT

(

1

T

∫ T

0

∫

T2

exp(q′|∇U(s, x)|) dxds

)1/q′

6 CT .

A similar estimate holds for ∇M2 as well, which together with (2.20) and (2.22)

completes the proof of the proposition. �

Now we are in position to complete the proof of Theorem 1.1.

P r o o f of Theorem 1.1. Let (̺, U) be the local classical solution of (1.1)–(1.2)

given by Theorem 1.1. Then if T ∗ < ∞, we have

lim
T→T∗

sup
t∈[0,T )

[

‖̺(t)‖H3 + ‖U(t)‖H3

]

= ∞.

Therefore to complete the proof, we need to prove that if sup
t∈[0,T )

‖̺(t)‖L∞ < ∞, then

(2.24) sup
t∈[0,T )

[

‖̺(t)‖H3 + ‖U(t)‖H3

]

< ∞.

In fact, thanks to (2.5) and (2.6), we get by the standard energy estimate that

(2.25)
1

2

d

dt

(

‖A‖2
H2 +

1

2 + λ
‖B‖2

H2

)

+
∑

|α|62

∫

T2

[

∂αH(∂αBy − ∂αAx) + ∂αL(∂αAy + ∂αBx)
]

dxdy

=
∑

|α|62

[

− (∂α(U · ∇A), ∂αA) +
1

2 + λ
(∂α(U · ∇B), ∂αB)

−
1

2 + λ
(∂α[(B + p(̺))A], ∂αA)

+
(

∂α
[ 1

2 + λ
̺p′(̺) div U − (u2

x + 2uyvx + v2
y)

]

, ∂αB
)]

.

205



Taking into account (2.2) we get

∑

|α|62

∫

T2

[

∂αH(∂αBy − ∂αAx) + ∂αL(∂αAy + ∂αBx)
]

dxdy

=

∫

T2

1

̺

∑

|α|62

[

|∂αBy − ∂αAx|
2 + |∂αAy + ∂αBx|

2
]

dxdy

+
∑

|α|62

∫

T2

{[

∂α;
1

̺

]

(−Ax + By) × (∂αBy − ∂αAx)

+
[

∂α;
1

̺

]

(Ay + Bx) × (∂αAy + ∂αBx)
}

dxdy
def
= R1 + R2.

However, it is easy to observe that for any ε > 0, we have

|R2| 6 ε(‖By − Ax‖
2
H2 + ‖Ay + Bx‖

2
H2) +

CT

ε
(‖∇A‖2

H1 + ‖∇B‖2
H1)‖̺‖2

H3 ,

from which we deduce that

∑

|α|62

∫

T2

[

∂αH(∂αBy − ∂αAx) + ∂αL(∂αAy + ∂αBx)
]

dxdy

> (cT − ε)(‖By − Ax‖
2
H2 + ‖Ay + Bx‖

2
H2) −

CT

ε
(‖∇A‖2

H1 + ‖∇B‖2
H1)‖̺‖2

H3 .

Applying a Moser type inequality gives

∣

∣

∣

∣

∑

|α|62

(∂α(U · ∇A), ∂αA)

∣

∣

∣

∣

=

∣

∣

∣

∣

∑

|α|62

[

(U · ∇∂αA, ∂αA) + (∂α(U · ∇A) − U · ∇∂αA, ∂αA)
]

∣

∣

∣

∣

6 C
[

‖∇U‖L∞‖A‖H2 + ‖∇A‖H1‖U‖Hs

]

‖A‖H2 ,

and thanks to (2.2), we have

(2.26) ‖U‖Hs 6 ‖U‖L2 + C[‖̺‖Hs−1 + ‖A‖Hs−1 + ‖B‖Hs−1 ],

which gives

∣

∣

∣

∣

∑

|α|62

(∂α(U · ∇A), ∂αA)

∣

∣

∣

∣

6 C(‖∇A‖H1 + ‖∇U‖L∞)(1 + ‖̺‖2
H2 + ‖A‖2

H2 + ‖B‖2
H2).

A similar estimate holds for
∑

|α|62

(∂α(U · ∇B), ∂αB).
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Applying a Moser type inequality again gives

∣

∣

∣

∣

∑

|α|62

(∂α[(B+p(̺))A], ∂αA)

∣

∣

∣

∣

6 CT (1+‖A‖L∞+‖B‖L∞)(1+‖̺‖2
H2+‖A‖2

H2+‖B‖2
H2)

and

∣

∣

∣

∣

∑

|α|62

(

∂α
[ 1

2 + λ
̺p′(̺) div U − (u2

x + 2uyvx + v2
y)

]

, ∂αB
)

∣

∣

∣

∣

6 CT (1 + ‖∇U‖L∞)(1 + ‖̺‖2
H2 + ‖A‖2

H2 + ‖B‖2
H2).

Then thanks to (2.25) we obtain by taking ε small enough in the above inequalities

that

(2.27)
d

dt

(

‖A‖2
H2 +

1

2 + λ
‖B‖2

H2

)

+ cT (‖By − Ax‖
2
H2 + ‖Ay + Bx‖

2
H2)

6 CT (1 + ‖∇U‖L∞ + ‖A‖2
H2 + ‖B‖2

H2)(1 + ‖̺‖2
H3 + ‖A‖2

H2 + ‖B‖2
H2).

On the other hand, rewriting the continuity equation of (1.1) as

∂t̺ + U · ∇̺ +
A

2 + λ
̺1+γ +

1

2 + λ
B̺ = 0,

we get by the standard energy estimate that

d

dt
‖̺‖2

H3 6 C
[

(1+||B‖L∞+‖∇U‖L∞)‖̺‖H3+‖U‖H3‖∇̺‖L∞+‖̺‖L∞‖B‖H3

]

‖̺‖H3 .

However, trivial interpolation inequality gives

‖U‖H3 6 C‖U‖
1

3

H1‖U‖
2

3

H4 , ‖∇̺‖L∞ 6 ‖∇̺‖
2

3

L2‖̺‖
1

3

H3 ,

which together with (2.26) implies that

‖U‖H3‖∇̺‖L∞‖̺‖H3 6 ε(‖A‖2
H3 + ‖B‖2

H3) +
C

ε
(‖U‖H1 + ‖∇̺‖L2)(1 + ‖̺‖2

H3).

Therefore, we get

(2.28)
d

dt
‖̺‖3

H3 6 ε(‖A‖2
H3 + ‖B‖2

H3) +
CT

ε
(‖U‖H1 + ‖B‖L∞

+ ‖∇̺‖L2 + ‖∇U‖L∞)(1 + ‖̺‖2
H3).
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Finally, thanks to [6] and (2.26) we have

(2.29) ‖∇U‖L∞

6 C(1 + ‖∇U‖BMO × log+ ‖U‖H3)

6 CT

[

1 + (‖L‖H1 + ‖H‖H1) log+(1 + ‖̺‖H2 + ‖A‖H2 + ‖B‖H2)
]

.

On the other hand, we deduce from (2.2), (2.15) and (2.19) that ̺L, ̺H ∈

L2((0, T ); H1(T2)), which together with (2.2) yields that both ∇A and ∇B are

bounded in L2((0, T ); H1(T2)). Then combining (2.27)–(2.29), we get

sup
06t<T

(

‖A(t)‖2
H2 + ‖B(t)‖2

H2 + ‖̺(t)‖2
H3

)

+

∫ T

0

(

‖By − Ax‖
2
H2 + ‖Ay + Bx‖

2
H2

)

dt

6 C(m, M, ‖̺0‖H3 , ‖U0‖H3 , T ),

which together with (2.1) implies that

sup
06t<T

(

‖̺(t)‖2
H3 + ‖U(t)‖2

H3

)

+

∫ T

0

‖∇U‖2
H3 dt 6 C(m, M, ‖̺0‖H3 , ‖U0‖H3 , T ).

This implies (2.24), and we have completed the proof of Theorem 1.1. �
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