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THE SCHAUDER-TYCHONOFF FIXED POINT THEOREM 
AND APPLICATIONS 

SIDNEY A. MORRIS, E . S. NOUSSAIR 

1. Introduction 

This paper has two main sections both concerned with the Schauder— 
Tychonoff fixed point theorems. The second section deals with an application 
of the strong version of the Schauder fixed point theorem to find criteria for 
the existence of "positive" solutions of non-linear vector ordinary differential 
equations. In the first section we give an exposition of the Schauder—Tycho­
noff fixed point theorems and prove a new strong version of the Tychonoff 
fixed point theorem. 

2. Fixed point theorems 

We begin by stating Schauder's theorem. 

Schauder's Theorem. Let A be a compact convex subset of a Banach space and 
f a continuous map of A into itself. Then f has a fixed point. 

This theorem is a special case of Tychonoff's theorem . 

Tychonoff's Theorem. Let A be a compact convex subset of a locally convex 
(linear topological) space and f a continuous map of A into itself. Then f has 
a fixed point. 

As noted in D u g u n d j i [2], Tychonoff's fixed point theorem is not im­
mediately applicable in analysis because the domain is required to be compact, 
a situation rarely met in practice. 

However using Mazur's lemma 

Mazur's Lemma. The closed convex hull of a compact subset of a Banach space 
is compact. 

Schauder's theorem can be extended to say 

Strong version of Schauder's Theorem. Let A be a closed convex subset of 
a Banach space and f a continuous map of A into a compact subset of A. Then f 
has a fixed point. 
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This version is particularly useful, an example is given in §3, and so we are 
led to ask: Is there a "strong version" of the Tychonoff fixed point theorem? 
More precisely, can the word "Banach" in the strong version of Schauder's 
theorem be replaced by "locally convex space"? Even the extension from 
"Banach space" to "normed vector space" is not obvious since Mazur's lemma 
would be false if "Banach" were replaced by "normed vector space" in it. 
Nevertheless by modifying Tychonoff Js original proof [7] we obtain our main 

Theorem A. Let A be a convex subset of a locally convex space and f a continuous 
map of A into a compact subset of A. Then f has a fixed point. 

This theorem certainly generalizes all the previously stated theorems. 
Indeed, even in the case of a Banach space it is stronger than the strong-
version of Schauder's theorem since we do not have to assume tha t the set A 
is closed. 

We now prove the theorem. We begin with some preliminary results — the 
first of which is well-known and appears in [6]. 

Theorem 2.1. Every n-dimensional Hausdorff linear topological space is linearly 
homeomorphic to the Euclidean yi-space En. 

Corollary 2.2. Given x±, ..., xn e R, a Hausdorff linear topological space, 
the set 

n n 

8 = {x : x = 2 <*iXi, 2 a* = !> a* > 0} 
i - l i=l 

with the induced topology is homeomorphic to a closed simplex in En of dimension 
r < n — 1. 

The lemma below folkrws easily from the Brouwer fixed point theorem 
together with Corollary 2.2 and its proof is therefore omitted. 

Lemma 2.3. Let the closed simplex L in a Hausdorff linear topological space 
be the union of a finite number of disjoint closed simplicies with vertices gi, ..., gn. 
Further, let cp be a mapping of {g±, . . . , gn} into L. Then the linear interpolation 

n n 
0 of (p given by 0 ( 2 oagt) = 2 <Ziq>{gi) *5 a continuous mapping of L into itself. 

i=l i=l 
Also there exists a point x in L such that @(x) — x. 

Note that the closed simplices $i and 82 are said to be disjoint if their 
intersection is their common face (which may be the empty set). 

Definition. Let {Wa ' ocel} be an open covering of a subset A of a topological 
space. Then the open covering {Up : /? e J} of A is said to be a two-fold refinement 
of {W<x : ocel} if for each /? e J there is an oc e I such that Up ^ Wa and if 
Up> nUp^Q, 0' e J, then Up, s TV«. 

The following lemma, whilst not explicitly stated, can be found in [7]. 

166 



Lemma 2.4. If A is a compact subset of a regular topological space R and 
{WOL : a el} is an open covering of A, then there exists a two-fold refinement 
{Ui, . . . , Up} of {Woe : oc e I}. In particular this is the case when R is a linear 
topological space. 

Proof . As A is compact there is a finite subcovering {TVi, . . . , Wn} of 
{Wa : oc e I}. Since R is regular, for each point x e A we can choose a neigh­
bourhood V(x) of x such that V(x) s= Wt, for some i. Choose a finite sub-
covering {Vi, . . . , Vm} of {V(x) : x e A}. 

(1) Put U(x) = [ p | Vk] n [ f] (R - V*)] n [ f l Wk] . 
xeV* xeR-Vk

 xeWk 

Clearly U(x) is a neighbourhood of x. Further, there are only a finite number 
of distinct U's. 

Now consider U(x). Choose a Vk out of the first intersection in (1). Then 
U(x) i= Vk s= Wi, for some i. Let U(x') n U(x) ^ 0, for some x' e A. Then 
x' e Vki since if x' e A — Vk, U(x') i= A — Vk which implies U(x) n U(x') = 
= 0. Thus x' eVk^ Wu which implies U(x') S Wt. 

The following lemma can easily be proved using Ch. X X §2 of [4] and its 
proof is therefore omitted. 

Lemma 2.5. If {Vi, . . . , Vk} form an open covering of the closed simplex L 
in a Hausdorff linear topological space, then L can be expressed as the union 
of a finite number of disjoint closed simplices Si, ..., Sm such that each Sk ^ Vi 
for some i. 

Theorem 2.6. (Strong version of the Tychonoff theorem) 

Let fbe a continuous mapping of a convex subset F of a Hausdorff locally convex 
linear topological space R into a compact subset A of F. Then there is at least 
one fixed point. 

Proof. We will work in the induced topology on F. Thus by a neighbour­
hood of x e F we mean a subset of F which contains x and is open in the induced 
topology on F. 

Suppose there are no fixed points; tha t is y = f(x) 7-= x for all x in F. 
Since R is Hausdorff there are neighbourhoods W(x) and W(y) of x and y 
respectively such that 

(1) W(x)r\ W(y) = 0 

Let G(x) =f~x[W(y)] n W(x). Then G(x) is a neighbourhood of x, G(x) f= W(x) 
and/[6r(x)] 1= W(y). Hence by (1) we have that 

(2) f[G(x)] n G(x) = 0 . 
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Since E is locally convex and F is convex, there exists a convex neighbourhood 
C(x) of x such that C(x) = G(x). Clearly then by (2) 

(3) f[C(x)] n C(x) = C . 

For each point x EA choose a corresponding C(x). Then {C(x) : x e A} is 
an open covering of A. By Lemma 2.4 there exists a two-fold refinement 
{Ui, ..., Up} of {C(x) : x G A}. Without loss of generality U( n A ^ C_ 
i = \, ...,p. Since / is continuous, {Vi, i = \, ...,p : Vi =f~1(Ui)} is an 
open covering of F. Without loss of generality Vi 7-1 0 for any i. 

Let L be the convex hull of {x\, ..., xp}, where Xi is an arbitrarily chosen 
point of Ui for each i = \, ...,p. By Corollary 2.2, L is homsomorphic to 
an r-dimensional closed simplex (r <p — 1). Since F is convex, L — F and 
thus {Vi, i = 1, . . . , p } is an open covering of L. Then by Lemma 2.5, L can 
be expressed as the union of disjoint closed simplices S{,j = 1, . . . ,1(£); 
i = \, ...,p, where 8{ = Vi for all j = \, ..., \(i). Thus 

(4) f(S{)=f(Vi)^Ui, j=\,...,\(i). 

Let g\, ..., gn be the vertices of these closed simplices. Define a mapping q? 
of {gi, ..., gn} into L in the following manner: 

There exists a Uk such that/(g«) e C/̂  • Choose one such Uk and let cp(gi) = xk, 
where xjc is the previously chosen element of Uk. By Lemma 2.3 the linear 
interpolation 0 of (p maps L into itself and has a fixed point iro in L. 

We now show that for each x in L there is a C e {O(#) : x e A} such tha t 
f(x) and 0(x) are in C. Then, in particularf(xo) ef(C) n C which contradicts (3). 

Let x e L. Without loss of generality x e S{ with vertices g±, ..., gm. Now 
by (4) f(S\) = U\ which implies f(x) and f(gt) e U\. By definition of 99, f(gt) 
and (p(gi) e Ujc, for some k. Denote this Ujc by UK Then / ( ^ ) E Ui n tT*. 
Thus Ui n C7< ^ 0 for i = 1, ...,m. Since {Ui, . . . , E7P} is a two-fold refi­
nement of {O(^) : a: G v4}, there exists C e {C(a;) : a; e ^4} such that U\ = C 
and U* c: O for all i = 1 , . . . , m. Thus (P(gr{) sC, i = 1, . ..,m and since C is 
convex and 0 is linear, 0(x) e C. That is f(x) e U± = C and also 0(x) e C, 
The theorem is proved. 

3, Non-oscillation criteria 

Consider the quasi-linear vector differential equation 

d / du\ 
(1) Lu = — \A(t,u)—\+F(t,u)u, t>0 

dt \ dt J 

where u is a vector function with values u(t) sEm, t > 0. The cosfficients 
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A(t, | ) , F(t, f) are m x m functions of class &([(), oo) X Em). The matrix 
A(t, | ) is assumed to be non-singular for all (t, | ) e [0, oo) X Em. 

In the oscillation theory of differential equations one of the important 
problems is to find sufficient conditions on the coefficients of the differential 
operator for the existence of non-oscillatory solutions; that is, solutions u(t) 
which are eventually positive. 

In this section we use the strong version of the Schauder fixed point theorem 
to obtain sufficient conditions for the existence of non-oscillatory solutions 
of equation (1). The method used is a generalization of a method used by 
D o m s l a k [1]. 

A natural way of generalizing the notion of a non-oscillatory scalar function 
to vector functions is to require one or more of the components of the vector 
function to be eventually positive. This leads us to the following definition. 

Definitions. Let h be a non-zero vector in Em. A vector sohttion u(t) is said 
to be h-non-oscillatory in [0, oo) if for some t\>0 the scalar function (u(t), h) < 0 
for all t >h, ^vhere (,) denotes the usual scalar product in Em. 

Let O(0, co;Em) denote the vector space of all continuous vector valued 
functions on (0, oo) with values in Em. Let | | be the norm defined on C by 

\u\ = sup || u(t)\\, where || || is the Euclidean norm in Em. 
*>o 

Theorem B. The differential equation (1) has h-non-oscillatory solutions if the 
matrices A~l and F satisfy the following conditions: 
(i) for any non-zero vector u e Em, there exist positive constants K\, K% which 

may depend on u, such that for all v \\v\\ < \\u \ and t > 0. 

(a) \\A~Ht, 0)|| < Ki \\A~Ht, u)\\ 
(b) \\F(t, v)\\ < K2 \\F(t, u)\\ 

(ii) } f ||A--(t\ h)\\ \\F(s, h)\\ ds dt < oo. 
o 6 

Proof. Consider the integral equation 

h i 
U\ ( « ) = — + (J A--(в,гt(в))d*)Г F{a, «(«))«(«) ds) 

« I: 

t s 

+ J J -4_1(T,W(T) ) F(s, u(s) )u(s) ds dr. 
h h 

Every solution of this integral equation satisfies the differential equation (1). 
Let Sh be the closed convex subset of (7(0, oo; Em) defined by 

IW 
Sh = {u(t) G C : (u(t), h) > < 0, IÎ H < ||A|| for t > h}. 

4 
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Define the operator T : O(0, oo; Em) -> C(0, oo; Em) by 

A * « 
27^ = — .4. (JA-1^, a(«)) ds) (J F(s, u(s) )u(s) ds) 

2 h t 

t 8 

+ J J A - 1 (T ,^ (T) )F (5 , W(S))W(S) ds dT 
ti ti 

Then for any u e Sh, we have using condition (i) that 

ll-"«|| <^~ + M4SUA-HS, A)|| d*)( f ||F(«, A)|| ds) ||A|| 

+ M 2 ( / J ||A-MT, A)|| \\F(s, A)|| ds dr) ||A|| 
tl tl 

where Ki, K2 are positive constants. Condition (ii) then shows that for suffi­
ciently large h, \\Tu\\ < \\h\\ for all u e Sh. 

We also have 

\\M\2 l 

(Tu, h)>—~- KiK2|W|2(J IIA"1^, h)\\ ds) (J \\F(s, h)\\ ds) 
2 tx t 

- K!K2|WI2 J J | |A-I(T, A)|| ||F(s, A)|| dx ds. 
h h 

\\M\2 

By condition (ii), then h can be chosen sufficiently large that (Tu, h) > . 
4 

Hence T is a continuous transformation of Sh into itself. Using condition (ii) 
it is easily verified that T(Sh) is precompact. So T has at least one fixed 
point in Sh. This means that the integral equation has a solution in Sh which 
is a A-non-oscillatory solution of the differential equation (1). This completes 
the proof of Theorem B. 

R e m a r k . In the special case A(t, £) = I, the identity matrix and F(t, £) 
is of the form F(t, | ) = f(t, £)/ our theorem reduces to a recent result of 
D o m s l a k [1]. Actually. Domslak also requires that f(t, 0) = 0 for all t and 
f(t, | ) > 0 for | 4= 0. 

The following example is one where Domslak's result is not applicable 
but ours is. 

E x a m p l e . Consider the fourth order non-linear differential equation 

(2) (p(%, u)u")" + q(x, u)u = 0, p(x, u) > 0 

Let u = yi, p(x, u)u = y2, v = [ ) . Then (2) is equivalent to the vector 
\yy 

equation 
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0 1 
v + I p(x, u) 

\q(x,u), o 

0 

v = 0. 

1 

Let g(x, u) = 

= max l\q(x, u)\, 

p(x, u) 
q(x, u), o 

1 

p(x, u) 

Write g(x, u) = g(x, ev), where e is the row vector (1,0). 
Condition (i) in the above theorem becomes: for any non-zero vector u e Em, 

there exists a constant k > 0 such that for all v such that ||v|| < \\u\\ 

(3) g(x, ev) < g(x, eu) 

If we choose h = I J then (v, h) = u. Hence by Theorem B, equation (2) 

will have bounded non-oscillatory solutions if condition (3) is satisfied and 

00 

J xg(x, 1) do: < oo. 
o 

R e m a r k s . For the class of differential equations satisfying conditions (a) 
and (b) of Theorem B, condition (ii) is not a necessary condition for the existence 
of A-non-oscillatory solutions. For example, let A = /, the identity matrix, 

i / i \ 
F = / and h = \ . Then condition (ii) is not satisfied but we still have 

8l2 \o) 
an /^-non-oscillatory solution, by Hille [3]. 

However condition (ii) of Theorem B cannot be replaced by the weaker 
00 s 

condition (ii') J* J (A(t, h)h, h) \(F(s, h)h, h)\ dt ds < oo. For example, consider 
o o 

the equation 

d 

d< 

(2, — 1 \ d /щ) +riri=o. 
^1, 0yd£ \^2 / J \ 1 , 0 )\U2J 

Condition (ii') is satisfied trivially for h = I I. However there are no h-non-

-oscillatory solutions. To see this, suppose I ) is an A-non-osdilatory solution. 
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Then u\ is eventually a positive solution of the scalar equation 
d % i 

dt2 + 
-L. u\ — 0, which is clearly impossible. 

Finally we note that necessary conditions of the integral type for the 

existence of A-non-oscillatory solutions are given in [5]. 
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