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K Y B E R N E T I K A — V O L U M E 14 (1978), N U M B E R 3 

Functional Equations and Information 
Measures with Preference 

N. L. AGGARWAL, C. F. PICARD 

In Information Theory and Questionnaire Theory we come across three measures of informa­
tion: weighted entropy (entropy of Shannon with utility) of Belis and Guiasu [3], [7], inaccuracy 
of Kerridge [10], and preference of Questionnaires [11]. These measures, though different, have 
analogous properties. In this paper we propose to unify these measures and to characterize them 
through functional equations while modifying certain axioms. 

The measure of information of Shannon verifies the well known branching property; the 
quantitative and qualitative generalization of this measure, given by Belis and Guiasu with the 
help of mapping of the events into the reals does not verify a branching type property without 
a boundary condition. Because the applications of this second measure could be numerous 
in various sciences, we had to solve the following problem. 

To find a new measure of information with the same kind of applications as the measure 
of Belis and Guiasu and verifying a constructive property analogous to the branching without 
boundary conditions. To resolve this problem, we are resolving functional equations giving 
a measure of information on a probability space with two measures; a second solution generalizes 
the measure of degree p. 

1. INTRODUCTION 

Let {Q, Sf, P) be a probability space. 

Let us consider an experiment 77, i.e. a finite measurable partition {Alt . . . , Ak, . . . 

...,An}(n > 1) of Q such that P(Ak) > 0 for every Ak. 

The different events Ak depend more or less relevantly upon the experimenter's 

goal or upon some qualitative characteristic of the physical system taken into account; 

that is, they have different utilities (or weights). Belis and Guiasu [3], [7] have 

ascribed to each event Ak a non-negative number UAk directly proportional to its 

importance. UAk is called the utility of the event Ak. 

The weighted entropy (or the entropy of Shannon with utility) of the experiment 77 



is defined as: 175 

(1) H(H)=-iuAkP(Ak)logP(Ak) 
J k = l 

where the base of the logarithm is taken as 2. (The same base of the logarithm will 

be taken throughout this paper.) 

The entropy of degree jS with utility of the experiment H is defined as [6]: 

iuAk?(Ak){l-?»-\Ak)-\ 
(2) - - M - ^ Y^, 

where /? is a positive number different from 1. 

It is easy to see that 

lim HfUjl) = H(n). 

The utility being not additive we need a law of composition for UAk. Two laws 

of composition have been proposed: 

L.C.I: The information 7(P(Afc), UAk) supplied by an event Ak is proportional to the 

utility UAk and to the information supplied by this event if we neglect its 

utility, i.e. 

l(P(Ak),UAk) = UAk.l(P(Ak)). 

L.C.2: The utility of two incompatible events Ak and A} is the mean value of the 

utilities of the respective events, i.e. 

{> " ^ KU + M ' 

Along with other axioms, the weighted entropy is characterized by L.C.I in [3] 

where as by L.C2 in [7]. 

Applications of the entropies with utility in Questionnaire Theory [4], [11] have 

shown that what is important for an event Ak it is not UAk alone but the product 

P(AJ . UAk, called the preference of the event Ak and defined for every event Ak of 77. 

If we put 

VAk=?(Ak).UAk 

we get: 

(4) H(H)=~ivAk\og?(Ak), 

(5) 
Z УлS.i - p / , "Ю] 



176 These are the inaccuracies of Kerridge and of degree ft with the only difference 
that VAk and ?(Ak) are functionally related whereas they are defined in an independent 
way in the usual definitions of inaccuracies. 

To give a systematic treatment of these measures of information we define pre­
ference V as a positive finite set function on (Q, $P). Then the modified definitions 
of entropies with preference are as: 

(6) H(27) = - £ V(Ak) log ?(Ak), 
k=l 

E V ( A , ) [ i - P " " ' ( A ) ] 

where fi is a real number different from 1. 

As before, we have 
Mm 27/27) = 77(27) . 
0 - i 

Let 27' = {Blt ..., Bj, ..., Bm) (m > l ) be another experiment. If we suppose 
that 77 and 77' are independent with respect to P and, moreover, that V(Ak n Bj) = 
= V(A/c). V(Bj) for k = 1,2, . . . , n and j = 1, 2, . . . , m, then we have the following 
properties: 

Weighted Additivity — 

(8) 77(77 A 77') = V0 77(27) + U0 77(77'), 

Weighted fi-Additivity — 

(9) 27/77 A 77') = V0 77(27) + £ V(Ak) P ' " 1 ^ ) 77/27'), JS + 1 , 
fc=i 

where U0 and V0 are the preferences of the experiments 77 and 77': 

Uo = £v(Ak), 
* = i 

Vo=£ V(Bj) . 
j = i 

In this paper we propose to study the inverse problem. 
We suppose that the entropy with preference of an experiment 77 possesses the 

following property: 

Simple Sum Property - There exists a positive function j , continuous on ] 0, 1[ x 
x [0, oo [ such that 

(10) H(H) = £f(P(Ak), V(Ak)). 
k=l 



Then we wish to find all the functions / and therefore all the entropies possessing 177 
property (8) or (9). 

If we put 

pk = P(Ak), uk = V(Ak), k=\,...,n, tuk=U0, 
k = i 

q. = ?(B.), Vj = V(Bj), j=\,...,m, Y Vj = V0 
J = I 

then the properties (8) and (9) can be written in the form of functional equations: 

(80 i if{pkqj, ukVj) = V0 if(Pk, Uk) + U0 if(qj, vj), 
k=lj=l k=l j=l 

(9') i if(PAj> ukvj) = V0 if(pk, uk) + i ukp{-' if(qJS Vj) 
k=l J=l k=l k=l J=l 

with 

uk = 0 Vfc , ^ O V j , U0 = i uk , V0 = i vj ; 
k=l j=l 

Pk>0Vk, iPk=l; qj>0Vj, tqj = l. 
k=l J=l 

The functional equation (8') has been studied by Kannappan [8], [9] under quite 
different conditions. 

2. WEIGHTED ENTROPY 

In this section we will find all the continuous solutions of the equation (8') and 
therefore all the entropies possessing the property (8), under the boundary conditions: 

(i) For an experiment 770 = {A,, A2} with P^A j) = P0(A2) = \ and UcLA) = 
= U0(A2) = i,H(J70) = l; 

(") j(i,i) = i; 

(hi) f(p, 0) is finite Vp e ]0, 1[. 

Lemma 1. A necessary and sufficient condition that a continuous positive function/ 
satisfies the equation (8') under the conditions (i), (ii), (iii) is 

f(p, u) = -ulogp, M ^ O , pe]0, 1 [ . 

Proof. The sufficient part is a mere verification. 



178 To prove the necessary part, we note that in writing V0 = ]T v} and U0 = V, u t, the 
equation (8') takes the form: k=i k=i 

(-1) £ t,f(Prfj> ukvj) = E Z "../(P* "*) + S I «*/(«y. »;) • 
t = i y = i t = i j = i t = i j = i 

This gives 

(12) f(pq,uv) = vf(p,u) + uf(q,v) 

for all p, qe ]0, 1[ and u, v ^ 0. 

j(/>, 0) being finite for all p e ]0, l [ we see easily f(p, 0) = 0; so we can put 

(13) f(p, u) = u <P(p, u), u > 0 . 

Then (12) yields: if uv = 0 thenj(pa , 0) = 0, else 

(14) $(pq, uv) = <P(p, u) + 4>(q, v). 

But we know from Aczel ([1], chap. 5) that the most general continuous solution 
of the equation (15), called 2-variables Cauchy equation 

(15) F(x. + x2, yi + y2) = F(xt, yx) + F(x2, y2) 

1S 

F(x, У) = cxx + clУ . 

Making the necessary changes we prove easily that the most general continuous 

solution of: 

G(xtx2, yty2) = G(xu yi) + G(x2, y2) 

is 

G(x, y) = C-L In x + c2 In y . 

Finally the most general solution of (14) is: 

<P(p, u) — ct In p + c2 In u 

where ci and c 2 are two arbitrary constants. 

These constants are determined by the conditions (i) and (ii) which imply: 

*(i, i) = 1 . 

Hi, i) = i • 
This gives 

c, = and c2 = 0 . 
In 2 



So we get 

f(p, u) = - u log p (u * 0) 

and we note that 

liraf(p, w) = 0 , V p e ] 0 , 1 [ 
u - > 0 

so that the lemma is proved. 
Finally we get the result: 

Theorem 1. The only measure of information possessing the properties (10) (simple 
sum) and (8) (weighted additivity) and satisfying the conditions (i), (ii), (iii) is the 
weighted entropy (6). 

Corollary. If V is a probability measure different from P, H(n) is the inaccuracy 
of Kerridge. If V = P, H(n) is the entropy of Shannon. 

3. ENTROPY OF /J-TYPE WITH PREFERENCE 

In this section we will find the most general continuous solutions of the equation 
(9') for all real fi (/? 4= l) and therefore the measures of information possessing the 
properties (10) and (9) under the boundary conditions (i) and (iii) of the Section 2. 

Lemma 2. The most general continuous positive solution j of the functional equa­
tion (9') under the conditions (i) and (iii) is 

j(p^) = " (
1

1J 2C 1 )» l3*1' M ^°> P<*U[ . 

Proof. If we write V0 = £ vj>trien t n e equation (9') takes the form: 
j = i 

I if(pkqj, ukVj) = I E vjf(Pk, uk) + £ Y. ukPl'1 f(qj> »j) • 
k=l j=l k = l j = l J c = l j = l 

This gives 

(16) f(pq, uv) = vf(p, u) + upf>-1 f(q, v) 

for all p, q e ]0, l [ ; w, v = 0 and j3 e R. 
If p = i ; (16) reduces to (12). So we suppose fi =t= 1. Now we will use the method 

employed in [12] to solve the equation (16). Without any supplementary hypothesis, 
we can write 

f(qp, vu) = f(pq, uv) 



180 that is 

' (17) f(qp, vu) = uf(q, v) + vqO-'fip, u) . 

Thus we get 

(18) [v-vq*-iy(P,u) = \u-up*-iy(q,v) 

with p,qe ]0, 1[; u, v > 0 and j3 4= 1. 

As before, if we put 

f(p,u) = u(\- p*-l)$(p,u) 

we obtain (uv 4= 0) 

<P(p, u) = 4>(q, v) . 

So $ is constant c and 

f(p,u) = cu(\ - p""1) 0 * 0 ) ; 

moreover we note that 

Wm f(p, «) = 0 Vpe]0 ,1 [ 
u-»o 

so that the most general continuous solution of (16) is 

f(p,u) = cu(\ - / - ' ) . 

The constant c is determined by the condition (i); so we have 

1 
c~ 1 _ 2 1 - " ' 

Therefore 

This completes the proof of the Lemma 2. 

Theorem 2. The only measure of information possessing the properties (10) (simple 
sum) and (9) (weighted /?-additivity) and satisfying the conditions (i), (iii) is the en­
tropy of degree fi with preference, Hp(n). 

Corollary. If V = P, then H^n) is the entropy of degree p of Havrda and Charvat. 

(Received November 15, 1977.) 
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