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Abstract. The paper is about a sub-supersolution method for the prescribed mean curva-
ture problem. We formulate the problem as a variational inequality and propose appropriate
concepts of sub- and supersolutions for such inequality. Existence and enclosure results for
solutions and extremal solutions between sub- and supersolutions are established.
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1. Introduction-problem setting

In this paper, we consider the following quasilinear equation describing a pre-

scribed mean curvature problem with homogeneous Dirichlet boundary condition:

(1.1)







−div

(

∇u
√

1 + |∇u|2

)

= f(x, u) in Ω

u = 0 on ∂Ω.

The prescribed mean curvature problem is an important problem in the geomet-

rical theory of partial differential equations and has been studied extensively by

different methods. Classical existence theorems for this problem (and in particular

for the minimal surface problem) are presented in [23] with references to the origi-

nal papers by Finn, Bombieri/De Giorgi/Miranda, Jenkins, Serrin, etc. (see e.g. [5],

[6], [18], [16], [24], [36] and the references therein). Here, we formulate (1.1) as a

problem in the space of functions of bounded variation. This approach was devel-

oped in e.g. [5], [36], [20], [21], [22]. However, the existence theorems established in

most of those papers are concerned with solutions of the prescribed mean curvature
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problem as global minimizers of the corresponding energy functionals. We also re-

fer to [37], [38], [40], [4], [27], [13], [39], [34], [28], [14], [26], [31] and the references

therein for recent discussions concerning solutions of the prescribed mean curvature

problem. In [31], we proposed a variational (min-max) approach to study an eigen-

value problem related to (1.1) by formulating it as a variational inequality in a space

of functions of bounded variation, which allows us to consider solutions other than

global minimizers.

In our work here, we shall use the weak formulation given in [31]. As presented in

that paper, the weak formulation of (1.1) is the following variational inequality:

(1.2)

{

J(v) − J(u) −
∫

Ω
f(x, u)(v − u) dx > 0, ∀v ∈ X,

u ∈ X.

Here, Ω is a bounded domain in RN (N > 1) with Lipschitz boundary, B is an open

ball in RN containing Ω, and

X = {u ∈ BV (B) : u = 0 a.e. in B \ Ω}.

X is a (Banach) subspace of BV (B) with the norm:

‖u‖ = ‖u‖X =

∫

B

|∇u|, ∀u ∈ X,

which is equivalent to the usual norm on BV (B), defined by

‖u‖BV (B) =

∫

B

|u| dx +

∫

B

|∇u|, u ∈ BV (B),

restricted to X . Here,

∫

B

|∇u| := sup

{
∫

B

u div g dx : g = (g1, . . . , gN ) ∈ C1
0 (B,RN )

and max
x∈B

|g(x)| 6 1

}

,

(div g =
N
∑

i=1

∂igi). The functional J : BV (B) → R is given by
(1.3) J(v) =

∫

B

[
√

1 + |∇v|2 − 1] =

∫

B

√

1 + |∇v|2 − |B|,

where (cf. e.g. [24], [1])

∫

B

√

1 + |∇u|2 = sup

{
∫

B

(gn+1 + u div g) dx :

g = (g1, g2, . . . , gn+1) ∈ C1
0 (B,Rn+1 ), max

x∈B

|g(x)| 6 1

}

.
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It is known that J is convex on BV (B) and lower semicontinuous with respect to the

L1(B)-topology (cf. [31]). We refer to [1], [2], [6], [11], [12], [13], [16], [17], [24], [25],

[41] and their references for the related properties of function of bounded variation,

the BV space, and their relations to the prescribed mean curvature problem that we

discuss here.

The goal of this paper is to start a systematic study of the boundary value problem

(1.1), formulated as (1.2), by a sub-supersolution method. This method could, in

many cases, give useful information not only on the existence of solutions of the

problem but also on the structure of solution sets, such as their compactness or the

existence of extremal (i.e., maximal and/or minimal) solutions. However, it seems

that this powerful method, which has been applied widely to equations that contain

Leray-Lions operators in Sobolev spaces, has not been employed so far to problems

whose principal operators have linear growth, such as the prescribed mean curvature

problem. We note that a sub-supersolution method for variational inequalities has

been proposed recently in [30], [29] and extended to other types of inequalities in first-

order Sobolev spaces W 1,p (see for example [7], [9], [8], [10], [32] and the references

therein). This approach has not been elaborated so far for equations or inequalities

in nonreflexive Banach spaces such as the space of functions of bounded variation

and for inequalities in which the potential functionals of the principal operators are

nonsmooth. A new sub-supersolution approach is therefore needed for our present

problem (1.1)–(1.2).

We are interested here in the existence and properties of solutions of the varia-

tional inequality (1.1) in the case where the lower order term f(x, u) also depends

on u. In this general case, the problem may no longer be coercive and thus may

not have solutions. In our approach, in order to study the solution set by the sub-

supersolution method, we need certain appropriate existence theorems for the vari-

ational inequality (1.2) in the case where the inequality is coercive (in some sense).

However, it seems that such existence results have not been established in the lit-

erature for our problem here, even in coercive cases. Therefore, in a preparatory

section, we consider the problem under various coercivity conditions and prove the

corresponding existence theorems. Although those theorems are auxiliary results

for our main discussion on sub-supersolution arguments for noncoercive problems,

they seem new and have their own interest. In our main section, we define suit-

able concepts of sub- and supersolutions for (1.2) and next consider the existence

together with other properties of solutions of (1.1)–(1.2) between sub- and super-

solutions.

The paper is organized as follows. In the second section, we establish existence

theorems for (1.2) under a number of coercivity conditions. Existence and enclosure

properties of solutions of (1.1) between sub- and supersolutions are shown in Sec-
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tion 3. We also consider the existence of extremal solutions, that is, of smallest and

greatest solutions of (1.1) between sub- and supersolutions.

2. Existence of solutions in coercive prescribed

mean curvature problems

In this section, we study (1.1) in the coercive case. We consider some conditions

that guarantee the existence of solutions of (1.2). The first condition is on the growth

of f(x, u) or on its anti-derivative F (x, u) (in u), which is defined by

F (x, u) =

∫ u

0

f(x, t) dt, x ∈ B, u ∈ R.

Assume that f is a Carathéodory function with the growth condition:

(2.1) |f(x, u)| 6 A1 + B1|u|
q−1, x ∈ B, u ∈ R,

with q ∈ (1, N/(N − 1)) and A1 ∈ Lq′

(B). It follows that F satisfies the following

growth condition:

(2.2) |F (x, u)| 6 A2 + B2|u|
q, x ∈ B, u ∈ R.

Also, we suppose that

(2.3) f(x, u) = 0, for a.e. x ∈ B \ Ω, all u ∈ R.

This implies that F (x, u) has the same property. From the continuous (in fact,

compact) embedding

(2.4) BV (B) →֒ Lq(B),

we see that the functional F : BV (B) → R defined by
F (u) =

∫

B

F (x, u(x)) dx,

is of class C1 on BV (B) and

(2.5) 〈F ′(u), v〉 =

∫

B

f(x, u)v dx, ∀u, v ∈ BV (B).

If some growth conditions stronger than (2.2) are imposed on F (x, u) then the

functional I −F is coercive and thus (1.2) is solvable. In fact, we have the following

existence result.
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Theorem 2.1. Assume there exist α < 1 and A3, B3 > 0 such that

(2.6) |F (x, u)| 6 A3 + B3|u|
α, for a.e. x ∈ B, ∀u ∈ R,

then (1.2) has a solution.

P r o o f. For R > 0, we denote BR = {x ∈ X : ‖x‖X 6 R}. From the lower

semicontinuity of the norm ‖ · ‖X with respect to the L1(B)-topology in BV (B)

restricted to X , we immediately see that BR is closed with respect to the weak
∗-

topology in X . Moreover, J is lower semicontinuous with respect to the L1(B)-

topology (and thus the weak∗-topology) of X . Let us prove that for each R > 0, the

functional J −F has a minimizer in BR. In fact, let {un} be a sequence in BR such

that

(2.7) lim
n→∞

(J − F )(un) = inf
v∈BR

(J − F )(v).

Since {un} is bounded in X , there is a subsequence, still denoted by {un} for sim-

plicity, such that

un ⇀∗ u

in the weak∗-topology, and in particular in the L1(B)-topology, of X . As noted

above, we have

(2.8) u ∈ BR.

From the compact embedding (2.4), we see that the set {un : n ∈ N} is relatively
compact in Lq(B). From the growth condition (2.2) we obtain

F (un) → F (u).

Hence F is continuous in X with respect to the weak∗-topology. This implies that

J − F is lower semicontinuous in BV (B) with respect to the weak∗ topology and,

in particular,

(J − F )(u) 6 lim inf(J − F )(un).

Combining this limit with (2.7) and (2.8), we see that u is a minimizer of J −F on

BR.

For each R > 0, let uR ∈ BR be any minimizer of J − F on BR, that is,

(J − F )(uR) 6 (J − F )(v), ∀v ∈ BR.
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Let us show that there is R > 0 such that

(2.9) ‖uR‖ < R.

In fact, assume otherwise that

‖uR‖ = R, ∀R > 0.

Consequently,

(2.10) lim
R→∞

‖uR‖ = ∞.

On the other hand, it follows from (2.6) that

|F (u)| 6

∫

B

|F (x, u)| dx 6 A2|B| + B2

∫

B

|u|α

6 C3(1 + ‖u‖α
L1(B)) 6 C4(1 + ‖u‖α),

for all u ∈ X for some constant C4 > 0. Moreover, note that

J(u) >

∫

B

|∇u| = ‖u‖, ∀u ∈ X.

Combining these estimates, we get

(2.11) (J − F )(u) > ‖u‖(1 − C4‖u‖
α−1) − C4, ∀u ∈ X.

Thus, J − F is coercive on X in the sense that

(2.12) lim
‖u‖→∞

(J − F )(u) = ∞.

This limit, together with (2.10), shows that

lim
R→∞

(J − F )(uR) = ∞,

contradicting the fact that

(J − F )(uR) 6 (J − F )(0) = 0, ∀R > 0.

This contradiction proves (2.9). Now, let us show that uR also satisfies (1.2). Let

v ∈ X and put w = uR + t(v − uR) with t ∈ (0, 1). For t sufficiently small, we have

w ∈ BR and thus

J(w) − F (w) > J(uR) − F (uR).
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However, since J(w) 6 tJ(v) + (1 − t)J(uR), we get

J(v) − J(uR) >
1

t
[F (uR + t(v − uR)) − F (uR)].

Letting t → 0+ in this estimate and using (2.5), one obtains

J(v) − J(uR) >

∫

B

f(x, uR)(v − uR).

Since this holds for every v ∈ X , uR is a solution of (1.2). �

Remark 2.2. Assume f(x, u) is locally bounded with respect to u and satisfies

the following growth condition: There are M > 0 and β ∈ (0, 1) such that

|f(x, u)| 6
B4

|u|β
for a.e. x ∈ B, all |u| > M.

Then F satisfies (2.6).

In fact, for x ∈ B and u ∈ [−M, M ], we have

|F (x, u)| 6

∫ M

0

|f(x, u)| dx 6 M sup
u∈[−M,M ]

|f(x, u)| := A3 (< ∞).

If |u| > M then

|F (x, u)| 6

∫ M

0

|f(x, u)| dx +

∫ |u|

M

B4

tβ
dt 6 A3 +

B4

1 − β
|u|1−β.

One obtains (2.6) with α = 1 − β ∈ (0, 1).

Let us consider another coercivity condition based on the norm ‖f(u)‖∗ of f(u),

which is valid also in the case where the lower order term is not given by an integral.

Let f̃ : X → X∗ be the Niemytskii operator associated with f :

〈f̃(u), v〉 =

∫

Ω

f(x, u)v dx, ∀u, v ∈ X.

It follows from (2.1) that f̃ is well defined. We prove next the following non varia-

tional existence result.
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Theorem 2.3. If there is R > 0 such that

(2.13) J(u) − 〈f̃(u), u〉 > 0,

for all u ∈ X with ‖u‖ = R, then (1.2) has a solution.

P r o o f. For each R > 0, let us consider the following variational inequality on

BR:

(2.14)

{

J(v) − J(u) > 〈f̃(u), v − u〉, ∀v ∈ BR,

u ∈ BR.

Note that f̃ is pseudomonotone on X (with respect to the weak∗-topology) in the

following sense: If

(2.15) un ⇀∗ u weak∗ in X ,

and

lim sup〈f̃(un), un − u〉 6 0,

then

(2.16) lim inf〈f̃(un), un − v〉 > 〈f̃(u), u − v〉, ∀v ∈ X.

This is a direct consequence of the compact embedding (2.4) and the growth condition

(2.1). In fact, it follows from (2.15) that un → u in Lq(Ω). Hence, from (2.1) and

the Dominated Convergence Theorem,

f(·, un) → f(·, u) in Lq′

(Ω),

(q′ is the Hölder conjugate of q). Because

‖f̃(un) − f̃(u)‖∗ 6 C‖f(·, un) − f(·, u)‖Lq′(Ω),

we have f̃(un) → f̃(u) in X∗. Moreover, 〈f̃(un), un − v〉 → 〈f̃(u), u − v〉 and (2.16)

immediately follows.

Now, since BR is bounded in X and closed with respect to the weak∗-topology, the

existence of solutions of (2.14) is well known in the theory of variational inequalities

(cf. e.g. [33]). This existence result is usually stated for reflexive Banach spaces, but

the adaptation to our case of a dual space with the weak∗-topology is straightforward.

One can also use the existence result in [19] for this purpose. In fact, as noted above,
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conditions (1.1)–(1.3) in [19] are fulfilled (see also Remark 2.11 in [19]). Condition

(2.1) is trivially satisfied since the recession cone B∞
R of BR is {0}. Also, if {wn}

and {tn} are as in Definition 2.5 of [19], then we must have wn → 0 because tnwn ∈

BR, ∀n and tn → ∞.

Let us show that there exists R > 0 such that

(2.17) ‖uR‖ < R.

Assume (2.17) does not hold, i.e., ‖uR‖ = R, ∀R > 0. By letting v = 0 in (2.14)

and noting that J(0) = 0, one has

(2.18) 0 > J(uR) − 〈f(uR), uR〉, ∀R > 0.

However, this contradicts (2.13) and therefore proves (2.17). The verification that

uR is in fact a solution of (1.2) is similar to that in Theorem 2.1 and is therefore

omitted. �

Remark 2.4. (a) In our case, since the principal functional has linear growth,

the usual coercivity condition (superlinear at infinity) does not hold.

(b) If J and f̃ satisfy the following coercivity condition at infinity

(2.19) lim
‖u‖→∞

[J(u) − 〈f̃(u), v〉] = ∞,

then (2.13) is clearly satisfied. Hence, we have existence of solutions in this particular

case.

(c) Because

(2.20) J(u) > ‖u‖X − |B|,

we see that if f̃ satisfies the following growth condition:

(2.21) ‖f̃(u)‖∗ 6 γ, if ‖u‖ > M,

with γ ∈ (0, 1), then (2.19) is fulfilled. This follows directly from the following

estimate:

J(u) − 〈f̃(u), u〉 > (1 − γ)‖u‖∗ − |B|,

if ‖u‖ > M . A particular case of (2.21) is when

(2.22) ‖f̃(u)‖∗ 6
α

‖u‖β
,

for ‖u‖ > M , with α, β > 0.
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(d) If f(x, u) satisfies the growth condition

(2.23) |f(x, u)| 6
B4

|u|β
,

for a.e. x ∈ B, all u ∈ R with |u| > M for some M > 0, β ∈ (0, 1), then (2.19) is

satisfied. In fact, for u ∈ X , it follows from (2.23) and the growth condtion (2.1)

that

|〈f̃(u), v〉| 6

(
∫

{x : |u(x)|6M}

+

∫

{x : |u(x)|>M}

)

|f(x, u)u| dx 6 A5 + B5‖u‖
1−β
X ,

(A5, B5 ∈ (0,∞)). Together with (2.20), this gives

J(u) − 〈f̃(u), u〉 > ‖u‖X − B5‖u‖
1−β
X − A5 − |B|.

Since 1 − β < 1, we immediately have (2.19).

(e) Although simple and following directly from the theory of pseudomonotone op-

erators and variational inequalities, the above results present a new point of view for

the formulation of the prescribed mean curvature problem in the space of functions of

bounded variation, which is different from the classical setting in [36], [24], [20], [22],

where the solutions were sought as minimizers of the associated potential functional.

The variational inequality formulation here allows us to study other types of critical

points as well. As a result, for example, the assumption that f(x, u) is increasing

with respect to u, which was usually required in the above classical papers, is not

required in our results here.

3. Existence of solutions in noncoercive cases—

Sub-supersolution method

In this main part of our paper, we study the case of noncoercive problems. For

this purpose, we use a sub-supersolution method. By defining appropriate sub-

and supersolutions for the variational inequality (1.2) and making use of the lattice

structures of the spaces BV (B) and X , we shall show the solvability and enclosure

properties of solutions of (1.2). As usual, for u, v ∈ L1(B) and A, B ⊂ L1(B), we

denote

(3.1)
u ∨ v = max{u, v}, u ∧ v = min{u, v},

A ∗ B = {u ∗ v : u ∈ A, v ∈ B}, u ∗ A = {u} ∗ A, with ∗ ∈ {∨,∧}.

It is known that BV (B) is closed with respect to the operations ∨ and ∧, that is,

u, v ∈ BV (B) ⇒ u ∧ v, u ∨ v ∈ BV (B)
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(cf. e.g. [3], [2]). As a consequence, X is also closed with respect to ∨ and ∧. We

propose the following concepts of sub- and supersolutions for the inequality (1.2).

Definition 3.1. A function u ∈ BV (B) is called a subsolution of (1.2) if

(i) u 6 0 a.e. on B \ Ω(3.2)

(ii) f(·, u) ∈ Lq′

(B), where q ∈ [1, N(N − 1)−1)(3.3)

(q′ is the Hölder conjugate of q) and

(iii) J(v) − J(u) −

∫

B

f(·, u)(v − u) dx > 0, ∀v ∈ u ∧ X.(3.4)

Similarly, a function u ∈ BV (B) is called a supersolution of (1.2) if

(i) u > 0 a.e. on B \ Ω(3.5)

(ii) f(·, u) ∈ Lq′

(B), and(3.6)

(iii) J(v) − J(u) −

∫

B

f(·, u)(v − u) dx > 0, ∀v ∈ u ∨ X.(3.7)

We have the following existence and enclosure result for solutions of (1.2).

Theorem 3.2. Assume there is a subsolution u and a supersolution u of (1.2)

such that

(3.8) u 6 u a.e. on Ω

and that f satisfies the following growth condition between u and u: There exists a

function h ∈ Lq′

(B) such that

(3.9) |f(x, u)| 6 h(x)

for a.e. x ∈ B, for all u ∈ [u(x), u(x)].

Then, there exists a solution u of (1.2) such that

(3.10) u 6 u 6 u on B.

P r o o f. Let us define, for x ∈ B and u ∈ R,
(3.11) b(x, u) =











[u − u(x)]q−1 if u > u(x),

0 if u(x) 6 u 6 u(x),

−[u(x) − u]q−1 if u < u(x),
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where q, u, u are as in (3.2)–(3.7). b is a Carathéodory function and since u, u ∈

BV (B) →֒ Lq(Ω), b satisfies the growth condition

(3.12) |b(x, u)| 6 D1(x) + D2|u|
q−1, a.e. x ∈ B, all u ∈ R,

with D1 ∈ Lq′

(B), D2 > 0. For u ∈ BV (B), we have

∫

B

b(x, u)u dx =

∫

{x∈B : u(x)>u(x)}

[u(x) − u(x)]q−1u(x) dx(3.13)

−

∫

{x∈B : u(x)<u(x)}

[u(x) − u(x)]q−1u(x) dx

> D3‖u‖
q

Lq(B) − D4,

for some D3, D4 > 0. On the other hand, for u ∈ BV (B), we define the truncated

function Tu by

(3.14) Tu = (u ∨ u) ∧ u (= (u ∧ u) ∨ u).

Since u, u ∈ BV (B), we have Tu ∈ BV (B). Moreover, if u ∈ X then Tu ∈ X .

Let us consider the following auxiliary variational inequality in X :

(3.15)

{

J(v) − J(u) + 〈βb̃(u) − f̃(Tu), v − u〉 > 0, ∀v ∈ X,

u ∈ X,

where β > 0 sufficiently large to be determined later, f̃ is the Niemytskii operator

associated with f and b̃ is the Niemytskii operator associated with b.

For u, v ∈ BV (B), one gets from (3.3), (3.6), and (3.9), the following estimates:

|〈f̃(Tu), v〉| =

∣

∣

∣

∣

∫

B

f(·, Tu)v dx

∣

∣

∣

∣

6

∫

{x∈B : u(x)<u(x)}

|f(·, u)| |v| dx +

∫

{x∈B : u(x)>u(x)}

|f(·, u)| |v| dx

+

∫

{x∈B : u(x)6u(x)6u(x)}

h |v| dx

6 (‖f(·, u)‖Lq′(B) + ‖f(·, u)‖Lq′ (B) + ‖h‖Lq′(B))‖v‖Lq(B).

As above, from the compact embedding (2.4), we see that if

un ⇀∗ u in BV (B)-weak∗,
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then un → u in Lq(B) and thus Tun → Tu in Lq(B). Therefore,

(3.17) b̃(un) → b̃(u), f̃(Tun) → f̃(Tu) in Lq′

(B).

The complete continuity properties of b̃ and of f̃ ◦ T show that βb̃ − f̃ ◦ T is a

pseudomonotone operator from X to X∗.

Let us verify now that (3.15) is coercive on X in the sense of (2.19), that is,

(3.18) lim
‖u‖→∞,u∈X

J(u) + 〈βb̃(u) − f̃(Tu), u〉 = ∞,

whenever β > 0 is chosen sufficiently large. In fact, from (2.20), (3.13), and (3.16),

we have

J(u) + 〈βb̃(u) − f̃(Tu), u〉 > ‖u‖X − |B| + βD3‖u‖
q

Lq(B) − βD4

− (‖f(·, u)‖Lq′ (B) + ‖f(·, u)‖Lq′ (B) + ‖h‖Lq′(B))‖u‖Lq(B).

Since q > 1, by choosing

β > D−1
3 (‖f(·, u)‖Lq′ (B) + ‖f(·, u)‖Lq′ (B) + ‖h‖Lq′(B)),

we obtain (3.18).

According to Theorem 2.3, (3.15) has solutions. In the next part, we show that

any solution of u of (3.15) is in fact a solution of (1.2) and satisfies (3.10) as well.

First, let us prove that u > u. Because u ∈ X , by letting v = u ∧ u (∈ u ∧ X) in

(3.4), one obtains

J(u ∧ u) − J(u) −

∫

B

f(·, u)(u ∧ u − u) dx > 0.

Since u ∧ u − u = −(u − u)+, we have

(3.19) J(u ∧ u) − J(u) −

∫

B

f(·, u)(u − u)+ dx > 0.

It follows from (3.2) that u ∨ u ∈ BV (B) and that u ∨ u = 0 a.e. on B \ Ω. Hence,

u∨u ∈ X . Letting v = u∨u in (3.15) and noting that u∨u = u+(u−u)+, one gets

(3.20) J(u ∨ u) − J(u) + 〈βb̃(u) − f̃(Tu), (u − u)+〉 > 0.

Adding (3.19) and (3.20) yields

0 6 J(u ∧ u) + J(u ∨ u) − J(u) − J(u) +

∫

B

f(·, u)(u − u)+ dx(3.21)

+ β

∫

B

b(·, u)(u − u)+ dx −

∫

B

f(·, Tu)(u − u)+ dx.
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Next, let us show that

(3.22) J(u ∧ v) + J(u ∨ v) 6 J(u) + J(v), ∀u, v ∈ BV (B).

In fact, from classical results in relaxation and BV -functions (cf. e.g. Theorem 3.3

and Definition 1.1, [12] or [6], [15]), there are sequences {un} and {vn} in W 1,1(B)

such that

(3.23) un → u, vn → v in L1(B),

and

(3.24) J(un) → J(u), J(vn) → J(v).

It follows from (3.23) that

un ∧ vn → u ∧ v, un ∨ vn → u ∨ v in L1(B).

From the lower semicontinuity of J with respect to the L1(B)-topology, we obtain

{

J(u ∧ v) 6 lim inf J(un ∧ vn), and

J(u ∨ v) 6 lim inf J(un ∨ vn).

On the other hand, since un, vn ∈ W 1,1(B), we have (cf. e.g. [23])

∇(un ∧ vn) =











∇un a.e. on {x : un(x) < vn(x)},

∇un = ∇vn a.e. on {x : un(x) = vn(x)},

∇vn a.e. on {x : un(x) > vn(x)},

∇(un ∨ vn) =











∇un a.e. on {x : un(x) < vn(x)},

∇un = ∇vn a.e. on {x : un(x) = vn(x)},

∇vn a.e. on {x : un(x) < vn(x)},

and thus

J(un ∧ vn) + J(un ∨ vn) =

∫

B

√

1 + |∇(un ∨ vn)|2 +

∫

B

√

1 + |∇(un ∧ vn)|2 − 2|B|

=

∫

B

√

1 + |∇un|2 +

∫

B

√

1 + |∇vn|2 − 2|B|

= J(un) + J(vn), ∀n.
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Combining this identity with (3.24) and (3.25), one obtains

J(u ∧ v) + J(u ∨ v) 6 lim inf[J(un ∧ vn) + J(un ∨ vn)]

= lim inf[J(un) + J(vn)] = J(u) + J(v).

We have proved (3.22). Using (3.22) with v = u in (3.21) yields

0 6 β

∫

B

b(·, u)(u − u)+ dx +

∫

B

[f(·, u) − f(·, Tu)](u − u)+ dx(3.26)

= β

∫

{x : u(x)>u(x)}

b(·, u)(u − u) dx

+

∫

{x : u(x)>u(x)}

[f(·, u) − f(·, Tu)](u − u) dx

= −β

∫

{x : u(x)>u(x)}

(u − u)q−1(u − u) dx.

This shows that
∫

{x : u(x)>u(x)}(u− u)q dx = 0 and thus u 6 u a.e. on B. Analogous

arguments show that u 6 u a.e. on B, which completes our proof of (3.10).

From (3.10) and the definitions of b and T in (3.11) and (3.14), it is immediate

that b̃ = 0 and Tu = u. Therefore, the inequality in (3.15) coincides with that in

(1.2) in our case. Hence, u is also a solution of (1.2). �

Remark 3.3. (a) We can extend the above existence result to the case where

only subsolutions (or supersolutions) exist and f satisfies a one-sided sub-constant

growth condition as in (2.23). The proof in this situation is similar to and, in fact,

simpler than that of Theorem 3.2 and is omitted.

(b) Theorem 3.2 can also be generalized to the enclosure of solutions of (1.2)

between several subsolutions and supersolutions. We have the following result:

Theorem 3.4. Assume u1, . . . , uk are subsolutions and u1, . . . , um are superso-

lutions of (1.2) such that

u := max{u1, . . . , uk} 6 u := min{u1, . . . , um},

a.e. on Ω and f satisfies the growth condition (3.9) for a.e. x ∈ B and all

u ∈ [min{u1(x), . . . , uk(x)}, max{u1(x), . . . , um(x)}].

Then, there exists a solution u of (1.2) that satisfies (3.10).
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The proof of this more general theorem follows the same lines as that of Theo-

rem 3.2 with the following modifications. The auxiliary inequality (3.15) is replaced

by the inequality

(3.27)

{

J(v) − J(u) + 〈β̃(u) − C(u), v − u〉 > 0, ∀v ∈ X,

u ∈ X.

The operator C is given by

〈C(u), v〉 =

∫

Ω

[

f(·, Tu) +

k
∑

i=1

|f(·, Ti0(u)) − f(·, Tu)|

−

m
∑

j=1

|f(·, T0j(u)) − f(·, Tu)|

]

v dx,

for all u, v ∈ X , where u0 = min{ui : 1 6 i 6 k}, u0 = max{uj : 1 6 j 6 m}, and

Tiju = (u ∨ ui) ∧ uj(= (u ∧ uj) ∨ ui)

for 0 6 i 6 k and 0 6 j 6 m. Using arguments analogous to those in the proof of

Theorem 3.2, we see that (3.27) has a solution u such that

ui 6 u 6 uj , ∀i ∈ {1, . . . , k}, j ∈ {1, . . . , m}.

This implies that b̃(u) = 0 and Tu = Tiju = 0, ∀i, j and thus C(u) = f̃(u). Hence,

u is a solution of (1.2).

(c) Under the assumptions of either Theorem 3.2 or 3.4, any solution u of (1.2)

between u and u is both a subsolution and a supersolution of (1.2) in the sense of

Definition 3.1.

In this next part, we show the existence of extremal solutions between sub- and

supersolutions. Suppose that (1.2) has a pair of sub- and supersolutions and that the

assumptions of Theorem 3.2 are satisfied. We consider on BV (B) (and thus on X)

the usual partial ordering:

u 6 v if and only if u(x) 6 v(x) for a.e. x ∈ B.

Let x be the set of solutions of (1.2) within the interval [u, u], where [u, u] = {u ∈

X : u 6 u 6 u}. We have the following theorem.
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Theorem 3.5. x has the greatest and the smallest element with respect to the

partial ordering “6” on X .

P r o o f. We note that BV (B) is a separable metric space with the metric

generated by the Lq-norm (q is given in (2.1). Therefore, X and thus x are also

separable with respect to the metric generated by ‖·‖Lq(B) (with respect to ‖·‖Lq(B)

for short). Hence, there exists a sequence {vn} ⊂ x such that the set {vn : n ∈ N} is
dense in x with respect to ‖ · ‖Lq(B).

We construct a sequence {un} in x iteratively as follows. Choose u1 = v1 ∈ x.

Assume un is constructed. As in Remark 3.3 (c), vn and un are subsolutions of (1.2)

with

(u 6)max{vn+1, un} 6 u.

By Theorem 3.4, there is a solution u = un+1 of (1.2) such that

(3.28) u 6 max{un, vn+1} 6 un+1 6 u.

Therefore, un+1 ∈ x and un+1 > vn+1. From (3.28), we see that {un} is an increasing

sequence, and

(3.29) un > vn, ∀n.

Also,

(3.30) un 6 u, ∀n.

Let u := sup
n∈Nun. Thus,

(3.31) un → u a.e. in B.

We show that u is a solution of (1.2). In fact, since u 6 u 6 u, we have u ∈ Lq(B).

Also, since u, u ∈ Lq(B), by using (3.31) and the Dominated Convergence Theorem,

we get

(3.32) un → u in Lq(B).

Applying once more the Dominated Convergence Theorem and using the growth

condition (3.9), one obtains

(3.33) f̃(un) → f̃(u) in Lq′

(B).
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Now, since un ∈ x, we have

(3.34) J(v) − J(un) > 〈f̃(un), v − un〉, ∀v ∈ X.

Letting v = 0 in this inequality yields

(3.35)

∫

B

|∇un| 6 J(un) 6 〈f̃(un), un〉.

From the lower semicontinuity of the functional u 7→
∫

B
|∇u| with respect to the

‖ · ‖L1(B)-topology (cf. [24] or [17]), we have

∫

B

|∇u| 6 lim inf

∫

B

|∇un| 6 lim〈f̃(un), un〉 = 〈f̃(u), u〉 < ∞.

Hence, u ∈ BV (B). Also, it follows from (3.31) that

u = 0 a.e. on B \ Ω,

which shows that u ∈ X .

As a consequence of (3.32)–(3.34) and the lower semicontinuity of J with respect

to the L1(B)-topology (cf. [24]), we have J(u) < ∞ and

J(v) − J(u) > lim inf[J(v) − J(un)] > lim〈f̃(un), v − un〉 = 〈f̃(u), v − u〉.

Since this holds for all v ∈ X , u is a solution of (1.2), i.e. u ∈ x.

From (3.29), we have

(3.36) u > vn a.e. on B, ∀n ∈ N.

Let v ∈ x. By the density of {vn : n ∈ N} in x, there is a subsequence {vnk
} ⊂ {vn}

such that vnk
→ v in Lq(B) and also vnk

→ v a.e. in B. From (3.36), one also has

u > v. We have shown that u is the greatest element of x with respect to the ordering

“6”. The existence of the smallest element of x is carried out analogously. �

We conclude this section with a simple example of sub- and supersolutions of (1.2)

as constants. Further examples of sub-supersolutions in some particular problems

will be the subject of a future work. We have the following simple criteria for constant

sub-supersolutions.
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Proposition 3.6. Let D ∈ R. If D 6 0 (resp. D > 0), f(·, D) ∈ Lq′

(B), and

f(x, D) > 0 (resp. f(x, D) 6 0) for a.e. x ∈ B, then D is a subsolution (resp. super-

solution) of (1.2).
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