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Abstract. If G is a connected graph with distance function d, then by a step in G is meant
an ordered triple (u, x, v) of vertices of G such that d(u, x) = 1 and d(u, v) = d(x, v) + 1.
A characterization of the set of all steps in a connected graph was published by the present
author in 1997. In Section 1 of this paper, a new and shorter proof of that characterization
is presented. A stronger result for a certain type of connected graphs is proved in Section 2.
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0. Introduction

The letters f–n will be reserved for denoting integers. All graphs considered here
are finite undirected (without loops or multiple edges). For the terminology of graph
theory, see the book [2]. Let G be a connected graph, and let d be its distance
function. If u, v ∈ V (G), α is an u − v path of G and the length of α equals to
d(u, v), then we say that α is a geodesic in G.
By a signpost system we will mean an ordered pair (W, T ), where W is a finite

nonempty set, T ⊆ W ×W ×W , and the following axioms hold:

(Ax. 1) if (u, x, v) ∈ T , then (x, u, u) ∈ T for all u, v, x ∈ W ;
(Ax. 2) if (u, x, v) ∈ T , then (x, u, v) /∈ T for all u, v, x ∈ W ;
(Ax. 3) if u 6= v, then there exists z ∈ W such that (u, z, v) ∈ T for all u, v ∈ T .

The notion of a signpost system was introduced in [5], but in a slightly different
sense: (W, T ) is a signpost system in our terminology if and only if T is a signpost
system on W in the terminology of [5].
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Let (W, T ) be a signpost system. By (Ax. 1),

(u, v, v) ∈ T if and only if (v, u, u) ∈ T

for all u, v ∈ T . Combining (Ax. 1) and (Ax. 2), we see that

(1) if (u, x, v) ∈ T, then v 6= u 6= x for all u, v, x ∈ T.

By the underlying graph of (W, T ) we mean the graph G defined as follows:
V (G) = W and

u and v are adjacent in G if and only if (u, v, v) ∈ T

for all u, v ∈ W .

Let G be a connected graph, and let d denote its distance function. Following [6],
by a step in G we mean an ordered triple (u, x, v), where u, v, x ∈ V (G), d(u, x) = 1
and d(u, v) = d(x, v)+1. If S denotes the set of all steps in G, then the ordered pair
(V (G), S) is called the step system of G. The step system of G is a useful instrument
for studying those properties of G that depend on its distance function.

The next proposition will be used in Section 2.

Proposition 1. Let G be a connected graph. Then G is biparite if and only if

exactly one of the ordered triples (u, x, v) and (x, u, v) is a step in G

for all u, v, x ∈ V (G) such that ux ∈ E(G).

���������
. Let d denote the distance function of G. Consider arbitrary u, v, x ∈

V (G) such that ux ∈ E(G). Then d(u, v) < d(x, v) + 1 or d(x, v) < d(u, v) + 1.
Therefore, at most one of the ordered triples (u, x, v) and (x, u, v) is a step in G.

It is easy to see that G contains an odd cycle if and only if there exist u0, v0, x0 ∈
V (G) such that u0x0 ∈ E(G) and neither (u0, x0, v0) nor (x0, u0, v0) is a step in G.

�

Moreover, by a step system we mean an ordered pair (W, T ) such that (W, T ) is
the step system of a connected graph. It is easy to see that every step system is a
signpost system.
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Proposition 2. Let (W, T ) be the step system of a connected graph G1, and let
G2 be the underlying graph of (W, T ). Then G1 = G2.
���������

is obvious. �

Step systems were characterized by the present author in [6]. Using the notion of
a signpost system, the characterization proved there can be described as follows:
Let (W, T ) be a signpost system. Then (W, T ) is a step system if and only if

(2) the underlying graph of (W, T ) is connected

and a set Ax of axioms hold; Ax is a finite nonempty set of axioms that—similarly
as (Ax. 1), (Ax. 2) and (Ax. 3)—can be reformulated in a language of the first-order
logic.
Similar characterization of step systems was proved in [8] but the set of axioms

was weaker there. Moreover, the correspondence between the characterization of a
step system of a connected graph G and a characterization of the set of all geodesics
of G was studied in [7].
The proofs of characterizations of step systems presented in [6] and [8] are long

and complicated. In Section 1 of the present paper, a new, shorter and simpler proof
of a characterization of step system will be given. The set of axioms used here will
be weaker than in [8] (and thus than in [6]).
In the characterizations of step systems given in [6], [8] and here, the assumption

that W be finite is combined with the assumption (2) and a finite set of axioms that
can be reformulated in a language of the first-order logic. As was shown in [6] and
[8], the assumption (2) cannot be omitted. The question whether the assumption (2)
could be replaced by a finite nonempty set of axioms formulated in a language of the
first-order logic is still open.
On the other hand, there exists a “rich” class C of connected graphs such that a

theorem of the following structure can be proved:
Let (W, T ) be a sigpost system. Then (W, T ) is the step system of a graph be-

longing to the class C if and only if the set AxC of axioms holds; AxC is a finite
set of axioms formulated in a language of the first-order logic.
As was shown by the present author in [9], the class of all trees has this property.

As follows from the result of Mulder and Nebeský [5], the class of median graphs
and the class of modular graphs have this property, too. (Note that every tree is
a median graph, and every median graph is a modular one). In Section 2 of the
present paper we will prove a theorem on this type for another class of graphs, a
class involving median graphs, cycles and complete graphs.
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1. A characterization of step systems

Let (W, T ) be a step system. It is not difficult to show that it satisfies the following
axioms:

(Ax. 4) if (u, x, v), (v, y, x) ∈ T , then (v, y, u) ∈ T for all u, v, x, y ∈ W ;
(Ax. 5) if (u, x, v), (v, y, x) ∈ T , then (u, x, y) ∈ T for all u, v, x, y ∈ W ;

(Ax. 6) if (u, v, x), (v, u, y), (x, y, u) ∈ T , then (y, x, v) ∈ T for all u, v, x, y ∈ W ;

(Ax. 7) if (u, x, v), (v, y, y) ∈ T , then (v, y, u) ∈ T or (y, v, x) ∈ T or (u, x, y) ∈ T

for all u, v, x, y ∈ W .

Verifications of (Ax. 4)–(Ax. 6) and of a stronger version of (Ax. 7) can be found
in [6] on pages 154–155.

Remark 1. Let (W, T ) be a signpost system satisfying (Ax. 6), let u, v, x ∈ W ,
and let (u, x, v), (v, u, u) ∈ T . By (Ax. 1), (x, u, u) ∈ T . As follows from (Ax. 6),
(u, v, x) ∈ T .

We will prove that if a signpost system (W, T ) satisfies (Ax. 4)–(Ax. 7) and its
underlying graph is connected, then (W, T ) is a step system. But first, we will need
one definition, two lemmas and three corollaries; the lemmas were proved in [7].

Let (W, T ) be a signpost system. By a process in (W, T ) (in short: a process) we
mean a sequence

(3) (u0, . . . , uk),

where k > 1, u0, u1, . . . , uk ∈ W and

(ui, ui+1, uk) ∈ T for each i, 0 6 i < k.

If (3) is a process, u0 = u and v = uk, then we say that (3) is an u− v process. The
notion of a process was introduced in [7]. Let k > 2. As immediately follows from the
definition, (3) is a process in (W, T ) if and only if (u0, u1, uk) ∈ T and (u1, . . . , uk) a
process in (T, W ). By virtue of (Ax. 1) and (1), every process in (W, T ) is a walk in
the underlying graph of (W, T ).

Lemma 1. Let (W, T ) be a signpost system satisfying (Ax. 4) and (Ax. 5), and let
u0, . . . , uk ∈ W , where k > 1. If (u0, . . . , uk) is a process in (W, T ), then (uk, . . . , u0)
is also a process in (W, T ).
���������

. See the proof of Lemma 2 in [7]. �
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Corollary 1. Let (W, T ) be a signpost system satisfying (Ax. 4) and (Ax. 5), let
(u0, . . . , uk) be a process in (W, T ), and let 0 6 i < j 6 k. Then (ui, ui+1, . . . , uj)
and (uj , uj−1, . . . , ui) are also processes in (W, T ).
���������

. By Lemma 1, (uk, . . . , u0), (uj , . . . , u0), (u0, . . . , uj), (ui, . . . , uj) and
(uj , . . . , ui) are processes in (W, T ). �

Corollary 2. Let (W, T ) be a signpost system satisfying (Ax. 4) and (Ax. 5),
and let G denote the underlying graph of (W, T ). Then every process in (W, T ) is a
nontrivial path in G.

���������
. Combining Corollary 1 and (1), we get the result. �

Corollary 3. Let (W, T ) be a signpost system satisfying (Ax. 4) and (Ax. 5),
and let u0, . . . , uk ∈ W , where k > 2. If (u0, . . . , uk−1) is a process in (W, T ) and
(uk, uk−1, u0) ∈ T , then (u0, . . . , uk−1, uk) is a process in (W, T ).
���������

. By Lemma 1, (uk−1, . . . , u0) is a process in (W, T ). Since (uk, uk−1,

u0) ∈ T , we see that (uk, uk−1, . . . , u0) is a process in (W, T ). Lemma 1 implies that
(u0, . . . , uk−1, uk) is a process in (W, T ), too. �

Lemma 2. Let (W, T ) be a signpost system satisfying (Ax. 4), (Ax. 5) and (Ax. 7),
and let the underlying graph of (W, T ) be connected. Then for every distinct u, v ∈ W

there exists an u− v process in (W, T ).
���������

. See the proof of Lemma 5 in [7]. �

The following theorem improves both Theorem 1 in [6] and Theorem 3 in [8]. But
the main intention for presenting it here is its new proof, which is shorter and simpler
than the proofs of the above-mentioned theorems in [6] and [8].
Let (W, R) be a signpost system, and let G denote its underlying graph. Assume

that G is connected. Let d denote the distance function of G. Then for every j > 0,
we denote

Rj = {(u, x, v) ∈ R; d(u, v) = j}.

This definition will be applied to two signpost systems considered in the proof of the
following theorem.

Theorem 1. Let (W, T ) be a signpost system. Then (W, T ) is a step system if
and only if its underlying graph is connected and (W, T ) satisfies (Ax. 4)–(Ax. 7).
���������

. Let P denote the set of all processes in (W, T ), and G denote the
underlying graph of (W, T ).
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Assume that (W, T ) is a step system. By Proposition 2, (W, T ) is the step system
of G. Thus the underlying graph of (W, T ) is connected. Moreover, (W, T ) satisfies
(Ax. 4)–(Ax. 7). (As was said above, verifications of (Ax. 4)–(Ax. 6) and of a stronger
version of (Ax. 7) can be found in [6]).
Conversely, let G be connected, and let (W, T ) satisfy axioms (Ax. 4)–(Ax. 7). We

denote by d and S the distance function of G and the set of all steps in G respectively.
We will prove that (W, T ) is the step system of G. Since V (G) = W , it is sufficient
to prove that T = S. Suppose, to the contrary, that T 6= S. Then there exists n > 0
such that Tn 6= Sn and

(4) Tf = Sf for all f, 0 6 f < n.

Obviously, T0 = ∅ = S0. Thus n > 1. We distinguish two cases.
Case 1. Let Sn − Tn 6= ∅. As follows from the definition of the underlying

graph, n > 2. Then there exist u, v, x ∈ W such that d(u, v) = n and (u, x, v) ∈
S − T . Clearly, there exist v0, . . . , vn−1, vn ∈ W such that v0 = v, vn−1 = x,
vn = u and (vn, vn−1, . . . , v0) is a geodesic in G. Lemma 2 implies that there exist
u0, . . . , um ∈ W such that m > 1, u0 = u, um = v and (u0, . . . , um) is an u − v

process in (W, T ). By Corollary 2, (u0, . . . , um) is a path in G. This means that
m > n and

(5) d(uj , vj) 6 n for each j, 0 6 j 6 n.

Put u−1 = vn−1. Since u−1 = x, we have (u0, u−1, v0) /∈ T . Define

αi = (ui, . . . , um = v0, . . . , vi) for each i, 0 6 i 6 n.

We see that d(u0, v0) = n and α0 ∈ P. Since (u0, . . . , um) ∈ P and m > n, we
have, by Corollary 1, (un, . . . , u0) ∈ P. Hence (un, un−1, vn) ∈ T . Recall that
(u0, u−1, v0) /∈ T . There exists h, 0 6 h 6 n− 1, such that

d(uh, vh) = n, αh ∈ P and (uh, uh−1, vh) /∈ T,(6)

and

d(uh+1, vh+1) 6= n or αh+1 6∈ P or (uh+1, uh, vh+1) ∈ T.(7)

Since αh ∈ P,

(8) (uh, uh+1, vh) ∈ T.

Since d(uh, vh) = n, (uh, . . . , u0 = vn, . . . , vh+1, vh) is a geodesic in G. Thus

(9) d(uh, vh+1) = n− 1
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and (uh, uh−1, vh+1) ∈ S. As follows from (4) and (9), (uh, uh−1, vh+1) ∈ T . If
(vh, vh+1, uh) ∈ T , then, by (Ax. 4), (uh, uh−1, vh) ∈ T , which contradicts (6).
Hence

(10) (vh, vh+1, uh) /∈ T.

Let (uh, uh+1, vh+1) ∈ T . By (4) and (9), (uh, uh+1, vh+1) ∈ S. Thus d(uh+1,

vh+1) = n − 2. By (6), d(uh, vh) = n. This implies that d(uh+1, vh) = n − 1 and
(vh, vh+1, uh+1) ∈ S. By (4), (vh, vh+1, uh+1) ∈ T . Combining (8) with (Ax. 4), we
get (vh, vh+1, uh) ∈ T , which contradicts (10). Thus (uh, uh+1, vh+1) /∈ T . Obviously,
(vh, vh+1, vh+1) ∈ T . Combining (8) and (10) with (Ax. 7), we get

(11) (vh+1, vh, uh+1) ∈ T.

Let d(uh+1, vh+1) < n. By (4) and (11), (vh+1, vh, uh+1) ∈ S. Therefore,
d(uh+1, vh) < n − 1. This means that d(uh, vh) < n, which contradicts (6). Thus,
by virtue (5), we get d(uh+1, vh+1) = n.
Assume that (uh+1, uh, vh+1) ∈ T . Combining (8), (11) and (Ax. 6), we get

(vh, vh+1, uh) ∈ T , which contradicts (10). Thus (uh+1, uh, vh+1) /∈ T .
By (6), αh ∈ P. Hence (uh+1, . . . , um = v0, . . . , vh) ∈ P. Combining (11) with

Corollary 3, we get αh+1 = (uh+1, . . . , um = v0, . . . , vh, vh+1) ∈ P. Thus (7) does
not hold, which is a contradiction.
Case 2. Let Sn ⊆ Tn. Then Tn − Sn 6= ∅. There exist u, v, x ∈ W such that

d(u, v) = n and (u, x, v) ∈ T − S. If x = v, then n = 1 and (u, x, v) ∈ S; a
contradiction. Thus x 6= v. Since G is connected, Lemma 2 implies that there exist
u1, . . . , um ∈ W such that m > 2, u1 = x, um = v and (u1, . . . , um) ∈ P. Put
u0 = u. Since (u0, u1, um) ∈ T , we get (u0, u1, . . . , um) ∈ P. Clearly, there exist
v0, . . . , vn such that v0 = v, vn = u and (vn, . . . , v0) is a geodesic in G. Thus

(12) d(v0, vj) = j for each j, 0 6 j 6 n.

It is obvious that (5) holds. Clearly, m > n. If m = n, then (u0, u1, . . . , um) is a
geodesic in G and thus (u, x, v) ∈ S; a contradiction. Hence, m > n.
Define αi, 0 6 i 6 n, in the same way as in Case 1. Assume that αn ∈ P. Then

(un, un+1, vn) ∈ T . Recall that u0 = vn. By Corollary 1, (un+1, un, . . . , u0) ∈ P. We
get (un+1, un, vn) ∈ T , which contradicts (Ax. 2). Thus αn /∈ P. Simultaneously we
see that d(u0, v0) = n and α0 ∈ P. There exists h, 0 6 h 6 n− 1, such that

d(uh, vh) = n and αh ∈ P,(13)

and

d(uh+1, vh+1) 6= n or αh+1 /∈ P.(14)

Similarly as in Case 1, we can show that (8) and (9) hold.
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Obviously, h 6 m − 2. Consider an arbitrary f , h 6 f 6 m − 2. Assume that
d(uf+1, vh) < n − (f − h). As follows from (13), (uf+1, uf+2, vh) ∈ T . By (4),
(uf+1, uf+2, vh) ∈ S and thus d(uf+2, vh) < n − (f + 1 − h). This means that if
d(uh+1, vh) < n, then d(um, vh) < n− ((m− 1)− h) = (n− (m− 1)) + h 6 h. Since
um = v0, we have d(v0, vh) < h, which contradicts (12). Thus

(15) d(uh+1, vh) > n.

Let d(uh+1, vh+1) < n. If n = 1, then h = 0 and therefore, x = u; a contradiction.
Thus n > 2. It follows from (15) that d(uh+1, vh) = n and

d(uh+1, vh+1) = n− 1.

Thus (vh, vh+1, uh+1) ∈ S. Since Sn ⊆ Tn, we get (vh, vh+1, uh+1) ∈ T . Combin-
ing (8) and (Ax. 5), we get (uh, uh+1, vh+1) ∈ T . Combining (4) and (9), we get
(uh, uh+1, vh+1) ∈ S; therefore d(uh+1, vh+1) = n − 2; a contradiction. As follows
from (5), d(uh+1, vh+1) = n.

By virtue of (13), d(uh, vh) = n and therefore, (vh, vh+1, uh) ∈ S. Since
d(uh+1, vh+1) = n, we have (uh+1, uh, vh+1) ∈ S. Since Sn ⊆ Tn, we have
(vh, vh+1, uh), (uh+1, uh, vh+1) ∈ T . Combining (8) with (Ax. 6), we see that
(11) holds (cf. Remark 1 if n = 1).
Using (11), similarly as in Case 1 we obtain that αh+1 ∈ P, which contradicts (14).

Thus T = S, which completes the proof. �

2. Geodetically smooth graphs

We will say that a graph G is geodetically smooth—or, in short, smooth—if G is
connected and

if (u, x, v) and (v, y, z) are steps in G and (u, x, y) is not a step in G,

then (u, x, z) is not a step in G

for all u, v, x, y, z ∈ V (G).
It is easy to see that all cycles and all complete graphs are smooth.
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Proposition 3. Let G be a connected graph. Then G is smooth if and only if
each block of G is smooth.

���������
. Obviously, if G is smooth, then each block of G is also smooth.

Conversely, let each block of G be smooth. Let i denote the number of blocks
of G. We will prove that G is smooth. We proceed by induction on i. The case when
i = 1 is obvious. Let i > 2. Then there exist induced subgraphs G1 and G2 of G and
a cut-vertex t of G such that V (G1)∪V (G2) = V (G) and V (G1)∩V (G2) = {t}. By
the induction hypothesis, G1 and G2 are smooth.

Consider arbitrary u, v, x, y, z ∈ V (G) such that (u, x, v) and (v, y, z) are steps
in G and (u, x, y) is not a step in G. It is sufficient to prove that (u, x, z) is not a
step in G.

Clearly, ux, vy ∈ E(G). Assume that there exists distinct f, g ∈ {1, 2} such that
ux ∈ E(Gf ) and vy ∈ E(Gg). Since (u, x, v) is a step in G, we see that (u, x, t) is
also a step in G. This implies that (u, x, y) is a step in G; a contradiction. Thus
there exists h ∈ {1, 2} such that ux, vy ∈ E(Gh). Without loss of generality, let
h = 1. Then (u, x, v) is a step in G1 and (u, x, y) is not a step in G1. Recall that
G1 is smooth.

First, let z ∈ V (G1). Then (u, x, z) is a step in G1. Since G1 is smooth, we see
that (u, x, z) is not a step in G1. This implies that (u, x, z) is not a step in G. Now,
let z /∈ V (G1). Then (v, y, t) is a step in G and, therefore, in G1. This implies that
(u, x, t) is not a step in G1. Therefore, (u, x, z) is not a step in G.

Thus G is smooth. �

We will show that the class of smooth graphs involves an interesting subclass: the
class of median graphs. We say that a graph G is a median graph if it is connected
and for every ordered triple (u, v, w) of vertices of G there exists exactly one vertex z

of G such that

d(u, v) = d(u, z) + d(z, v),

d(v, w) = d(v, z) + d(z, w)

and

d(u, w) = d(u, z) + d(z, w),

where d denotes the distance function of G. All trees and all n-cubes (n > 0) are
median graphs. Median graphs and also the connections between them and other
mathematial structures have been intensively studied; see the survey [3].
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Proposition 4. Every median graph is smooth.

���������
. We use a result proved in the book [4]. In Section 3.2 of that book,

16 facts on median graphs are proved. Fact (8) stated on p. 80 of [4] can be refor-
mulated as follows: Let G be a median graph, let r, r′, s, s′ ∈ V (G), let (r, r′, s′) and
(r′, r, s) be steps in G, and let ss′ ∈ E(G). Then

(s, s′, t) is a step in G if and only if (r, r′, t) is a step in G(16)

for every t ∈ V (G).

Let G be a median graph. It is easy to see that G is bipartite. Consider arbitrary
u, v, x, y, z ∈ G such that (u, x, v) and (v, y, z) are steps in G and (u, x, y) is not a
step in G. Since (v, y, z) is a step in G, we get {v, y} ∈ E(G). Since (u, x, y) is not a
step in G, Proposition 1 implies that (x, u, y) is a step in G. Since (v, y, z) is a step
in G, (16) implies that (x, u, z) is also a step in G. By Proposition 1, (u, x, z) is not
a step in G.

Thus G is smooth. �

Let (W, T ) be the step system of a smooth graph. It is obvious that (W, T ) satisfies
the following axiom:

(Ax. 8) if (u, x, v), (v, y, z) ∈ T and (u, x, y) /∈ T , then (u, x, z) /∈ T for all
u, v, x, y, z ∈ W .

The next theorem is the main result of this section.

Theorem 2. Let (W, T ) be a signpost system, and let G denote its underlying
graph. Then G is a smooth graph and (W, T ) is the step system of G if and only if
(W, T ) satisfies (Ax. 4)–(Ax. 8).
���������

. If G is smooth and (W, T ) is the step system of G, then (W, T ) satis-
fies (Ax. 8) and, by Theorem 1, also (Ax. 4)–(Ax. 7).

Conversely, let (W, T ) satisfy (Ax. 4)–(Ax. 8). Let F be an arbitrary component
of G. Define

R = {(u, x, v) ∈ T ; u, v, x ∈ V (H)}.

It is obvious that (V (F ), R) satisfies (Ax. 1) and (Ax. 2). The definition of the
underlying graph of a signpost system implies that (V (F ), R) satisfies also (Ax. 3).
Thus (V (F ), R) is a signpost system. Clearly, F is its underlying graph. Moreover, it
is obvious that (V (F ), R) satisfies (Ax. 4)–(Ax. 8). Since F is connected, Theorem 1
implies that (V (F ), R) is the step system of F . Since (V (F ), R) satisfies (Ax. 8), we
see that F is smooth.
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We wish to prove that F is identical with G. Suppose, to the contrary, that
there exists z ∈ V (G) such that z /∈ V (F ). Consider a vertex u ∈ V (F ). Combin-
ing (Ax. 3), (1) and the definition of the underlying graph, we see that there exists
an infinite sequence

u0, u1, u2, . . . of vertices in G

such that u0 = u and
(ui, ui+1, z) ∈ T for each i > 0.

Clearly,
u0u1, u1u2, u2u3, . . . are edges of F.

Since z /∈ V (F ), (Ax. 2) implies that

u0 6= u2 6= u4 6= . . .

and

u1 6= u3 6= u5 6= . . . .

Since V (F ) is finite, there exist f and h, 0 6 f 6 h− 3, such that uh = uf and the
vertices uf , uf+1, . . . , ug−1 are pairwise distinct. We see that the edges

ufuf+1, uf+1uf+2, . . . , uh−1uh

form a cycle of length h− f in F .
Recall that uh = uf . Clearly, (uf , uf+1, uf+1) ∈ T and (uf , uf+1, uh) /∈ T .

This means that there exists g, f + 1 6 g < h, such that (uf , uf+1, ug) ∈ T and
(uf , uf+1, ug+1) /∈ T . Simultaneously, (uf , uf+1, z), (ug, ug+1, z) ∈ T . This implies
that (W, T ) does not satisfy (Ax. 8), which is a contradiction.
Thus F is identical with G. We have R = T . This means that G is smooth and

(W, T ) is the step system of G. �

Corollary 4. A signpost system (W, T ) is the step system of a smooth graph if
and only if it safisfies (Ax. 4)–(Ax. 8).

Corollary 5. A graph G is smooth if and only if G is the underlying graph of a
signpost system that satisfies (Ax. 4)–(Ax. 8).

Remark 2. If we replace “exacly one vertex z” by “at least one vertex z” in our
definition of median graphs, we obtain a definition of modular graphs (but similarly as
median graphs, modular graphs can be defined with the help of the interval function
of a graph; see [1]). Results structurally similar to Theorem 2 were proved for median
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graphs and modular graphs in [5]. Three axioms were found there, say (Ax. a),
(Ax. b) and (Ax. c), and the following results are proved: Let (W, T ) be a signpost
system, and let G be its underlying graph. Then (1) G is a modular graph and
(W, T ) is the step system of G if and only if (W, T ) satisfies (Ax. 5), (Ax. a), and
(Ax. b); and (2) G is a median graph and (W, T ) is the step system of G if and only
if (W, T ) satisfies (Ax. 5), (Ax. a), (Ax. b) and (Ax. c). Note that (Ax. a), (Ax. b)
and (Ax. c) can be—similarly as (Ax. 1)–(Ax. 8)—formulated in a language of the
first-order logic.
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