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CRITERIA OF CORRECTNESS OF LINEAR BOUNDARY VALUE
PROBLEMS FOR SYSTEMS OF GENERALIZED ORDINARY
DIFFERENTIAL EQUATIONS

NALKHAZ ASHORDIA, T'bilisi

(Received August 30, 1993)

STATEMENT OF THE PROBLEMS AND FORMULATION OF THE MAIN RESULTS

Let the matrix-and vector-functions Ay [a, 0] = R and fo: [a,0] = R" he of
bounded variation, ¢g € R™ and ly: BV, (a,b) — R,, be a bounded lincar operator
0 1
such that the houndary value problem

(1.10) da(t) = dAg(t) - a(t) + dfo(t),
(1.2¢) lo(r) = ¢

has a unique solution xg.
Consider the sequences of matrix-and vector-functions Ay : [a,b] — R™*" (k =
12000 and fi: [a,0] = R" (b = 1,2,...) of bounded variation, a sequence of
constant vectors C, € R" (k= 1,
2,...

2,...) and a sequence of linear continuous operators
ly: BV, (a.b) = R™(k =1,2,...). In[1] sufficient conditions are given for the problem

(1.1x) dr(t) = dAg(t) - () + dfi(t),
(1.2()) l]\(l) = Ck

to have a unique solution ;. for sufficiently large & and

(1.3) kBTm 1 (t) = wo(t)
uniformly on {a, b].

In this paper the necessary and sufficient conditions are established for a sequence
of boundary value problems of form (1.1;), (1.24) to have the above mentioned
property.



An analogous question is studied in [2 7] for the houndary value problem for a
svstem of ordinary differential equations.

The theory of generalized ordinary differential equations enables one to investigate
ordinary differential and difference equations from the commonly accepted stand-
point. Morcover, the convergence conditions for difference schemes corresponding,
to boundary value problems for systems of ordinary differential equations can he
obtained from the results on the correctness of boundary value problems for systems
of generalized ordinary differential equations [1.8 11].

Throughout the paper the following notation and definitions will be used:

R =]—o0. +o0[;

R is the space of all real column n-vectors @ = ()", with the norm

el =" il

=1

n.m
ij=1

R s the space of all real n x m-matrices N = (1)) with the norm

If X € R, then N =" and det(XX) are respectively the matrix inverse to X and
the determinant of X [ is the identity n x n-matrix:

DrexXom

\”/(\) is the total variation of a matrix-function \': [a. 0] = R . Lo the sum
of l’.’ot,;ll variations of the latter’s components;

N(t=) and X(t4) (N(a—) = X(a), X(b+) = X (D)) are the left and the vight limit
of the matrix-function \': [a,b] — R"*" at the point f:

A X(H) =X(t) - XN(t—). LX) =X(t+) - X (1)

(', (a,b) is the space of all continuous vector-functions a: [a 0] — B with the
noriu

el = max {[le(®)||: + € [a.b]}:

6',, (a,b) and 6',, « (@ b) ave respectively the sets of all absolutely contimous vector-
and matrix-functions:

BV, (a.b) is the space of all vector-functions of hounded variation a: [a.b] — ="
with the norm

Nl laup = sup {Le()]]: £ € [a.0]}:

BV,sn(a,b) is the set of all matrix-functions of bounded variation X' [a.b] —

i

h
R e such that \/(Y) < + o
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If g € BVi(a.b), x: [a.b) = R and @ < s <t < D, then
i .
/ (1) dg(r) = () dig(t) + r(s) dag(s) + / w(7) dg(r),
J s “ ]S,{[

where ‘[is‘,[:l'(’r)dg(r) is Lebesgue-Stieltjes integral over the open interval Js. ¢ (if
s = t. then [’ () dg(r) = 0);

IfG = (gij)i =1 € BVixn(ab), v = (vi)fe, o [a b = R, X = (wig) oy o 0] —
Er=mand a < s <t <D, then

/ dG(r) - (1) = Z/ -I’A-(T)d!/ik(T))

/l dG(r) - X (1) =

ot
B(G.X)(1) = GHX (1) — G(a) X (a) — / dG(r) - X (1),

I(G.X)(t) = / A[G(r) + B(G, X)(1)] -G~ (7);

Ja

11| is the usual norm of the bounded linear continuous operator L.
Let k€ {0.1,...} be fixed. A function . € BV, (a, b) is called a solution of problem
(L.14). (L.24) if it satisfies condition (1.2;) and

ot
(1.4) (1) = x(s) + / ddp (1) ~w(r) + fi(t) — fe(s) for a<s<t<b.
Alongside with (1.14), we shall consider the corresponding homogencous system

(1.5%) da(t) = dA, (1) - ().

A matrix-function Y € BV, ., (a,0) is called a fundamental matrix of the homoge-

neous system (1.55) if

and

det (Y(#) #0 for € [a.b].
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Definition 1.1. We say that a sequence (A i) (K= 1,2,...) belongs to
the set S(Ao, fo,lo) if for every ¢g € R and ¢ € #" (b = [,2....) satisfying the

condition

(1.6) lim ) =

k—+4oc

the problem (1.1x), (1.24) has a unique solution .y for any sufficiently large A and
(1.3) holds.

Without loss of generality we may assume that A, () = 0 (A = 0.1....) and
fr(@)=0(k=0,1,...).

Theorem 1.1. Let conditions (1.6).

(1.7) . lil:l Lity) =loly) for ye BV, (a.b),
(1.8) lim  sup ||/g]| < +00
A — 400
and
(1.9) det (I+(=1)/ d;do(t)) #0 for te[ab] (j=1,2)

hold. Then

(1.10) (A fs )25 € S( Ao fulo)

if and onlyv if there cxists a sequence of matrix-functions Hy, € BV, ., (a.0) (k =
0.1,...) such that

b
(1.11) Agmlxml.\/ (Hy + B(H,.. ;) < +x.
(1.12) inf {]det (Ho(t))lz t€fab]} >0
and the conditions
(1.13) ‘ lil_:l H(t) = Hy(t).
(1.14) \ l'u+n B(H, Ap)(t) = B(Hy. Ao)(t),
(1.15) ‘.,l'”l‘ B(Hy, fi)(t) = B(Hy. fo)(t)

are fulfilled uniformly on [a. D).
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Corollary 1.1. Lot Ay € Cown(a,b) (b =0.1...). fi € Co(a,b) (k= 0.1....)
and 12 Cu(ab) = R*(k = 0.1,...) be a sequence of linear continuous operators
satistving cquality (1.7) on the set 5’,,((:,1;). Let, morcover, conditions (1.6) and (1.8)
be satisfied.  Then (1.10) holds if and only if there exists a sequence of matrix-
functions Hy € 5,lx,,((:. b) (k =0.1,...) such that

/

lim  sup / [H, (8) + Hi(s)Pr(5)]] ds < +00
k=4 Ju

and conditions (1.13).

ot ot
lim / IIA.(s)Pk(S)(ls:/ Hy(s)Po(s) ds

k=400
and

ot -t
lim / 1“[;,-(.5‘)(1/\.(8)(182/ Ho(s)qo(s)ds

k—+o00

are fulfilled uniformly on [a,b], where
Pu(t)y = AL(). qu(t) = fi(t).

Note that Corollary 1.1 represents a more precise version of Theorem 1 from [7].

Theorem 1.2. Let 45 € BV, (a.b). f3 € BV,(a.b), ¢§ € R™ and Ij:
BV, (a.b) = R" De a linear coutinuous operator such that

(1.16) det (I+ (=17 d;A5(t) # 0 for t€ [a,b)(j = 1.2)
and the boundary value problem

(L.17) dao(t)y = dA5() - (t) + dfy (),
(1.18) ly(r) =«

has a unique solution . Morcover, let there exist sequences of matrix-and vector-

functions. Hy € BV, (a,b) (k= 1,2,...) and hy, € BV, (a.b) (k = 1,2,...) such
that
(1.19) inf { | det (Hy(t))]: t € [a 0]} >0

for sufficiently large k and for the sequences

B = L(HT ) (k= 120, A0 = TOH A () (k= 1,2...)



and

_fAi(t):hm)—/,k((,)+/5(Hk,fk)(r)—/ AAp(s) hils) (h=1.2...)

a

the conditions

(1.20) kli}lilx [Cv+ 1 ()] = C,
(1.21) L.Eun\ Lily) = l5(y) for gy € BV, (a.b),
(1.22) i ,liljl.x,'\'”p 15]] < 400,
h
(1.23) LHT\ .\'111)\/(_—12,) < +00

“

Lold and the following conditions

(1.24) i AL () = Ao ().
(1.25) S f(t) = [ (0.

are fulfilled uniformly ou [a, b]. Then for any sufficicut v large b problem (1.15). (1.2;)

has a unique solution 1y and

(1.26) IH;,.:I‘;\- + hy — .I‘(i,”\.,], = 0.

lim |
h—4~

Corollary 1.2. Let (1.7) (1.9), (1.11). (1.12).

(127) , lll_:—loo [Cl\' _ [A(kf?/«)] =\

hold and conditions (1.13), (1.14) and

ot
(1.28) lim {b‘(f/k.,/‘k — () +/ (15(11#._-\,.)(.\)~¢,,(s)] — B(IL,. fu)(1)

i — 400 Ja

be fulfilled uniformly on [a,b]. where Hy € BV, ., (a.b). o € BV, (a.b). Then for
any sufficiently large k problem (1.1g), (1.25) has a unique solution .y and

(120) i lEl,”\, ”.I'A- - O — 'Il“H"l]l = ().
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Corollary 1.3. Let (1.6)(1.9), (1.11), (1.12) hold and conditions (1.13).

ot o f
(1.30) \ lim / Hy(s)dd,(s) = / Hy(s) dAg(s).
_)+CX) Ja Ja

t ot

(1.31) X lilil / Hi (s) dfi(s) :/ Hy(s)dfo(s).

(1.32) lim ;4,01 = djAp(t) (j =1.2)
c— 0

and

(1.33) lim  d;fu(t) = djfo(t) (j=1.2)

k=400

he fulfillecd uniformly on [a.b]. where Hy € BV, (a.b). Let. moreover, either

(1.34) i sup ;[ (Il A O+ 1A f(D]) < 400 (j=1,2)
or
(1.35) i sup ’I;l)|[(lj1{L-(t)|f <400 (j=1.2)

Then (1.10) holds.

Corollary 1.4. Let (1.6)-(1.9), (1.11). (1.12) hold and conditions (1.13).

(1.36) i A () = Ao(h).
(1.37) S filt) = folf).
(1.38) k_l_&l_'l_loo /’ A[H () Hi(5)] - Ai(s) = A(t)
and

(1.39) L.Hl_’l_lrxj /, A[Hy () Hi ()] - frls) = f.(1)

be fulfilled uniformly on [a.b]. where A, Hy € BV, (a,b): fo, fi € BV, (a.b).

Morcover, let the system

Qe(t) = ddou (1) - () + dfo. (1),
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where Ag. (1) = Ao(t)— A (8. fo. (1) = folt) = f.(t) has the unique solution satistving
condition (1.2y). Then

(e S li)) 2 € S (Ao fo o).

Corollary 1.5. Let (1.6) (1.9) hold and there exist a natural number m o and
matrix-and vector-functions Ay, € BV, (a,b) (j = 1..... my). Ao (1) = Ao(t) and
foj € BV, (a,b) (j =1..... m). fom(t) = fo(t) such that

b

lim s Ax ~
L_p;}()@ﬂll)\/( k) < A

a

and for every j € {1....,m} the conditions

lim  Ag;(t) = Ag;(t).

A 400
) ]ﬂloc Trj(t) = fo;(t).

be fulfilled uniformly on [a,b]. where

Al (f) = :-11;(?). -‘l/vi+l (f) = ij(f) + b‘(”[,.,‘. Ag) (),
frir(t) = fu(t),  fujpr(t) = B(Hyj, fu)(1).
Hyj(t) = [I — A1) + Aoj(t)] x ... x [I = i (1) + Aoy (1)].

Then (1.10) holds.

Remark. Identity (2.5) from Lemma 2.1 below shows that in Theorem 1.1 and
Corollaries 1.1-1.4 we can assume without loss of generality that Ho(t) = I (t €

[a.b]).
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Let f,g,

formulas:

2. AUXILIARY PROPOSITIONS

h € BVi(a,b) and [c,d] C [a,b]. We shall make use of the following

[ s0a[ [ smane) = [ sratanco),

d d
/ F(s) dg(s) + / o()df(s) = F(d)g(d) ~ F()g()
+ Z dy f(s) - dig(s) — Z da f(s) - dag(s),

c<sgd c<s<d
/ f(s) [ dig(r ] > f(s)dug(s
c<TLS c<s<d

/f(s d[ Y dag(r ] Y f(s)dag(s

c<TLS c<s<d

(see [9], Theorem 1.4.25, 1.4.33 and Lemma 1.4.23).

Lemma 2.1. Let G, H, A € BV, x»(a.b) and ¢ € BV,(a,b); then for anyt € [a, )

we have

—
v (8%

—
)

[*2 ]
=

—~
S
=1

~

and

Proof.

B(G,B(H, A))(t) = B(GH, A)(¢t),
B(G,B(H,9))(t) = B(GH.)(t),

( /dH <p(s> / dB(G, H)(s) - ¢(s)

I(G,I(H, A))(t) = T(GH, A)(t).

Let us show that (2.5) is valid. According to equalities (2.1)—(2.4) and

dj[/at dH(s) - A(S)] =d;H(t) - At) (=

1.2)
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we have

B(G,B(H, A))(t) =G(t)b’(H,.4)(t)—/l AG(s) - B(H. A)(s)

a

—G(1)- [Hm.w) - H(@)A(a) - / AH (5) - A(s)}

- / aG(s) - [H@)A(x) - Ha) ) - [ aH() A(r)]
— G H (1) A1) = G(a)H(a)A(a) — G(t) /I dH(s) - A(s)

- /' AG(s) - H(s)A(s) + /' AG(s) - / AH (7) - A(7)
= G(NH(1) A1) - G(a)H(a) A(a) — / AG(s) - H(s)A(s)

- / G(s)AH(5)- As) + 3 diGls) - dH(s) - A(s)

a<s<

= 3 G(s) - daH(s) - Als) = GIOH () A() = G(a)H (a)Ala)

a<s<t

[ o[ s s | i

- > WG - G () + > (IQG(T)-(IZH(T)] - A(s)

a<t<s a<lT< s

= GO HH)A() — G(a)H (a)A(a) — / A[G(s)H(s)] - A(s)
= B(GH, A)(1).

The proof of equality (2.6) is analogous.
Let us verify (2.7). By (2.1) and (2.6) it can be casily shown that

B(G./ AH (s) -L;(h-)) (t) = B(G.Hp — B(H.£)) (1)

a
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Finally, using (2.1), (2.5) and (2.7) we have
(G, I(H. A))(1)

= /[ d[G(r) + B(G.I(H, A))(1)] -G~ (7)

- / dlam + B(G,_ [t + 5 A)0)] -H‘l(»-)) (r)} ¢'(7)

a

- /1 d {Gm +/T AB(G, H + B(H. A))(s) - H‘l(s)} GTHT)

= / d G(T)+/T AB(G,H)(s) - H™'(s)

Ja a

+ / AB(G,B(H, A))(s) - H"(s)} G (r)

= / (l|:G(T)+/' d[G(s)H (s) — / dG(a) - H(0)] - H™'(s)

+ /T AB(GH, A)(s) - H_l(.s')] -G7N(7)

a

= /1 d{/T Ad[G(s)H(s)] - H ' (s) + /T AB(GH, A)(s) - H Y (s)| -G~ (1)

Ja a

_ /'[ A[G()H(r) + B(GH, A)(1)] - H-\(1)G~ Y (r) = T(GH, A)(0).

Therefore (2.8) is proved. g

Lemma 2.2. Let h € BV, (a,b) and H € BV, «,(a,0) be a nonsingular matrix-
function on [a.b]. Then the mapping

r—oy=Hx+h

establishes a one-to-one correspoiuidence hetween the solutions x and y of the systeins

(2.9) dr(t) = dA#) - (t) + df(t)
and
(2.10) dy(t) = dA™(t) -y(t) + df"(t),

respectively, where
A () = Z(H. A)(1),
fr () =nh(t) = hia)+B(H, f)(t) — / dA*(7) - h(7)



Besides, for every j € {1.2} and t € [a, ]

(2.11) I+ (=17 ;A% (1) = [H(t) + (=17 GHO)] [I + (=1) d;A(t)] H

Proof. Let x be a solution of the system (2.9) and let y(t) = H(t)x(t) + h(t)
for t € [a,b]. In view of (2.7) and the definition of a solution we have

/t AB(H, A)(s) - w(s) = B(H,x — f)(t) for te€ [a,b].

By this and (2.1) we obtain

/ dA*(s)-y(s)+ fr(t) — f*(a)

t
:/ AA4"(s) - [y(s) = h(s)] + BUH, ))(1) + h(t) - h(a)

= / d[/s A[H(7) + BH, A)(7)] - H ()| - H(s)a(s)
+ B(H, f)(t) + I(t) — h(a)

:/ A[H(s) + BUH, A)(s)] - (s) + BUH.)(t) + h(t) = h(a)
:/ AH(s) - 2(s) + B(H, v — f)(t) + BH. [)(t) + h(t) = h(a)

= /t dH (s) - a(s) + B(H,2)(t) + h(t) — h(a)
= Hn(f)x(f) — H(a)x(a) + h(t) = h(a)
=y(t) —y(a) for te€al],

i.e. y is a solution of the system (2.10).
Let us prove the converse assertion. It is sufficient to show that for every t € [u. 0]

(2.12) T(H™' A% (t) = A(t) — A(a)
and

(2.13)  —H Y t)h(t) + H "(«)h(a) + B(H™', f*)(1)
+ / AL(H™Y, A () - H " (7)hi(7) = f(t) = f(a).
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By (2.8) we have
I(H™Y A" (t) =T(H " I(H,A))(t) = Z(1, A)(t)

= /L d[I+ B(I, A)(s)] = B(I, A)(t) = A(t) — A(a).

Therefore equality (2.12) is proved.
1

)
Let us show that (2.13) is valid. Let R(t) be the left hand side od equality (2.13).
In view of (2.5) and (2.7) it is casy to verify that

t

B(H“,/ AB(H, A)(s) ~H‘1(s)h(s)>(t) = / dA(s) - H(s)h(s)

Ja

e B (H“,/“ dH (s) - H_l(.s)h(s)> (t) = - /.t dH™'(s) - h(s).

Taking these equalities, (2.1), (2.5), (2.7) and (2.12) into account, we obtain

R(t) = —H ' ()h(t) + H " (a)h(a) + BH™" h)(t)
+B(H™', B(H, f))(t) - B(H“, / dA* (s) - /z,(s)> (t)

+ /t dA(s) - H Y (s)h(s) = B(I, f)(t) - /[ dH™Y(s) - h(s)
-B (H_l, / dZ(H, A)(s) - /L(.S’)) (t) + /t dA(s) - H 1 (s)h(s)

= f(t) — f(a) — /t dH™1(s) - h(s) = B(H", / dH (s) - H'l(s)h(s)) (1)

a

— B(H'l,/ dB(H. A)(s) - H_l(s)h,(s)> (t) + /t dA(s) - H(s)h(s)
= f(t) = f(a).

Hence (2.13) is valid.
Equality (2.11) follows from the equalities

A1) = A [H() + BH, A)(0)] -H (1) (j=1,2)

and
d;B(H, A)(t) = d; [H(t)A(f)] SdyH(t) At (j=1,2)

The lemma is proved.
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Lemma 2.3. Let ay. 5 € BVi(a,b) (k=0,1,...).

Alil-il—loo “/jk - /ﬁ)”su]) = 0.
b

lim sup \/(a-k) < +x
(¢

k=400

and the condition

lim [uk(f) - (\k((l.)] = ay(t) = apla)

A=+

be fulfilled uniformly on [a,b]. Then

N ot
lim / J;\.(T)(la'k(r)z/ Jo(7) dag(7)

k—=+00 /, a

uniformly on [a, b].
Lemma 2.4. Let condition (1.9) hold and let

(2.14) lim Y, (t) = Yo(t)

k—+4o0

uniformly on [a,b], where Y} is a fundamental matrix of the system (1.5;) for any
k€ {0,1,...}. Then

inf { | det (Yo (1)) |: t€fa.b]} >0,

(2.15) inf {|<l('t (Yo_l(f)) |: tea ]} >0
and
(2.16) i YO =)

uniformly on [a, b].

The proofs of Lemmas 2.3 and 2.4 are given in [1].
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3. PROOF OF THE MAIN RESULTS

Proof of Theorem 1.2. Inview of (1.19) [;: BV, (a,b) = R™ is a bounded
linear operator for every sufficiently large &. Moreover. it is not difficult to see that
by the mapping

r =y = Hyr + hy
a one-to-one correspondence between solutions of problem (1.1;), (1.2) and solutions

of the problem

(3.14) dy(t) = dAL(t) - y(t) + dfi (1),
(3.2¢) Li(y) = ek,

is given, where ¢f = ¢ + [} (). In fact, according to Lemma 2.2 it is sufficient to
show that equality (1.2;) implies equality (3.2;) and conversely. But this is obvious,
since

Li(y) = L (H b y) = U () + L ().

It follows from (1.20)-(1.25) that the conditions of Theorem 1 from [1] are fulfilled
for the sequence of problems (3.1;), (3.24) (A =1,2,...) and problem (1.17), (1.18).
Hencee by the same theorem problem (3.1;), (3.25) has the unique solution yy for any
sufficiently large & and

A'El—{l-loo ”‘/L - irz]:“.\up = L'E{{I-ltx» HHA'?Fk + /"A: - 'l:SHSll]) =0,

where g (1) = H,! () [y (t) — hy.(t)] is the unique solution of problem (1.1), (1.2;).
]
Proof of Corollary 1.2. Verifying the conditions of Theorem 1.2. (1.12)
and (1.13) we obtain (1.19) and
(3.3) I\El-il-lao ”Hl\—l _ H[)_IHSHP = 0.
Put
hi(t) = —Hip(t)pr(t) for telfa,b] (h=1,2,..))

Then by (1.7), (1.8), (1.27) and (3.3) conditions (1.20)-(1.22), where ¢ = ¢o and
15(y) = lo(Hy 'y), arve satisfied.

Applying Lemma 2.3, from (1.11), (1.13), (1.14) and (3.3) we find that (1.23) holds
and (1.24) is fulfilled uniformly on [a.b], where

Ag(t) = Z(Hy, Ao)(t).
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On the other hand,

t
Fr(t) = B(H. fi — o0)(t) + / AB(Hy, Ag)(5) - gi(s) for t€ [a,b]
for any natural k. Therefore, (1.28) implies that (1.25), where

fo (t) = B(Ho, fo)(t),

is fulfilled uniformly on [a, b].
Taking into account Lemma 2.2 and the equalities

lo(Hozo) = lo(20) = o
it is not difficult to see that problem (1.17), (1.18) has a unique solution
Lé(f) = Ho(t):l()(t).

Moreover, it can be easily shown that inequality (1.12) is equivalent to the condi-
tion
det (Ho(t+) - Ho(t=)) #0 for t€ [a,b].

Thus in virtue of (1.9) and (2.11) condition (1.16) is fulfilled.
According to theorem 1.2 condition (1.26) holds. Hence (1.29) follows from (1.26)
and (3.3). O

Proof of Corollary 1.3. By (1.32), (1.33) and (1.34) (or (1.35)) we have

Jim ZQ [diHi(s) - diAx(s) = dyHo(s) - dydo(s)] =0
a<sg

Jim ;, [diHi(s) - difil(s) — diHo(s) - difo(s)] =0

kET“a;m [doHy(s) - d2Aw(s) — daHo(s) - daAo(s)] =0

and
Jim ;« [doHy(s) - dafi(s) — daHo(s) - dafo(s)] =0
uniformly on [a,b]. From this, the integration-by-parts formula (2.2), (1.30) and
(1.31) we obtain that the conditions (1.14) and (1.28), where ¢, (t) = 0, are fulfilled
uniformly on [a, b].
Therefore, Corollary 1.3 follows from Corollary 1.2. 0O
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Proof of Corollary 1.4. Using (1.13), (1.36) and (1.38) we have
djA.(t) =0 for te€[a,b](j=1,2)
Hence, in view of (1.9)
det (I + (=1)7 d;Ao.(t)) #0 for te€fa,b] (j=1,2).
On the other hand, (1.13), (1.36)—(1.39) yield

lim B(Hy ' He, Ax)(t) = B(I, Ao.)(t)

k—~+o0

and

lim B(H ' Hi, fi)(t) = B(I, fo.)(t)

k—+o00
uniformly on [a, b]. Thus, Corollary 1.4 is a direct consequence of Corollary 1.2. O

Proof of Corollary 1.5. It is suffices to assume in Corollary 1.2 that
@r(t) = 0 and Hi(t) = Him(t) and to notice that by (2.5), (2.6) and (2.8) for every
J€eA{l,...,m}and t € [a,b]

B(Bkj,B(Bkj_l, ooy B(Bk1, Ak) - . ))(f) = B(Hyj, Ax)(1),

B(Byj, B(Bxj-1....,B(Bki, fx)...))(t) = B(Hyj, fx)(t),
and
I(Bij, I(Brj1. .- . L(Bry, Ax) ..)) (t) = T(Hj, Ag)(t),
where By;(t) = I — Agj(t) + Ao;(t). O

Proof of Theorem 1.1. Sufficiency follows from Corollary 1.2.

Let us show necessity. Let ¢, € R™ (k = 0,1,...) be an arbitrary sequence
satisfying (1.6) and let e; = (0;;), (j =1,...,n), where §;; = 1ifi =j and §;; =0
if i # 7.

In view of (1.10) we may assume without loss of generality that problem (1.1),
(1.2x) has a unique solution x; for every natural k.

For any k € {0,1,...} and j € {1,...,n} let us denote

yrji(t) = v (t) —ax;i(t) for t € [a,b],
where x; is the unique solution of (1.1;) satisfying

le(z) = cx —ej.
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Moreover, by Yi(t) let us denote the matrix-function whose columns are yg (t).. ...
Ykn (f) .

It can be easily shown that y; is a solution of (1.54) and
(3.4) b(yej)=c; (G=1,....n; h=0.1,...).

If for some hand a; e R (j=1....,n)

n

Z“il‘/kj(t) =0 for te€fa.b],

Jj=1

then using (3.4)
Z aje; = 0
j=1

and therefore
(a3} :...:an:()«

) for every A € {0,1,...}. Hence by

Le. Yy is the fundamental matrix of system (1.5,
—(2.16) hold. We may assume without

(1.6), (1.10) and Lemma 2.4 conditions (2.14)
loss of generality that
For every k € {0,1,...} and ! € [a, b] assume that

Hy(t) =Y, (1)

and verify (1.11)—(1.15).
Condition (1.12) coincides with (2.11).

According to Proposition I11.2.15 from [9] for every k€ {0.1,...} and t € [a. )] we
have
(3.5) YO =1 - B A



Thus (1.11) is evident. On the other hand, by (2.7) and (3.5), from (1.4) we have

B(H, fi)(t) = B()"L__l,;zt/\, — / dAg(s) ~:1',‘.(s)> (1)

Joa

= B(Ykl,:ztk)(t) - B, / dAg(s) - :L'k(s)) (1)

ot

:B()';‘,J;k)(t)—/ dB(Y, 7' A)(s) -k (s)

a

= Yk_l(t);zr,\.,(t) —ap(a) - / Ay, (s) - an(s)

a

- / A[I =Y, ()] - wn(s)

= Yk_l (f).lfk(f.) — €y ((L).

This, (1.3), (2.16) and (3.5) imply that conditions (1.13)—(1.15) are fulfilled uni-

formly on [a,b]. The theorem is proved. O

Corollary 1.1 follows from Theorem 1.1, since for any linear continuous operator

I C,(a,b) = R™ there exists a linear continuous operator [E BV, (a,b) = R™ such
that ||/]] = ||| and l(y) = l(y) for y € C,(a,b).

(1

(7]

(8]
[]
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