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Abstract. The paper is devoted to two systems of nonsmooth equations. One is the
system of equations of max-type functions and the other is the system of equations of smooth
compositions of max-type functions. The Newton and approximate Newton methods for
these two systems are proposed. The Q-superlinear convergence of the Newton methods
and the Q-linear convergence of the approximate Newton methods are established. The
present methods can be more easily implemented than the previous ones, since they do not
require an element of Clarke generalized Jacobian, of B-differential, or of b-differential, at
each iteration point.
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1. Introduction

In recent years, much attention has been devoted to various forms of Newton
methods and approximate Newton methods for solving nonsmooth equations, see for

instance [2], [8], [9], [10]. Newton methods for solving nonsmooth equations

(1.1) H(x) = 0,

where H : �n → �
n is locally Lipschitzian and semismooth, are given as follows:

(1.2) xk+1 = xk − V −1
k H(xk),

*This paper has been supported by the Foundation of the Chinese Ministry of Machine-
Building Industry.
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where Vk was assumed to be an element of Clarke generalized Jacobian in [9], an

element of B-differential in [8], and an element of b-differential in [10] of H at xk,
respectively. Under the assumption that all elements of ∂ClH(x∗), of ∂BH(x∗), or of
∂bH(x∗), respectively, where x∗ is the solution of the equations (1.2), are nonsingular,

the locally superlinear convergence properties were obtained. The definitions of the
Clarke generalized Jacobian, B-differential and b-differential for a locally Lipschitzian

function are as follows:
Let H : �n → �

m be locally Lipschitzian and let DH denote the set where H is

differentiable. Then

∂BH(x) = { lim
xn→x

JH(xn) | xn → x, xn ∈ DH}, x ∈ �n ,

where JH(xn) denotes the Jacobian of H at xn, is called the B-differential of H at
xn, see [8];

∂ClH(x) = conv ∂BH(x), x ∈ �n ,

where conv stands for the convex hull, is called the Clarke generalized Jacobian of H

at x, in particular, in the case m = 1, ∂ClH(x) reduces to the Clarke generalized
gradient of H at x, due to [3]; by the definition in [10],

∂bH(x) = ∂Bh1(x)× . . .× ∂Bhm(x), x ∈ �n ,

where hi(x) is the i-th component of H(x), is called the b-differential of H at x, in
particular, if m = 1, ∂bH(x) = ∂BH(x).

Any Newton method, given in (1.2), is implemented under the assumption that
at least one element for the related differential of H , at each iteration point, can

be calculated. Actually, the calculation of an element for each kind of differentials
mentioned above is quite time consuming in some applications. In the present paper

we consider two systems of nonsmooth equations, one is the system of equations of
max-type functions, the other is the system of equations of smooth compositions

of max-type functions. New Newton methods and approximate Newton methods
for solving these two systems of nonsmooth equations are proposed. Since they do

not require an element of the Clarke generalized Jacobian, of B-differential, or of
b-differential at each iteration point, our methods can be implemented more eas-

ily. These two systems of nonsmooth equations are of concrete background, for
instance, complementarity problems, variational inequality problems, Karush-Kuhn-

Tucker (KKT) systems of nonlinear programs and many problems in mechanics and
engineering lead to these two systems of nonsmooth equations.

The present paper is organized as follows: In the remainder of this section, some
preliminaries on nonsmooth equations are presented. In the next section, the Newton
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method with Q-superlinear convergence and the approximate Newton method with

Q-linear convergence for the equations of max-type functions are developed. In Sec-
tion 3, the results of Section 2 are extended to the equations of smooth compositions
of max-type functions.

By the definition in [9], a locally Lipschitzian function H : �n → �
m is said to be

semismooth at x provided that

(1.3) lim
V ∈∂ClH(x+th′)

h′→h, t→0+

V h′

exists for any h ∈ �n .

The semismoothness was originally introduced for functionals by Mifflin [6] and
was immediately shown to be very important in nonsmooth optimization algorithms.

Qi and Sun [9] extended the concept of semismoothness to vector-valued functions
for the research of nonsmooth equations. As is well known, many existing methods

for solving nonsmooth equations have been developed under the assumption of semi-
smoothness. The semismooth functions lie between locally Lipschitzian functions

and C1 functions. Smooth functions, convex functions, maximums of a finite num-
ber of smooth functions and piecewise smooth functions are semismooth. Moreover,

smooth compositions of semismooth functions are still semismooth. Semismooth
functions have many important properties. Some of them are very useful in the
convergence analysis of methods for solving nonsmooth equations. We now list two

related properties of semismooth functions, which are borrowed from [9].

If H is semismooth, then the directional derivative

H ′(x;h) = lim
t→0+

[H(x+ th)−H(x)]/t, h ∈ �n

exists and equals to (1.3), i.e.,

H ′(x;h) = lim
V ∈∂ClH(x+th′)

h′→h, t→0+

V h′, h ∈ �n .

Lemma 1.1. Suppose that H : �n → �
m is locally Lipschitzian and semismooth

at x. Then

(1) V h−H ′(x;h) = o(‖h‖) ∀V ∈ ∂ClH(x+ h), h ∈ �n ;

(2) H(x+ h)−H(x)−H ′(x;h) = o(‖h‖), h ∈ �n .

Actually, the relation (1) is equivalent to the semismoothness of H at x, see
Theorem 2.3 of [9]. Of course, the relations (1) and (2) could be rewritten respectively
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as

V (x− x∗)−H ′(x∗;x− x∗) = o(‖x− x∗‖) ∀V ∈ ∂ClH(x), x, x∗ ∈ �n(1.4)

and

H(x)−H(x∗)−H ′(x∗;x− x∗) = o(‖x− x∗‖), x, x∗ ∈ �n .(1.5)

The combination of (1.4) and (1.5) leads to

(1.6) H(x) −H(x∗)− V (x− x∗) = o(‖x− x∗‖) ∀V ∈ ∂ClH(x), x, x∗ ∈ �n .

The terminology of the convergence rate, which is used in this paper, refers to
the following: a sequence {xk} is said to be Q-linear convergent to x∗ if there exist

k0 > 0 and 0 < α < 1 such that

‖xk+1 − x∗‖ � α‖xk − x∗‖ ∀k � k0,

and Q-superlinear convergent to x∗ if

lim
k→∞

‖xk+1 − x∗‖
‖xk − x∗‖ = 0.

2. Equations of max-type Functions

Consider equations of max-type functions

max
j∈J1

f1j(x) = 0,(2.1)

...

max
j∈Jn

fnj(x) = 0

where fij : �n → � for j ∈ Ji, i = 1, . . . , n, are continuously differentiable, Ji

for i = 1, . . . , n are finite index sets. Obviously, (2.1) is a system of semismooth
equations. In this section, we will propose a Newton method and an approximate

Newton method for solving this system of nonsmooth equations.
Throughout this section, we denote

fi(x) = max
j∈Ji

fij(x), x ∈ �n , i = 1, . . . , n,(2.2)

F (x) =
(
f1(x), . . . , fn(x)

)T
, x ∈ �n ,(2.3)

Ji(x) = {j ∈ Ji | fij(x) = fi(x)}, x ∈ �n , i = 1, . . . , n.(2.4)
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Thus, the equations (2.1) can be briefly rewritten as

(2.5) F (x) = 0.

Now, we define a new kind of the differential for the function F denoted by ∂∗F (x)
as follows:

(2.6) ∂∗F (x) = {(∇f1j1(x), . . . ,∇fnjn(x))
T | j1 ∈ J1(x), . . . , jn ∈ Jn(x)}, x ∈ �n .

Evidently, ∂∗F (x) is a finite set of points in �n×n and can be calculated by de-

termining the index sets Ji(x), i = 1, . . . , n and evaluating the gradients ∇fiji(x),
ji ∈ Ji(x), i = 1, . . . , n. In what follows, we take the differential ∂∗F (x) as a tool

instead of the Clarke generalized Jacobian, B-differential and b-differential.
We now present the Newton method for solving the equations (2.1) as follows:

(2.7) xk+1 = xk − V −1
k F (xk), Vk ∈ ∂∗F (xk).

Compared with other Newton methods, for instance in [8], [9] or [10], for solving the
nonsmooth equations (2.1), the present one can be executed more easily. Applying

Newton methods in [8] or [9] to solving the equations (2.1), an element of Clarke
generalized Jacobian, or of B-differential for F , at each iteration point, has to be

obtained. Actually, in the case when the cardinalities cardJi(x) for i = 1, . . . , n
are quite large, the calculation of an element of Clarke generalized Jacobian, or of

B-differential for F at a point, is expensive. Besides, executing the Newton method
from [10] for solving the equations (2.1), the calculation of an element for ∂bF (x) at

each iteration point, which can be transformed into the calculation of an element of
B-differential for each fi at an iteration point, is required. In [5], the formula for the

B-differential of fi at x is given as follows:

∂Bfi(x) = {∇fij(x) | ∇fij(x) is an extreme point of ∂Clfi(x), j ∈ Ji(x)},(2.8)

i = 1, . . . , n.

By virtue of [3], the Clarke generalized gradient ∂Clfi(x) of fi at x has the form

(2.9) ∂Clfi(x) = conv{∇fij(x) | j ∈ Ji(x)}, i = 1, . . . , n.

Given a fixed point x ∈ �n as well as indices i and ji ∈ Ji(x), we construct the linear
system as follows:

∇fiji(x) =
∑

j∈Ji(x)\{ji}
λj∇fij(x),(Liji )

∑

j∈Ji(x)\{ji}
λj = 1, λj � 0, j ∈ Ji(x) \ {ji}.
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Formulas (2.8) and (2.9) as well as the system (Liji) show us that determining

whether the point ∇fiji(x) is an element of ∂Bfi(x) can be transformed into checking
the consistency of the system (Liji). If (Liji ) is inconsistent, since only in that
case ∇fiji(x) is an extreme point of ∂Clfi(x), then ∇fiji(x) ∈ ∂Bf(x); otherwise,

∇fiji(x) �∈ ∂Bf(x).
Next we give the approximate Newton method for solving the nonsmooth equa-

tions (2.1) as follows:

(2.10) xk+1 = xk − U−1
k F (xk), Uk ∈ �n×n ,

where Uk is an approximation to Vk to be discussed later. Before the convergence

theorem, we present a lemma.

Lemma 2.1. Suppose that F (x) and ∂∗F (x) are defined by (2.3) and by (2.6),

respectively, and all V ∈ ∂∗F (x) are nonsingular. Then there exists a scalar β > 0
such that

(2.11) ‖V −1‖ � β ∀V ∈ ∂∗F (x).

Furthermore, there exists a neighbourhood N(x) of x such that

(2.12) ‖V −1‖ � 10
9

β ∀V ∈ ∂∗F (y), y ∈ N(x).

�����. From the fact that ∂∗F (x) is a finite set of points, it follows that (2.11)

holds. Since each fij is continuous, there exists a neighbourhood N1(x) of x such
that Ji(y) ⊂ Ji(x) ∀y ∈ N1(x) for i = 1, . . . , n. Thus, the continuity of each∇fij and

(2.11) imply that there exists a neighbourhood N(x) of x such that (2.12) holds. �

The next theorem gives both the Q-linear convergence of the approximate Newton

method and the Q-superlinear convergence of the Newton method.

Theorem 2.1. Suppose that x∗ is a solution of the equations (2.1) and all
V ∈ ∂∗F (x∗) are nonsingular. Then there exist scalars ε > 0 and ∆ > 0 such

that if ‖x0 − x∗‖ � ε and

(2.13) ‖Vk − Uk‖ � ∆

for some Vk ∈ ∂∗F (xk), then the iteration method given by (2.10) is well defined and

the sequence {xk} converges to x∗ Q-linearly. Moreover, if lim
k→∞

‖Vk −Uk‖ = 0, then
{xk} converges to x∗ Q-superlinearly.
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�����. By virtue of Lemma 2.1, there exist a scalar β > 0 and a neighbourhood

N(x∗) of x∗ such that

‖V −1‖ � β ∀V ∈ ∂∗F (x
∗),(2.14)

‖V −1‖ � 10
9

β ∀V ∈ ∂∗F (y), y ∈ N(x∗).(2.15)

Choose a scalar ∆ > 0 satisfying

(2.16) 6β∆ � 1.

Denote the i-th row of V ∈ ∂∗F (x) by V i. Note that fi, i = 1, . . . , n, given in (2.2)

are semismooth. It follows from (1.6) that

fi(x) − fi(x∗)− V i(x− x∗) = o(‖x− x∗‖), i = 1, . . . , n.

Therefore, one has

F (x)− F (x∗)− V (x− x∗) = o(‖x− x∗‖) ∀V ∈ ∂F (x).

Thus, we can choose a positive number ε small enough such that

{x ∈ �n | ‖x− x∗‖ � ε} ⊂ N(x∗)

and

(2.17) ‖F (x)− F (x∗)− V (x− x∗)‖ � ∆‖x− x∗‖ ∀V ∈ ∂∗F (x), if ‖x− x∗‖ � ε.

It follows that, if ‖x− x∗‖ � ε, then all V ∈ ∂∗F (x) are nonsingular, moreover,

(2.18) ‖V −1‖ � 10
9

β ∀V ∈ ∂∗F (x), x ∈ {x ∈ �n | ‖x− x∗‖ � ε}.

Recall Theorem 2.3.2 of [7], which asserts that if A, B ∈ �n×n and B is nonsingular,

then

(2.19) ‖A−1‖ � ‖B−1‖
1− ‖B−1(B −A)‖ .

In what follows, we suppose that ‖xk−x∗‖ � ε for all k. Setting A = Uk and B = Vk

in (2.19), one has

(2.20) ‖U−1
k ‖ � ‖V −1

k ‖
1− ‖V −1

k (Vk − Uk)‖
�

10
9 β

1− 10
9 β∆

�
10
9 β

1− 5
27

� 3
2
β.
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We deduce that

‖xk+1 − x∗‖ = ‖xk − U−1
k F (xk)− x∗‖(2.21)

� ‖U−1
k ‖ ‖F (xk)− F (x∗)− Uk(xk − x∗)‖

� ‖U−1
k ‖

[
‖F (xk)− F (x∗)− Vk(xk − x∗)‖

+ ‖Vk − Uk‖ ‖xk − x∗‖
]
.

Substituting (2.13), (2.17) and (2.20) into the above formula, one has

‖xk+1 − x∗‖ � 3
2
β[∆‖xk − x∗‖+∆‖xk − x∗‖](2.22)

= 3β∆‖xk − x∗‖

� 1
2
‖xk − x∗‖.

By mathematical induction, the relation ‖x0 − x∗‖ � ε and (2.22) mean that ‖xk −
x∗‖ � ε holds for all positive integers k. So, ‖xk+1 − x∗‖ � 1

2‖xk − x∗‖ is valid for
all k under the assumption that ‖x0 − x∗‖ � ε. We now conclude that the iterative
method (2.10) is well defined for all k because of (2.20), and the sequence {xk}
converges to x∗ Q-linearly.

We next prove that the sequence {xk} converges to x∗ Q-superlinearly un-

der the hypothesis lim
k→∞

‖Vk − Uk‖ = 0. By virtue of (1.6), (2.20), (2.21) and
lim

k→∞
‖Vk − Uk‖ = 0, we obtain that

‖xk+1 − x∗‖ � ‖U−1
k ‖ [‖F (xk)− F (x∗)− Vk(xk − x∗)‖+ ‖Vk − Uk‖ ‖xk − x∗‖]

� 3
2
β[‖F (xk)− F (x∗)− Vk(xk − x∗)‖ + o(‖xk − x∗‖)]

=
3
2
β[o(‖xk − x∗‖) + o(‖xk − x∗‖)]

= o(‖xk − x∗‖).

This proves the Q-superlinear convergence of {xk} to x∗. Thus, we have completed
the proof of the theorem. �
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3. Equations of smooth compositions of max-type functions

In this section we deal with the equations of smooth compositions of max-type

functions, which have the form

g1(max
j∈J1

f1j(x), . . . ,max
j∈Jm

fmj(x)) = 0,(3.1)

...

gn(max
j∈J1

f1j(x), . . . ,max
j∈Jm

fmj(x)) = 0

where fij : �n → � for j ∈ Ji, i = 1, . . . , m and gs : �m → � for s = 1, . . . , n are
continuously differentiable, Ji for i = 1, . . . , m are finite index sets. The results of

the above section will be extended to the equations (3.1).
Throughout this section, we denote

fi(x) = max
j∈Ji

fij(x), x ∈ �n , i = 1, . . . , m,(3.2)

F (x) = (f1(x), . . . , fm(x))T , x ∈ �n ,(3.3)

Ji(x) = {j ∈ Ji | fij(x) = fi(x)}, x ∈ �n , i = 1, . . . , m,(3.4)

G(y) = (g1(y), . . . , gn(y))
T , y ∈ �m ,(3.5)

∂∗F (x) = {(∇f1j1(x), . . . ,∇fmjm(x))
T | j1 ∈ J1(x), . . . , jm ∈ Jm(x)},

x ∈ �n .

(3.6)

Thus, the equations (3.1) can be rewritten as

(3.7) G(F (x)) = 0.

Since F is semismooth and G is smooth, G(F (x)) is semismooth.

Now we present the Newton method for solving the equations (3.1) as

(3.8) xk+1 = xk −W−1
k G(F (xk)), Wk ∈ JG(F ) |F=F (xk) ∂∗F (xk).

It should be mentioned that, in general,Wk is no longer guaranteed to be an element

of Clarke generalized Jacobian of G(F (x)) at x = xk, and the same holds for the set

∂Clg1(F (xk))× . . .× ∂Clgn(F (xk)).

This follows from the fact that the relation

∂ClG(F (x)) ⊂ JG(F ) |F=F (x) ∂ClF (x), x ∈ �n
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is only an inclusion and need not turn into an equality. On the other hand, it is not

hard to verify that

∂BG(F (x)) ⊂ JG(F )|F=F (x)∂∗F (x), x ∈ �n

and

∂bG(F (x)) ⊂ JG(F )|F=F (x)∂∗F (x), x ∈ �n .

In view of the two above formulas, the procedure given in (3.8) could be regarded as

an extension of those in [9] and [10] for solving the equations (3.1).
There exist various problems in mechanics and engineering whose mathematical

models are to solve the system of the nonsmooth equations of the form

(3.9) max
i∈I

Fi(x) −max
j∈J

Gj(x) +H(x) = 0,

where Fi, Gj , H : �n → �
n are continuously differentiable, I and J are finite in-

dex sets, the max operator denotes the componentwise maximum, see [1], [4]. The
left-hand side of (3.9) being a difference (not sum) of two vector-valued max-type

functions, the calculation of an element of B-differential or of Clarke generalized gra-
dient for each of its components can not be implemented easily, let alone its Clarke

generalized Jacobian or B-differential. Hence, it is expensive to solve the system (3.9)
by using the Newton methods proposed in [8], [9], or [10]. Indeed, it is convenient

to apply our Newton method presented in (3.8) to solve the system (3.9).

�����	
 3.1. Consider the nonsmooth equations

max
j∈J1

f1j(x)−max
j∈J2

f2j(x) = 0,(3.10a)

max
j∈J3

f3j(x)max
j∈J4

f4j(x) = 0(3.10b)

where fij : �2 → �
2 for j ∈ Ji, i = 1, . . . , 4 are continuously differentiable, Ji for

i = 1, . . . , 4 are finite index sets. We next apply the Newton method given in (3.8)

to the equations (3.10a), (3.10b). Let

fi(x) = max
j∈Ji

fij(x), x ∈ �2 , i = 1, . . . , 4,

F (x) =
(
f1(x), f2(x), f3(x), f4(x)

)T
, x ∈ �2 ,

g1(f1, f2, f3, f4) = f1 − f2,

g2(f1, f2, f3, f4) = f3f4,

G = (g1, g2)T ,

Ji(x) = {j ∈ Ji | fij(x) = fi(x)}, x ∈ �2 , i = 1, . . . , 4.
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It follows that

JG(F )
∣∣
F=F (x)

=

(
1 −1 0 0
0 0 f4(x) f3(x)

)
.

Choosing

Vk = (∇f1j1 (x
k),∇f2j2(x

k),∇f3j3(x
k),∇f4j4(x

k)T ) ∈ ∂∗F (xk),

where j1 ∈ J1(xk), j2 ∈ J2(xk), j3 ∈ J3(xk), j4 ∈ J4(xk), one has

Wk = JG(F )
∣∣
F=F (xk)

Vk

=

(
1 −1 0 0
0 0 f4(xk) f3(xk)

)



∇f1j1(x
k)T

∇f2j2(x
k)T

∇f3j3(x
k)T

∇f4j4(x
k)T




=

( ∇f1j1(x
k)T −∇f2j2(x

k)T

f4(xk)∇f3j3 (x
k)T + f3(xk)∇f4j4(x

k)T

)
.

Thus, the iteration procedure of the Newton method for the equations (2.12a),

(2.12b) has the form

xk+1 = xk −
(

f1j1(x
k)T −∇f2j2(x

k)T

f4(xk)∇f3j3(x
k)T + f3(xk)∇f4j4(x

k)T

)−1(
f1(xk)− f2(xk)

f3(xk)f4(xk)

)
.

We next consider the approximate Newton method for solving the nonsmooth
equations (3.1) in the form

(3.11) xk+1 = xk −W−1
k G(F (xk)), Wk = JG(F )

∣∣
F=F (xk)

Uk, Uk ∈ �m×n ,

where Uk is an approximation to Vk, see (3.14).

Lemma 3.1. Suppose that F (x) and ∂∗F (x) are defined by (3.3) and (3.6), re-
spectively, and all V ∈ JG(F )

∣∣
F=F (x)

∂∗F (x), where JG(F (x)) denotes the Jacobian
of G(F ) at F = F (x), are nonsingular. Then there exists a scalar β > 0 such that

(3.12) ‖W−1‖ � β ∀W ∈ JG(F )
∣∣
F=F (x)

∂∗F (x).

Furthermore, there exists a neighbourhood N(x) of x such that

(3.13) ‖W−1‖ � 10
9

β ∀W ∈ JG(F )
∣∣
F=F (y)

∂∗F (y), y ∈ N(x).

�����. Note that G is continuously differentiable. The proof of the lemma is
similar to that of Lemma 2.1. �
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Theorem 3.1. Suppose that x∗ is a solution of the equations (3.1) and all

W ∈ JG(F )
∣∣
F=F (x∗)

∂∗F (x∗) are nonsingular. Then there exist scalars ε > 0 and
∆ > 0 such that if ‖x0 − x∗‖ � ε and

(3.14) ‖Vk − Uk‖ � ∆

for some Vk ∈ ∂∗F (xk), then the iteration method given by (3.11) is well defined and

the sequence {xk} converges to x∗ Q-linearly. Moreover, if lim
k→∞

‖Vk −Uk‖ = 0, then
{xk} converges to x∗ Q-superlinearly.

�����. By virtue of Lemma 3.1 and the continuity of JG(F )
∣∣
F=F (x)

, there

exist scalars β > 0, γ > 1 and a neighbourhood N(x∗) of x∗ such that

‖W−1‖ � β ∀W ∈ JG(F )
∣∣
F=F (x∗)

∂∗F (x∗),(3.15)

‖W−1‖ � 10
9

β ∀W ∈ JG(F )
∣∣
F=F (y)

V, V ∈ ∂∗F (y), y ∈ N(x∗),(3.16)

‖JG(F )
∣∣
F=F (y)

‖ � γ ∀y ∈ N(x∗).(3.17)

Choose a scalar ∆ > 0 satisfying

(3.18) 6βγ∆ � 1.

Denote the s−th row of JG(F )
∣∣
F=F (x)

V , where V ∈ ∂∗F (x), by

(JG(F )
∣∣
F=F (x)

V )s.

Then it has the form

(3.19) (JG(F )
∣∣
F=F (x)

V )s =
m∑

i=1

∂gs(F )
∂fi

∣∣∣
F=F (x)

∇fiji(x)
T ,

where ji ∈ Ji(x), i = 1 . . . , m. Recall that a vector-valued function is semismooth if

and only if each of its components is, so G ◦F is semismooth. Hence, the composite
function gs ◦F is semismooth. Note that fi is semismooth, ∇fiji(x) ∈ ∂Clfi(x), and
∂gs(F )

∂fi

∣∣
F=F (x)

is continuous and bounded in the neighbourhood N(x∗). According
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to Lemma 1.1 and (3.19), we deduce that

‖gs(F (x)) − gs(F (x∗))− (JG(F )
∣∣
F=F (x)

V )s(x− x∗)‖(3.20)

=

∥∥∥∥gs(F (x)) − gs(F (x∗))−
m∑

i=1

∂gs(F )
∂fi

∣∣∣
F=F (x)

∇fiji(x)
T (x− x∗)

∥∥∥∥

� ‖gs(F (x)) − gs(F (x∗))− (gs ◦ F )′(x∗;x− x∗)‖

+

∥∥∥∥(gs ◦ F )′(x∗;x− x∗)−
m∑

i=1

∂gs(F )
∂fi

∣∣∣
F=F (x)

∇fiji(x)
T (x− x∗)

∥∥∥∥

= o(‖x− x∗‖) +
∥∥∥∥

m∑

i=1

∂gs(F )
∂fi

∣∣∣
F=F (x∗)

f ′i(x
∗;x− x∗)

−
m∑

j=1

∂gs(F )
∂fi

∣∣∣
F=F (x)

∇fiji(x)
T (x− x∗)

∥∥∥∥

� o‖x− x∗‖+
∥∥∥∥

m∑

i=1

∂gs(F )
∂fi

∣∣∣
F=F (x∗)

[f ′i(x
∗;x− x∗)−∇fiji (x)

T (x− x∗)]

∥∥∥∥

+

∥∥∥∥
m∑

i=1

[
∂gs(F )

∂fi

∣∣∣
F=F (x)

− ∂gs(F )
∂fi

∣∣∣
F=F (x∗)

]
∇fiji (x)

T (x− x∗)

∥∥∥∥

= o(‖x− x∗‖) + o(‖x− x∗‖) + o(‖x− x∗)‖
= o(‖x− x∗‖), s = 1, . . . , n.

Therefore, for any V ∈ ∂∗F (x), the following relation holds:

(3.21) ‖G(F (x))−G(F (x∗))− JG(F )
∣∣
F=F (x)

V (x− x∗)‖ = o(‖x− x∗‖).

In view of (3.21), we can choose a positive number ε small enough such that the
relation ‖x− x∗‖ � ε implies that

‖G(F (x)) −G(F (x∗))− JG(F )
∣∣
F=F (x)

V (x− x∗)‖ � ∆‖x− x∗‖(3.22)

and

{x ∈ �n | ‖x− x∗‖ � ε} ⊂ N(x∗).

From (3.16) it follows that if ‖x−x∗‖ � ε, then for any V ∈ ∂∗F (x), JG(F )
∣∣
F=F (x)

V

is nonsingular and satisfies

(3.23) ‖
(
JG(F )

∣∣
F=F (x)

V
)−1‖ � 10

9
β, V ∈ ∂∗F (x).
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We next suppose that ‖xk − x∗‖ � ε for all k. Setting A =Wk = JG(F )
∣∣
F=F (xk)

Uk

and B = JG(F )
∣∣
F=F (xk)

Vk in (2.19), one has

‖W−1
k ‖ �

‖
(
JG(F )

∣∣
F=F (xk)

Vk

)−1‖
1− ‖[JG(F )

∣∣
F=F (xk)

Vk]−1[JG(F )
∣∣
F=F (xk)

(Uk − Vk)]‖
(3.24)

�
10
9 β

1− 10
9 βγ∆

�
10
9 β

1− 5
27

� 3
2
β.

We deduce that

‖xk+1 − x∗‖ = ‖xk −W−1
k G(F (xk))− x∗‖(3.25)

� ‖W−1
k ‖ ‖G(F (xk))−G(F (x∗))−Wk(xk − x∗)‖

� ‖W−1
k ‖

{
‖G(F (xk))−G(F (x∗))− JG(F )

∣∣
F=F (xk)

× Vk(xk − x∗)‖ + ‖JG(F )
∣∣
F=F (xk)

(Vk − Uk)‖ ‖xk − x∗‖
}
.

Substituting (3.14), (3.22) and (3.24) into (3.25) we conclude

‖xk+1 − x∗‖ � 3
2
β(∆‖xk − x∗‖+ γ∆‖xk − x∗‖)(3.26)

=
3
2
(β∆+ βγ∆)‖xk − x∗‖

� 1
4

(1
γ
+ 1
)
‖xk − x∗‖ � 1

2
‖xk − x∗‖.

Similarly to the proof of Theorem 2.1, it follows that the iterative method (3.11) is
well-defined and the sequence {xk} converges to x∗ Q-linearly.

Next, we proceed to prove that the sequence {xk} generated by (3.11) converges
to x∗ Q-superlinearly under the assumption that lim

k→∞
‖Vk − Uk‖ = 0. By virtue

of (3.17), (3.21), (3.24) and (3.25), the relation ‖xk − x∗‖ � ε implies that

‖xk+1 − x∗‖ � ‖W−1
k ‖

[
‖G(F (xk))−G(F (x∗))− JG(F )

∣∣
F=F (xk)

Vk(xk − x∗)‖
+ ‖JG(F )

∣∣
F=F (xk)

‖ ‖(Vk − Uk)‖ ‖xk − x∗‖
]

� 3
2
β
[
‖G(F (xk))−G(F (x∗))− JG(F )

∣∣
F=F (xk)

Vk(xk − x∗)‖

+ γ‖Vk − Uk‖ ‖xk − x∗‖
]

=
3
2
β[o(‖xk − x∗‖) + o‖xk − x∗‖)] = o‖xk − x∗‖.

This means that the sequence {xk} converges to x∗ Q-superlinearly. Thus we have
completed the proof of the theorem. �
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�
���� 3.1. Theorem 3.1 shows that the Newton method for solving the equa-

tions (3.1) given by (3.8) has Q-superlinear convergence.
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