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THREE ESSAYS ON HOW SOCIAL CONTEXT  

SHAPES ENGAGEMENT ONLINE 

JIYE BAEK 

Boston University Questrom School of Business, 2018 

Major Professor: Jesse Shore, Ph.D., Assistant Professor of Information Systems 
 

ABSTRACT 

 Understanding online user engagement is a key challenge for social platforms that 

support the communal creation or transfer of knowledge and information. Engagement is 

not only a function of individual attributes but also the result of the social context that 

derives from platform choices. This dissertation presents several empirical examples of 

how social context shapes online engagement in social platforms such as social media or 

online communities. In the first chapter, I investigate how the social network structure 

influences Twitter users’ information sharing behavior. I reconcile contradictory theories 

of the diversity of information sharing on social media using data representative of the 

whole population of Twitter users. In the second chapter, I investigate how online 

community size impacts users’ platform engagement. By conducting a randomized field 

experiment on edX, I show a causal influence of community size on individual user’s 

knowledge-sharing behavior, retention and performance. In the third chapter, I examine 

how social learning impacts out-group users’ engagement in an online learning community 

in terms of language and culture. I broaden the scope of my research in this last chapter by 

studying a context that has received little attention in the platform engagement literature. I 

use an interdisciplinary multi-method approach in my research that includes social network 
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analysis, randomized field experiment, and econometrics. This dissertation involves a 

combination of these methods to understand user-behavior in the social platform and 

introduce interventions to maximize the benefit for digital platform and users alike. 
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CHAPTER 1: Network structure and patterns of information diversity on Twitter1 

 

1.1 Introduction 

Because anyone can post and re-share content, social media has been connected to 

increased participation and diversity of expression, raising hopes for a role for social 

media in promoting innovation, building social capital and empowering workers within 

firms and in society in general (An et al., 2011; Bertot, et al., 2010; Kane et. al, 2009; 

Woodly, 2008).  Given the opportunities available in big data and the imperative to make 

use of them (LaValle, et al, 2013), business leaders have turned in increasing numbers to 

analyzing social media data in order to learn from customers (Culnan, McHugh, and 

Zubillaga, 2010; He, Zha and Li, 2013; Chen, Chiang, and Storey, 2012), and computer 

scientists have developed many tools to help achieve these ends (see e.g. Pang and Lee, 

2008).  Firms have also adopted internal social networking platforms in great numbers.  

Yammer, a popular enterprise social networking platform, claims to be used by more than 

500,000 firms, including 85% of the Fortune 500 (Yammer, 2015).  

It is easy to see why many see social media as potentially valuable external 

sources and internal conduits of diverse knowledge (Kane, Majchrzak and Ives, 2010). 

Innovation has long been seen as deriving from recombining diverse ideas (Schumpeter, 

1934), and diverse ideas are assumed to flow through diverse networks (Hampton, Lee, 

and Her, 2011) like those created by connecting a diverse user base via social media. In 

general, diversity among individuals is thought to lead to better performance in solving 

																																																								
1	This chapter is a joint work with Jesse Shore and Chrysanthos Dellarocas	
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problems (Hong and Page, 2004) and modern crowdsourcing approaches to innovation 

would seem to thrive on the fuel of diversity (Jeppesen and Lakhani, 2010).   

However, information technologies, while providing historically unprecedented 

potential for free public expression, also provide self-regulating mechanisms that allow 

users to customize content feeds. In making these choices, people tend to connect with 

similar others (McPherson, Smith-Lovin, and Cook, 2001) and seek out information that 

confirms their previously-held beliefs (Nickerson, 1998). It is therefore unclear if the 

diverse points of view of social media users ever actually come into contact with each 

other, or if they cyber-balkanize themselves into “echo chambers” in which they are only 

exposed to ideas they already hold (Van Alstyne and Brynjolffson, 2005).  

Many of the most lucid and powerful research studies on this topic to date have 

been in the setting of political information diversity and communication – a setting we 

also study in the present paper.  In addition to being economically and societally 

consequential, political communication is an appealing setting for the study of 

information diversity: there is a clear left-right spectrum of opinion, which simplifies the 

difficult issue of how to measure diversity in a meaningful way (Page, 2010).  

Additionally, it is not too much of a stretch to view political communication among 

social media users in the United States as an example of a market for information in 

which two principal organizations (the Democratic and Republican political parties) are 

competing for attention and influence.   

In prior literature, there is some evidence in favor of a tendency to echo chambers, 

some evidence in favor of polarization and still other evidence in favor of a tendency for 
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people to limit themselves to expression of moderate and mainstream ideas on social 

media.  We believe that a likely reason for the conflicted nature of the literature is that 

earlier work has generally focused too narrowly on unrepresentative or incomplete data 

sets.  Social networks and online communities often have a core-periphery structure 

consisting of a highly interconnected core of important and active nodes, surrounded by a 

larger, less densely connected periphery (Borgatti and Everett, 2000; Dahlander and 

Fredriksen, 2012, Wu, et al., 2011).  

By focusing on highly active users, prior research on the phenomena of echo 

chambers and polarization has arguably only emphasized the study of the network core, 

whose behavior is not representative of the average user of the platform (Adamic and 

Glance, 2005; Conover, et al, 2011; Bakshy, Messing and Adamic, 2015). Moreover, it 

could even be argued that by constructing their data sets by including only those 

individuals with clear partisan affiliation (Adamic and Glance, 2005; Bakshy, Messing 

and Adamic, 2015), or those who posted about politically divisive topics (Conover, et al., 

2011; Barbera et al., 2015), prior research studied only users prone to political division 

and therefore sheds little light on the nature of social media in general.  Due to its 

traditional survey methodology, Hampton, et al. (2014) does not have this limitation but 

on the other hand it also cannot answer those questions which would require large-scale 

network data as evidence.  

Here, we seek to reconcile the differing perspectives on patterns of diversity in 

social media with a study of a complete cross-section of Twitter posts (“tweets”) of 

hyperlinks, together with the associated follower network data.  Our data set includes 15 
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million unique URLs posted by 2.7 million users based on a 300 hour data set, 

representing a complete record of all such activity on Twitter during the collection 

period. We test hypotheses implied by prior research as well as characterize the overall 

structure of the Twitter follower network with respect to ideological diversity.  Rather 

than echo chambers or cross-sectional evidence of polarization, we find that, on average, 

Twitter accounts post links to more politically moderate (but not necessarily centrist) 

news sources than the links they receive in their own feed. Members of a tiny but highly 

followed network core behave differently from the typical user, however, and post links 

to sources that are more politically extreme than what they receive in their own 

newsfeeds.   While our empirical setting is political slant, we believe that the implications 

go beyond this narrow application and provide a basis for understanding the structure of 

self-organization in social media more generally. 

 

1.2 Theories of information diversity on social media  

No one can read every article or interact with every user on the internet; instead, 

internet users must make choices about where to direct their attention.  Given the human 

tendency toward homophily (McPherson, Smith-Lovin and Cook, 2001) and 

confirmation bias (Nickerson, 1998), social media users are likely to follow other users 

whose opinions are similar to their own.  At the extreme, this could lead to fragmentation 

of users into ideologically narrow groups, in which people are only exposed to 

information that confirms their previously-held opinions (Van Alstyne and Brynjolffson, 
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2005; Burt, 2004). We refer to this as the “echo chambers” theory of social media. 

Empirical studies have confirmed some of these fears: “there is a tendency for blogs with 

the same political and ideological inclination to link to each other” (Adamic and Glance, 

2005; Conover, et al, 2011; Hargittai, Gallo and Kane, 2008) and a tendency of readers to 

engage with content aligned with their ideological preferences (Lawrence, Sides and 

Farrell, 2010). Homophilous behavior is then magnified by algorithmic information 

filters on certain social media sites such as Facebook (Bakshy, Messing and Adamic, 

2015; Lazer, 2015). 

A related view says that homophily may not lead people to be disconnected and 

ignorant of opposing views, as echo chambers theory would have it.  Instead, the 

relationship between groups of connected individuals may be mutually aware and 

antagonistic. Sunstein (2002, 2008) argues that when like-minded individuals discuss a 

controversial topic, there is a tendency for them to adopt an even more extreme position 

on that topic than they initially held. Barbera et al. (2015) document this process 

unfolding over time in partisan debate of controversial issues on Twitter.  Conover et al. 

(2011) show that while people follow and retweet2 like-minded others on Twitter, they 

mention3 users they disagree with in the context of argument and other negative 

commentary, illustrating that separate groups are antagonistic, not ignorant of each other. 

We refer to this as the “polarization” theory of social media. 

																																																								
2 To “retweet” is to re-share a message one has received with one’s own followers 
3 On Twitter a “mention” is to include another user’s handle in a tweet (post), prepended with an @ 
sign, which uniquely identifies the specific individual, creates a clickable hyperlink to their profile 
page and notifies the target individual about the mention 
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Despite all of this evidence, however, the idea that social media users segregate 

themselves into homogeneous or polarized communities is far from an established fact.  

Some have theorized that while social network ties may tend to be formed among similar 

others, there are many dimensions along which that similarity may be manifest (Watts, 

Dodds, and Newman, 2002) and social media users may be connected not only to people 

with whom they agree politically, but also to people with whom they share other 

similarities, such as workplace, alma mater and so on.  This phenomenon of simultaneous 

contact with people from different contexts has been called “context collapse” and can 

lead users to limit their expression of potentially controversial beliefs (Marwick and 

boyd, 2010; see also Bernstein (2012) for a similar finding in an organizational context).    

Centola and Macy (2007) argue that certain phenomena – including potentially 

controversial expressions such as political beliefs – are most likely to occur and exert 

influence in the context of a highly clustered network such that there is the possibility of 

receiving multiple reinforcing signals from one’s network neighbors.   Finally, these 

recent theories echo the pre-internet theory of public opinion that people tend to articulate 

what they perceive to be the mainstream point of view or withhold their voice entirely, 

creating a “spiral of silence” for minority viewpoints (Noelle-Neumann, 1974).  

Collectively, we refer to these ideas as the “mainstreaming” theory of social media. 

There is empirical support for the mainstreaming narrative of social media use as 

well. On average, it has been found that people are much less likely to discuss 

controversial topics on social media than in private (Hampton et al. 2014).  For political 

hashtags on Twitter, repeated exposures are important precursors to an individual's 
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adoption of those hashtags in their own posts (Romero, Meeder and Kleinberg, 2011), 

which could be interpreted as seeking repeated confirmation from their community 

before sharing something potentially controversial.   

Our primary goal is to consider evidence for and against the theories of echo 

chambers, polarization, and mainstreaming. In this and the following sections, we 

therefore ask what we would expect to find in a complete cross-section of Twitter posts if 

the above theories were in fact true. We articulate a number of detailed hypotheses to test 

on this basis, but our overarching questions are simply whether Twitter shows evidence 

of (1) echo chambers (2) polarization and (3) mainstreaming.  

 

1.2.1 Echo Chambers and polarization 

For our purposes, what cross-sectional observations would be consistent with 

echo chambers and polarization? First, we expect to find homophily. In other words, we 

would expect the typical Twitter user to tweet links to news sources with similar political 

slant to the slant of the content they receive from the people they follow: we expect 

followers and followees to tweet at a similar level of political slant (we define how we 

measure slant below).   

Hypothesis 1a: The mean political slant of news sources in tweets by individuals 
is significantly correlated to the mean political slant of the tweets that they 
receive from their followees.  
 

If the homophily of Hypothesis 1a is strong enough to create echo chambers, we 

would expect not just correlation between political slants, but indeed for people to tweet 
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at the same mean level of political slant as those that they follow.   

Hypothesis 1b: The mean political slant of news sources in tweets by individuals 
is statistically indistinguishable from the mean political slant of the tweets that 
they receive from the people they follow.  

 
Sunstein (2002, 2008) argues that when like-minded individuals are connected, 

the views they express can be more extreme than what they would have expressed prior 

to deliberation, in part because of social pressure toward conformity. He refers to this 

phenomenon as polarization.  If Twitter accounts are not just homophilous but also 

polarized, it would suggest that they tweet at more extreme levels of slant than the 

information they receive in their news feeds.   

Hypothesis 1c: The mean political slant of news sources in tweets by individuals 
is more extreme than the mean political slant of the tweets that they receive from 
the people they follow.  

 
Alternatively, rather than treating the individual as the unit of analysis, we could 

treat network ties as the unit of analysis.  In this case, we expect to see ties (follower-

followee relationships) between people who tweet links to content with similar political 

slant.  In other words, in social network terminology, we expect “assortativity” – a 

correlation between the presence of network ties and similarity on some attribute 

(Newman, 2003) – based on political slant. 

Hypothesis 2: The level of network assortativity on the mean political slant of 
news sources in individuals’ tweets is significantly higher than could be explained 
by random chance.  

 
Additionally, if Twitter contains echo chambers, we would expect people to 
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follow other individuals who follow each other, amounting to political feedback loops. 

We expect to see network clustering. Clustering is the degree to which the people with 

whom a person is connected are themselves connected to each other. For example, if Julie 

follows Romy on Twitter because they share ideology, and Romy likewise follows John, 

then it is also likely that Julie follows John.  

Hypothesis 3: The level of clustering in the follower-followee network is 
significantly higher than could be explained by random chance.  

 
Individuals in such dense clusters accrue shared, mutual knowledge as a 

consequence of communicating with each other (Granovetter, 1973; Hansen, 1999; Burt, 

2004).  Moreover, people are more likely to strongly influence one another within, rather 

than between, clusters of ties (Centola, 2010). As a result, we would expect people within 

dense clusters to be more politically similar to each other than people who are not in 

highly clustered network positions.  

Hypothesis 4: The greater the clustering around an individual, the stronger the 
correlation between the political slant in their own tweets and the political slant 
in the tweets they receive from the people they follow.  

1.2.2 Mainstreaming Theory 

What observations would constitute evidence of mainstreaming behavior? The 

spiral of silence (Noelle-Neumann, 1974) and context collapse (Marwick and boyd, 

2010) describe a tendency for people to withhold opinions that they think are not in 

accordance with the mainstream or potentially offensive.  Therefore, most basically, we 

would expect to observe more “silent reading” at less centrist levels of slant. That is, if 

people exhibit mainstreaming behavior, more people would choose to read tweets, but not 
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post tweets themselves, the further away they were from the political center.   

We test for silent reading in two ways.  First, we simply ask if more centrist 

individuals post more tweets than less centrist individuals. 

Hypothesis 5a: The number of tweets sent per person is highest at the center of 
the political spectrum and lowest at the extreme left and right of the political 
spectrum.  

 
On the other hand, if less centrist individuals do post fewer tweets, it could simply 

be that they use Twitter less overall, rather than actively using it for silent reading.  We 

therefore also test the following.   

Hypothesis 5b: The ratio of tweets sent to tweets received per person is highest at 
the center of the political spectrum and lowest at the extreme left and right of the 
political spectrum.  

 
The component theories that make up our “mainstreaming” theory (especially 

context collapse and the spiral of silence) do not explicitly make predictions about the 

choices individuals make about what information to consume – only the information they 

choose to put into the public domain themselves. Whatever information is consumed, 

however, we would expect individuals to Tweet material that is more politically neutral 

(centrist) than what they receive. 

Hypothesis 6a: On average, the mean political slant of news sources linked to in 
an individual’s own tweets is more politically centrist than the mean political 
slant in the tweets they receive from the people they follow.  

 
A very strong version of this hypothesis that takes the original idea of a spiral of 

silence very literally is that whatever they read, we would find people tweeting only 
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politically centrist content themselves. 

Hypothesis 6b: The political slant of news sources linked to in the average Twitter 
user’s tweets is statistically indistinguishable from the mean political slant of the 
population.  

 

1.2.3 Beyond average behavior: macroscopic and subnetwork analyses 

The above hypotheses are specified in microscopic terms, in that we treat 

individuals and network dyads as the units of analysis, and will be tested on the entirety 

of link-posting behavior on Twitter during the study period. These hypothesis tests serve 

our theoretical questions and provide the foundation of our empirical analysis.  

To paint a fuller picture, however, and to better connect our work with prior 

research on social media, we also include a series of analyses that take other perspectives 

on the data.  In particular, scholars of online communities have been concerned with their 

macroscopic core-periphery structure (Dahlander and Fredriksen, 2012; Collier and 

Kraut, 2012; Wasko, Teigland and Faraj, 2009), which Wu, et al. (2011) have 

demonstrated also describes Twitter networks. In a classic core-periphery structure, the 

network core is a set of nodes (individuals) that tend to be connected to each other; the 

periphery is a (typically larger) set of nodes that tend to be connected to nodes in the 

core, but not to each other (Borgatti and Everett, 1999).   In the setting of Twitter, this is 

to say that there is a set of highly-followed accounts (the core) that tend to follow each 

other; more typical users (the periphery) follow members of the core, but are less likely to 

follow other typical users. 
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1.2.3.1 Analyses of macroscopic structure 

Members of the news-sharing core differ from other users with respect to their 

network position; it is possible that they also differ from other users in terms of the 

correlation between incoming slant and outgoing slant.  To check for this possibility, we 

repeat a basic analysis of the correlation between incoming and outgoing slant on two 

subgraphs4 of the Twitter news-sharing network.  In particular, we distinguish those 

accounts that are highly followed and active in posting many links to news items from 

those that are not.   

We expect to find a higher correlation between incoming and outgoing slant in the 

‘news-centric core’ — the subgraph of individuals who are both highly followed and post 

many news items — than in subgraphs defined by the other three combinations of those 

two variables. People in the news-centric core may be maintaining a public identity 

centered around news, and so may connect with fewer people for reasons other than 

discussion of news.  They may also engage in self-conscious management (Marwick and 

boyd, 2010) of their list of followees — to demonstrate party loyalty, for example — 

which would result in a higher correlation between incoming and outgoing slant.   

In contrast to members of the news-centric core, those who are highly followed 

but do not post many links to news items are probably highly followed for other reasons, 

such as celebrity, and may not pay as much attention to the variable of political slant 

when choosing whom to follow.  Those who post many links to news items but are not 

																																																								
4	A subgraph consists of a certain subset of nodes of a larger network, along with all of the links 
between them.					
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highly followed may well demonstrate homophily on political slant, but because they are 

less likely to be public figures, they may not be curating their followee list as self-

consciously as members of the news-centric core.  Finally those who are neither highly 

followed (among the individuals in our data comprising people who posted hyperlinks 

and their followers and followees) nor highly active posters of news may be less active 

users of Twitter, or actively using Twitter for other purposes, and thus are not expected to 

demonstrate less homophily on political slant than those in the news-centric core.  

Hypothesis 7a: The mean political slant of news sources in tweets by individuals 
in the news-centric core of Twitter users is more highly correlated to the mean 
political slant of the tweets that they receive from their followees than that of 
people outside of the news-centric core. 
 

Following the logic above and Wu, et al.’s (2011) observation that ‘coreness’ is 

not a binary but rather a continuous variable, we would expect that the higher the 

thresholds we use to separate individuals who are “highly followed” and “post many 

links to news” from everybody else (i.e. the stricter the definition of what constitutions 

the news-centric core), the higher the correlation will be among members of that core. 

Hypothesis 7b: The stricter the definition of what constitutes the news-centric 
core, the greater is the effect5 of incoming slant on outgoing slant. 

 
1.2.3.2 Correspondence of macroscopic network structure and political slant  

Earlier studies of political division on social media have shown a clear 

correspondence between the macroscopic structure of a network and the political slant of 

																																																								
5 NB: here and below, “effect” is intended only in the sense of “statistical effect” and not in the sense 
of “causal effect.”   
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its nodes (Adamic and Glance, 2005; Conover et al, 2011).  In particular, this work shows 

that the network is starkly divided into two (one liberal and one conservative) modular 

clusters of nodes, such that nodes tend to be connected within each cluster, but only 

sparsely connected between clusters.  By showing how cleanly political slant corresponds 

to network structure, these excellent studies lend strong support to the cyber-

balkanization theory (Adamic and Glance, 2005) and polarization theory (Conover et al., 

2011), discussed above. 

These studies are nevertheless limited in two important ways.  First, both studies 

use only a binary, liberal v. conservative representation of slant, preventing more 

nuanced examination of homophily. Second, both studies only consider the behavior of 

elites and self-identified partisans (i.e., members of the news-centric core, whom we have 

just argued are not representative of the typical user) and thus shed no light on how social 

media works as a platform for discourse for the vast majority of users.  

Because our data includes a continuous representation of political slant and 

includes all Twitter users rather than only elites, we are able to address these two 

limitations. First, we are able to analyze the core separately from other users.  Second, 

rather than consider classifications of nodes into two categories (liberal v. conservative), 

we focus instead on permutations of nodes defined either by political slant or other 

means.  

A permutation is simply an ordering of the nodes of a network such each node is 

assigned an ordinal number from 1 to N (where N is the number of nodes in the network). 

Permutations can be defined by any number of means, but in the present context we will 
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be particularly interested in permutations derived from the political slant variables: those 

in which the nodes are ordered from most liberal (and thus given the number 1) to the 

most conservative (and thus given the number N). A “good” permutation is one in which 

nodes that are close together in the network are close together in the ordering of nodes.  

In the following hypotheses (8a – 8f), we compare the quality of permutations in this 

sense.  Section 3.4.3, below, provides more concrete details on measurement of 

permutation quality.   

Essentially, just as prior work showed that classifying nodes into liberal v. 

conservative was a good fit to the macroscopic division of the network into two distinct 

communities, we will ask if a continuous measure of political slant is a good one-

dimensional description of network structure. We wish to ask this question for both 

incoming and outgoing slant and for the network core and network periphery. This 

involves making a number of comparisons among nodal permutations.  First, to establish 

whether permutations based on incoming or outgoing slant are “good” descriptions of 

macroscopic network structure, we compare them to permutations derived from standard 

community discovery algorithms (see below).  Second, since it is not a given that 

incoming slant and outgoing slant are equally closely related to network structure, we 

compare these two slant permutations to each other. Third, we repeat this process 

separately for the core and the periphery. 

Accordingly, we test the following hypotheses comparing the quality of nodal 

permutations. First we compare incoming and outgoing slant for core and periphery. 
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Hypothesis 8a: An ordering of nodes in the news-centric core based on outgoing 
political slant is of equivalent quality to an ordering of those nodes based on 
incoming political slant  

Hypothesis 8b: An ordering of nodes in the periphery based on outgoing political 
slant is of equivalent quality to an ordering of those nodes based on incoming 
political slant  

 

Then, we compare incoming and outgoing slant to community discovery algorithms for 

the core. 

Hypothesis 8c: An ordering of nodes in the news-centric core based on outgoing 
political slant is of equivalent quality to orderings of those nodes derived from 
community-discovery algorithms. 

Hypothesis 8d: An ordering of nodes in the news-centric core based on incoming 
political slant is of equivalent quality to orderings of those nodes derived from 
community-discovery algorithms. 

 

Finally, we compare incoming and outgoing slant to community discovery algorithms for 

the periphery. 

Hypothesis 8e: An ordering of nodes in the periphery based on outgoing political 
slant is of equivalent quality to orderings of those nodes derived from community-
discovery algorithms. 

Hypothesis 8f: An ordering of nodes in the periphery based on incoming political 
slant is of equivalent quality to orderings of those nodes derived from 
community-discovery algorithms. 

 

1.3 Data and methods 

1.3.1 The Twitter Dataset 

Our Twitter data comes from Galuba et al. (2010), and contains 15 million unique 

URLs, tweeted by 2.7 million users. For 300 continuous hours, starting on Thursday, 
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September 10th, 2009, 19:56:47 GMT, the Twitter Search API was continuously queried 

for the search string “http”. The text of each tweet returned by the query was parsed for 

any URLs and user names it contained. Each URL mentioned in the tweets was stored. If 

the URL was created by one of the popular URL shortening services (e.g. bit.ly), HTTP 

redirects were recursively followed to expand the URL to its original form. All the URLs 

were also URL-decoded to ensure uniform representation under the percent-encoding 

(%xx) notation. For each tweet, the Twitter API was queried for the metadata about the 

tweet’s author as well as all the users that the author follows. 

 

1.3.2 Measurement of Political Slant 

Gentzkow and Shapiro (2011) published measurements of the political slant of the 

119 most widely visited sources of online news in the United States, building on data 

from comScore Plan Metrix with 12 months data in 2009 (the same year as the Twitter 

data). Plan Metrix data come from a survey distributed electronically to approximately 

12,000 comScore panelists. The survey asks panelists the question “In terms of your 

political outlook, do you think of yourself as. . .? [very conservative / somewhat 

conservative/ middle-of-the-road/ somewhat liberal / very liberal]”. The average number 

of daily unique visitors in each category is reported by comScore for each site for each 

month.  

Using this data, they posit the model of utility of a visit to a website in equation 1. 

The utility is that of user i going to site j on visit k on a given day, given the site quality 

α, political slant γ, and dummy variable c set to 1 if visitor i is conservative and -1 if they 
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are liberal (they omit data from individuals who answered “middle of the road”). 

!"#$ = &# + 2(*" − 1).# + /"#$                                                                                                        (1)          
 

They fit a Generalized Mixed Model to the visit data, under the discrete choice 

modeling assumption that the visit would be made if and only if uijk ≥ uirk ∀r ≠ j.  We 

use the estimated parameter γ as our measure of political slant.  We also use α as a control 

variable indicating site quality. For the analysis, we use all tweets that contain any of the 

119 domain URLs from Gentzkow and Shapiro (2011).   

Although Plan Metrix data are only available for relatively large sites, visits to 

news sites are highly concentrated. The 119 sites in the sample represent over 95% of all 

visits to news sites via independent browsing online (Gentzkow and Shapiro, 2011), and 

given the greater expected concentration of exposure on social media than independent 

browsing (Hong, 2012), the sample is expected to be even more completely 

representative for the setting of Twitter.   

 

1.3.3 Variables 

1.3.3.1 Individual level variables  

For each user, we calculated mean incoming political slant (incoming slant) and 

mean outgoing source slant (outgoing slant). For the outgoing slant, we average the 

political slant of each URL source that the user tweeted. Incoming slant is the averaged 

slant score of every URL tweeted by the individuals whom a user follows (his/her 

followees). For both incoming and outgoing slant, if a news source was tweeted more 
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than once, its slant score would be counted more than once in the average. Similarly, we 

calculate mean incoming (outgoing) quality for each individual from Gentzkow and 

Shapiro’s α. Finally we tabulate the count (number) of incoming and outgoing tweets for 

each user.  Note that we fit models on data for users that both sent and received tweets 

containing links to news sources; to calculate incoming slant, however, we consider 

tweets from all users, including those who did not receive any news links in their own 

timelines.  The output of those twitter users who are widely followed but do not follow 

other accounts (typically public figures) is therefore still accounted for in the data. 

To test Hypothesis 5, we estimate the empirical frequency distribution and 

probability density function of tweets across the domain of political slant present in our 

data, using a kernel density estimator, for both incoming and outgoing tweets.  

1.3.3.2 Network variables  

Using the Twitter data, we construct a follower-followee network.  A directed 

network tie exists from user i to user j if user j is a follower of user i. From this data, we 

calculated aggregate clustering (Watts and Strogatz, 1998), and assortativity on political 

slant (Newman, 2003). The clustering coefficient captures the degree to which one’s 

followers and followees also follow each other.  More specifically, it is a measure of how 

many links there are among a node’s neighbors, divided by the number of links that could 

exist among a node’s neighbors.  Assortativity is analogous to a measure of correlation 

between two nodes having a link and having similar values on an attribute (political slant, 

in this case). 
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1.3.4 Statistical Models 

We fit ordinary least squares (OLS) models to test Hypotheses 1a, 1b, 1c, 4, and 

6.  Hypotheses 1a, 1b, 1c, and 6a and 6b are concerned with the relationship between the 

mean incoming slant and the mean outgoing slant, while Hypothesis 4 is concerned with 

the mediating influence of network clustering.  

The significance of a difference between observed values and what would be 

expected by chance of clustering and assortativity on slant (Hypotheses 2 and 3) must be 

established by comparison to null distributions. To calculate such null distributions for 

clustering and assortativity, we use the ‘configuration model’ to generate random graphs 

(Newman, Strogatz and Watts, 2001) that preserve both the degree distribution and the 

joint distribution of outgoing slant and degree over individuals.  We then calculate 

clustering and assortativity on these random graphs to form distributions of these values 

that would be found under the null hypothesis that there was no true tendency toward 

clustering or slant-based assortativity.   

To test Hypothesis 5, we need to assess whether there are systematic differences 

in the ratio of tweets read to tweets received across the spectrum of political slant. To do 

this, we consider two regressions using the logarithm of the count of tweets sent divided 

by the logarithm of the count of tweets received as the outcome variable.  In one 

regression, we use the mean outgoing slant as the predictor variable, to see if more 

politically central tweeters are more active.  In the other, we use the difference between 

mean incoming slant and mean outgoing slant as the predictor variable to test whether 



	

	

21 

people tweeting more centrist material tweet more, even if they are not centrist in 

absolute terms. 

1.3.4.2 Core-Periphery structure 

Hypotheses 7a and 7b concern the difference between the behavior of people who 

are highly followed and post many news articles and other individuals.  To test these, we 

select nodes that are greater than or equal to some threshold quantiles of outdegree and 

number of news stories posted, for s, t ∈	{0.75, 0.80, 0.85, 0.95}. We then consider the 

induced subgraph containing only those nodes that have outdegree greater than s% of 

nodes and have posted more news stories than t% of nodes in the full network.  We then 

regress outgoing slant on incoming slant for only those tweets coming from within this 

subgraph and separately, for all tweets coming from any source using OLS and report the 

estimated parameter.  

1.3.4.3 Concordance of community structure and slant 

Hypotheses 8a-8f stipulate a concordance between the macroscopic community 

structure of the network and the political slant of the nodes.  For these hypotheses, we are 

asking if permutations based on slant are good in the sense that nodes that are closely 

connected in the network are also close together in the permutation ordering.  However, it 

is unclear a priori how to measure such correspondence between slant and structure, and 

then, how to determine if a given level of correspondence between slant and structure is a 

lot of correspondence or only a little.  In other words, how good is good? .In order to test 

these hypotheses, we therefore (1) define a measure of permutation quality (2) use 

standard community-discovery algorithms from the literature to define permutations that 
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represent network structure well and measure their quality, (3) measure the quality of 

permutations based on slant, and (4) define a significance test to determine if the quality 

of the slant-based permutations are significantly worse than the community-discovery 

algorithmic permutations. 

 Hypotheses 8a, 8c, and 8d concern the news-centric core, and hypotheses 8b, 8e 

and 8f concern those outside of the news-centric core.  The “core” subgraph is defined as 

above, using nodes greater than or equal to some quantiles s, t of outdegree and news 

posting activity such that a regression of outgoing slant on incoming slant yields the 

highest estimated parameter. Because of the computational expense of conducting these 

analyses on all ~213,000 nodes outside of the news-centric core using our methods, we 

test the latter hypotheses on a subgraph consisting only of moderate users.  We define this 

subgraph as giant component of those accounts between the 25th and 75th percentiles for 

outdegree and less than the 75th percentile for number of news items posted.  This results 

in a subgraph of 75,640 Twitter accounts (a little more than one third of all news-active 

accounts), which omits the large number of least active and least followed accounts.    

To measure quality of permutations, we start with the intuitions that connected 

nodes (those that follow each other) should be close together in a “good” permutation and 

that ties (matrix entries equal to 1) between nodes whose indices are close together in a 

given permutation will be close to the diagonal of the permuted adjacency matrix. 

Conversely, of course, ties between nodes that are far apart in the permutation will be far 

from the diagonal in the permuted adjacency matrix.  We use these intuitions to define an 

idealized model against which to compare the observed permuted data such that we can 
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evaluate them quantitatively. 

 We define the idealized model as a probability matrix, Z, such that matrix entries 

(network ties) closest to the diagonal are modeled as having probability 1, with linearly 

declining probability further from the diagonal.  Note that this is not a fitted model, so the 

“probabilities” are not estimated from the data; as an idealized model, the matrix of 

probabilities functions more as a “scoring matrix:” we calculate the likelihood of the 

idealized model, Z, under the observed permuted data in question.  

Concretely,  

  

where i and j are row and column indices, respectively, and n is the number of nodes. To 

calculate the likelihood Lp of Z under some permutated adjacency matrix, P, we simply 

take the Hadamard (pointwise) product of Z and P and take the sum of all the entries in 

the resulting matrix. 

23 = ∑ 5"#6"#"#                                                                    (2)          

The higher the likelihood, the more closely the permuted observed matrix adheres to the 

idealized model.   

In addition to the permutations implicit in sorting the nodes according to their 

outgoing and incoming slants, we also consider two algorithmically-defined permutations 

Zi,j = 0 (No self loops) 

Zi,j = 1 ,   j ∈	{i+1, i-1} (Highest probability closest to diagonal) 

Zi,j = Zi,j-1 – 1/n ,  j ≥ i+2  
(Decreasing probability with distance from diagonal) 

Zi,j = Zi,j+1 – 1/n ,  j ≤ i-2  
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deriving from the network structure (pattern of follower/followee ties) alone, rather than 

taking into account political slant or any other nodal attribute.  Algorithmically defined 

permutations attempt to place nodes close together in the permutation ordering if they are 

close together in the network.  In the first of these, we follow the usual procedure of 

spectral clustering: we calculate the eigenvectors of the Laplacian matrix (a 

transformation of the adjacency matrix representation of the network) and then rank 

nodes according to the values in the eigenvector corresponding to one of the smallest 

eigenvalues not equal to zero6 (see e.g. (Dhillon, 2001; Von Luxburg, 2007) for more 

detail).  To find the smallest eigenvalues and corresponding eigenvectors of the 

“moderate user” subgraph, we use ARPACK numerical methods (Lehoucq, Sorensen, 

and Yang, 1998), which are therefore approximate.  In the second algorithmically-defined 

permutation, we use the method of Clauset, Newman and Moore (2004), as implemented 

in the igraph analytical software package (Csardi and Nepusz, 2006), which produces a 

full hierarchical dendrogram as a side effect of finding a smaller number of communities. 

We simply take the ordering of nodes at the bottom level of that dendrogram as our 

permutation.7  

We visualize the difference between these four permutations of nodes (two by 

																																																								
6 Usually the best description of the macroscopic structure of a network is found in values of the 
eigenvector corresponding to the smallest non-zero eigenvalue, but not always.  We therefore consider 
the eigenvectors corresponding to the 5 smallest eigenvalues and take the best, where best is defined 
as yielding the highest likelihood of Z (see below). 
7	We grant that this permutation is based on a partial, rather than full ordering of nodes, since the first 
pair of nodes that are grouped together in a given branch of the dendrogram could appear in either 
order in the final permutation.  However, since the number of such interchangeable pairs is small, and 
the distance that each node in these pairs could move in the permutation is at maximum 1 spot, we 
take the partial ordering output from the R function to be representative of the quality of all such 
possible permutations.		



	

	

25 

slant and two by community discovery algorithm) by plotting the adjacency matrix, with 

the rows and columns in permutation order for the core and moderate users subgraphs 

(Figures 1 and 2).  On these plots, if rows are indexed by 7 ∈ {1…:},and columns are 

indexed by < ∈ {1…:}, then a point at location (i,j) on the visualization indicates that 

there exists a tie between node i and node j (account j follows account i on Twitter).  The 

closer a permutation is to the idealized model, Z, the more the points in these plots will be 

concentrated toward the matrix diagonal.   

It remains to determine how much higher a likelihood has to be to be considered 

significantly better than the likelihood of an alternative permutation of the observed 

matrix. Typically, likelihoods are compared via likelihood ratio tests.  Strictly speaking, 

however, likelihoods calculated from a matrix probability model on two different 

permutations of the same data are not nested, and thus the chi-squared limiting 

distribution on the traditional likelihood ratio test cannot be assumed. Instead, we 

calculate a critical value for distinguishing between the likelihoods of this model under 

these two permutations computationally.   

We calculate the worst-case reduction of likelihood due to incorrect ordering for 

each of 5% of the total number of nodes and tabulate the reduction of likelihood that 

would occur if the edges incident to those nodes were moved as far away from the 

diagonal as possible.  We repeat this procedure 1000 times and take the 95% percentile of 

the resulting distribution to be the critical value, greater than which we would consider 

two likelihoods different assuming a 5% type one error rate. 

 



	

	

26 

1.3.5 Descriptive Statistics 

In our dataset, after processing and selecting those who both received and sent 

tweets containing links to the sources we covered, we were left with a group of 215,174 

Twitter accounts that posted 27,127,798 tweets, of which 908,565 contained a hyperlink 

to one of the 119 news sources for which Gentzkow and Shapiro provide an estimated 

political slant.  There were 14,870,199 follower-followee relationships among these 

accounts, and only 7177 accounts did not follow and were not followed by any of the 

other accounts that posted links to the 119 domains. 

There were 165,624 accounts that had outgoing slant less than zero (liberal) and 

49,550 accounts that had outgoing slant greater than zero (conservative). This is 

consistent with Pew’s survey results, which indicate that liberals significantly more active 

on social media (Pew Research Center, 2012). Descriptive statistics are in Table 1 and 

correlations are in Table 2.  We also tabulated the counts of users by mean incoming slant 

and mean outgoing slant. As Table 3 shows, we find that some people read tweets from 

the opposite side of the political spectrum from the side they tweet on themselves. 

Table 1: Descriptive statistics 
 Min Mean  Max Sd # NAs 
Mean outgoing slant -1.5568 -0.233 2.263 0.393 0 
Count of outgoing tweets 1 4.156 3321 22.495 0 
Quality of outgoing tweets 0 5.802 8.630 1.251 0 
Mean incoming slant -1.557 -.226 1.879 0.232 6708 
Count of incoming tweets 0 715.8 100984 2238.6 0 
Quality of incoming tweets 0 5.847 8.630 0.768 6708 
Count of outgoing retweets 0 0.7631 867 3.96 0 
Outdegree 0 69.11 52731 348.7 0 
Indegree  0 69.11 32511 252.66 0 
Clustering Coefficient 0 0.108 1 0.116 6110 
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Table 2: Correlation matrix 

 
Mean 

outgoing 
Slant 

Count of 
outgoing 
tweets 

Quality of 
outgoing 
tweets 

Mean 
incoming 

Slant 

Count of 
incoming 

tweets 

Quality of 
incoming 

tweets 
outdegree indegree Clustering 

Coefficient 
Count of 
retweets 

ln(outdegree+2)/ 
ln(indegree+2) 

outSlant 1 0.017 -0.1342 0.395 0.063 -0.087 0.025 0.0352 0.0163 0.0315 0.0276 
outCount 0.017 1 -0.005 0.034 0.086 -0.015 0.0554 0.0463 -0.0419 0.2044 0.1243 
outQuality -0.134 -0.005 1 -0.084 -0.023 0.243 -0.0095 -0.0154 -0.0084 -0.0221 -0.0167 
inSlant 0.395 0.034 -0.0836 1 0.09 -0.216 0.0413 0.0586 0.0351 0.0423 0.0278 
inCount 0.063 0.086 -0.023 0.09 1 -0.033 0.6449 0.8956 -0.1116 0.0893 -0.0269 
inQual -0.087 -0.015 0.243 -0.216 -0.033 1 -0.021 -0.0345 0.033 -0.0256 -0.0818 
outdegree 0.025 0.055 -0.0095 0.041 0.645 -0.021 1 0.7685 -0.0992 0.0413 0.0943 
indegree 0.035 0.046 -0.0154 0.059 0.896 -0.035 0.7685 1 -0.1125 0.0537 -0.0074 
Clustering Coef 0.016 -0.042 -0.0084 0.035 -0.112 0.033 -0.0992 -0.1125 1 -0.0159 -0.1747 
rtCount 0.031 0.204 -0.0221 0.042 0.089 -0.026 0.0413 0.0537 -0.0159 1 -0.0011 
ln(OD+2)/ 
ln(ID+2) 0.028 0.124 -0.0167 0.028 -0.027 -0.082 0.0943 -0.0074 -0.1747 -0.0011 1 

 

 
 



	

	

28 

Table 3: Tabulation of mean incoming and outgoing political slant by account  
Mean incoming slant 

Mean out. 
slant 

(-1.75,-1.25] (-1.25,-0.75] (-0.75,-0.25] (-0.25,0.25] (0.25,0.75] (0.75,1.25] (1.25,1.75] 

(1.75,2.25] 0 0 9 38 18 2 0 
(1.25,1.75] 0 2 29 100 71 6 0 
(0.75,1.25] 0 25 1073 2847 1153 100 3 
(0.25,0.75] 1 112 4959 11640 3335 123 4 
(-0.25,0.25] 6 536 27949 47400 2432 125 7 
(-0.75,-0.25] 4 519 43881 34305 973 67 1 
(-1.25,-0.75] 2 1840 14856 7241 281 19 0 
(-1.75,-1.25] 0 3 222 122 1 0 0 

 

1.4 Results 

1.4.1 Average behavior 

We begin with results for average behavior of all individuals who tweeted a link 

to one of the sites covered by the Genztkow and Shapiro data.  We report regression 

coefficients from OLS models in Table 4. Most notably, the estimated parameter for the 

mean political slant of sites linked-to in incoming tweets was very stable at 0.6568 to 

0.6720 in all models.  Additional statistical results are mentioned in line with the text, 

below. 

1.4.1.1 Echo Chambers 

Hypotheses 1a and 1b are statements about homophily, operationalized as the 

correlation between the political slant in incoming versus outgoing tweets.  Hypothesis 1a 

stipulates that there is a significant correlation between those quantities.  As just 

mentioned above, we estimated a positive and significant regression parameter for this 

relationship across all models.  We do find homophily, and the hypothesis is therefore 
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supported. 

Hypothesis 1b makes a stronger statement about the relationship between 

incoming and outgoing slant, claiming that they are equal.  If this hypothesis were true, 

we would expect the regression parameter to be equal to 1.0 (meaning the outgoing slant 

is equal to 1.0 times the incoming slant, and therefore equal).  Given the standard errors 

of the estimated coefficients, this hypothesis is rejected: the outgoing slant is not equal to 

the incoming slant.  The slant at which people tweet is correlated with but not equal to the 

slant of the material they receive.  Hypothesis 1c says that the estimated parameter for 

incoming slant’s effect on outgoing slant should be greater than one.  Hypothesis 1c is 

therefore likewise rejected. 

Hypothesis 2 is similar to Hypothesis 1a in its focus on homophily, but considers 

network ties to be the unit of analysis.  Specifically, it states that individuals are more 

likely to follow and be followed by people with similar politics, as measured by political-

slant based assortativity.  We found an observed assortativity of 0.1624 and calculated a 

mean assortativity of 1000 null models (described above) of -2.767x10-6, with a standard 

deviation of 0.0003. The frequentist probability of the observed assortativity being drawn 

from the null distribution is less than one tenth of one percent, and thus we reject the null 

and support hypothesis 2.  There is a significant assortativity based on political slant.  

Hypothesis 3 states that there is a statistically significant tendency toward 

network clustering, that is, that the people whom an individual follows and is followed by 

are likely to also follow each other.  We found an empirical aggregate level of clustering 

equal to 0.1083 and calculated a mean clustering of 1000 configuration models equal to 
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0.0863 with a standard deviation of 0.0002.  The observed level of clustering is greater 

than that expected by chance, with the probability of the observed value being drawn 

from the null distribution being less than one tenth of one percent. We thus fail to reject 

Hypothesis 3.  Like most social networks, there is a statistically significant tendency to 

clustering over and above what we would expect by chance when we hold the degree 

distribution constant.  

Hypothesis 4 speaks to the notion that clustering is associated with “echo 

chambers” in social media.  It is intended to represent the notion that people in clustered 

positions (those whose followers and followees also follow each other), may be even 

more likely than those in unclustered positions to tweet at a similar political slant to their 

network neighbors.  Table 4, model 4 reports a regression coefficient of 0.0585 for 

clustering.  Therefore we fail to reject Hypothesis 4, as we do find evidence that people in 

positions of high clustering tweet more similarly to the people they follow than people in 

positions of low clustering.  However, we must note that the effect of clustering, while 

statistically significant, is not of great magnitude.  A one-standard deviation increase in 

clustering coefficient would only result in a predicted increase in outgoing slant from 

0.6721 times the incoming slant to 0.6789 times the incoming slant. 

1.4.1.2 Mainstreaming 

Our mainstreaming theory states that people are less likely to voice opinions that 

they perceive are not widely held.  Hypothesis 5a operationalizes this theory as a claim 

that individuals on either end of the political spectrum (far away from the political center) 

will tweet fewer times per person than those in the political center.  Hypothesis 5b says 
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that people on either end of the spectrum will tweet less for each tweet they receive; those 

at the political center will tweet at the highest rate per tweet they receive.  Our evidence 

on these hypotheses is mixed.  For Hypothesis 5a, we do not find evidence of more 

tweets by centrist accounts.  Rather, we find a slightly higher rate of tweeting by more 

conservative accounts. For Hypothesis 5b, we do find that accounts that tweet at an 

outgoing slant of -0.15 (between the sample mean of -0.23 and the political center, 0.0) 

tweet slightly more on average per tweet that they receive than more politically distal 

Twitter accounts.  We also find that accounts that tweet more centrally than the mean 

slant of their followees tweet more times per tweet received.   However, despite the 

vanishingly small p-values for the estimated parameters in these regressions, the effect 

magnitudes and the R2s are also tiny for tests of both hypotheses.  Therefore, we reject 

Hypothesis 5a and accept Hypothesis 5b but only trivially, and we do not report the 

parameter estimates here. 

Hypothesis 6a returns to the relationship between incoming and outgoing political 

slant and stipulates that people tend to tweet more centrist material than the material they 

read in their own newsfeeds.  Hypothesis 6b is much stronger and stipulates that the 

average Twitter user tweets at the same level of slant as the mean of the whole 

population. As already stated, the estimated coefficient from Table 4 was 0.67, which is 

statistically significantly less than 1, and greater than 0.  In other words, hypothesis 6a is 

supported and 6b is rejected.  Overall, Twitter accounts do tend to tweet more centrist 

material than the material posted by the accounts they follow, but not necessarily at or 

near the political mean of the population. 
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1.4.2 Beyond average behavior: macroscopic and subnetwork analyses 

1.4.2.1 Core-periphery structure 

Hypotheses 7a and 7b concern a core of highly followed users who are active in 

posting links to news stories.  Hypothesis 7a states that the correlation between incoming 

slant and outgoing slant is stronger within the core, and hypothesis 7b states that the 

higher the standards used to define the core, the more similar outgoing slant will be to 

incoming slant. Tables 5, 6, and 7 summarize evidence relevant to these hypotheses: the 

estimated parameter for the effect of incoming slant on outgoing slant is reported for 

different definitions of the core with respect to both outdegree and news posting activity.  

When we consider only those tweets from inside the core, the maximum parameter 

estimate that we find is 1.0863; when we consider all tweets from all sources, we find an 

even higher parameter: 1.1723.  Given our previous results on the centrist tendencies of 

the majority of users, this difference in parameters is expected. 

All specifications we tested for the core yielded a higher parameter for the effect 

of incoming slant on outgoing slant than the one we found in our study of the whole 

population (Table 4); we thus fail to reject Hypothesis 7a.   

As for Hypothesis 7b, there is a clear pattern evident in Tables 5 and 6: the more 

restrictive the definition of the core, the higher the estimated effect of incoming slant on 

outgoing slant.  In both tables, the higher the quantile of degree used as a threshold for 

core membership, the greater the estimated parameter.  The magnitude of the effect of 

raising the quantile threshold of news posting activity is smaller than that for degree and 

in Table 5 is generally highest at the 90th quantile of news posting in each column, except 
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the last column, corresponding to the strictest definition of the core.  In this right-most 

column of both tables, the maximum parameter estimate is found when we define the 

core as consisting only of those individuals who are above the 95th percentile for both 

outdegree and number of news items posted.  We therefore cannot reject hypothesis 7b: 

the stricter the definition of what constitutes the news-centric core, the greater is the 

effect of incoming slant on outgoing slant. 

 
Table 4 Relationship between incoming and outgoing political slant 
 DV: Mean slant of sites in outgoing tweets 

 I II III IV 
Mean slant, sites in 
incoming tweets 

0.6674 *** 0.6575 *** 0.6568 *** 0.6721 *** 
0.0034  0.0035  0.0035  0.0036  

ln(Count of incoming 
tweets) 

  0.0082 *** 0.0142 *** 0.0153 *** 
  0.0004  0.0007  0.0007  

ln(Count of outgoing 
tweets)  

  0.0044 *** 0.0023 * 0.0019  
  0.0009  0.0010  0.0010  

Mean quality of sites in 
incoming tweets 

  -0.0018  -0.0022 * -0.0023 * 
  0.0011  0.0011  0.0011  

ln(# followers+2)     -0.0102 *** -0.0102 *** 
    0.0010  0.0011  

ln(# followers+2) ÷ 
ln(#followees+2)† 

    0.0554 *** 0.0618 *** 
    0.0035  0.0035  

Clustering coefficient       0.0585 *** 
      0.0075  

Intercept -0.0831 *** -0.1167  *** -0.1634 *** -0.1766 *** 
0.0011  0.0063  0.0066  0.0073  

# of Twitter accounts  208,463  208,460  208,458  204,465  
Adjusted R2 0.156  0.158  0.159  0.164  
Notes:  standard errors are printed below parameter estimates. 
***: p< 0.001; **: p< 0.01;  *: p < 0.05 
† the logarithm of the number of followers/ees plus 2 is taken to avoid dividing by zero for those 
with no followees. 
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1.4.2.2 Polarization in the core 

Tables 5 and 6 show that the more restrictive the definition of the network core, 

the higher the parameter estimate for the estimate of the relationship between incoming 

slant and outgoing slant.  For moderately restrictive definitions of the network core (for 

example, those accounts with greater than the 85th percentile of outdegree and 90th 

percentile of news items posted in Table 5) the parameter estimates for incoming slant are 

not significantly different from 1.0.  We therefore would not be able to reject Hypothesis 

1b – that the mean political slant of news sources in tweets by individuals is statistically 

indistinguishable from the mean political slant of the tweets that they receive from the 

people they follow – for the news-centric core thus defined.  However, for the most 

restrictive definitions of the core the average outgoing slant is in fact more extreme than 

the average incoming slant, indicating not so much echo chambers, in which we would 

expect people to be reading and tweeting at the same political slant, but rather a tendency 

to polarization, in which we see people reading more centrist material on average than 

what they tweet themselves.   

What emerges is a more nuanced picture of the whole. The vast majority of 

Twitter accounts that post news items do not post many of them, have a moderate number 

of followers among other news-posting accounts, and tend to post news items from more 

centrist sources than what they read themselves.  On the other hand, a small minority of 

Twitter accounts constituting the network core post relatively many news from more 

politically polarized news sources than those in their own news feeds.     

This is not to say that the core only posts material from the political extremes or 
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that the periphery only post centrist material, simply that on average the core posts more 

extreme material and the periphery posts more centrist material than the accounts they 

follow.  Our results also do not support the extrapolation that the centrist tendency of 

accounts in the periphery is due to a tendency of following more extreme accounts in the 

core. We regressed outgoing slant on incoming slant after excluding core accounts and 

the tweets originating from those accounts (in the manner of Table 5, but for the 

periphery rather than for the core).  After thus removing the effects of the core from the 

periphery, the estimated parameter for incoming slant’s effect on outgoing slant was 

0.7030, only slightly higher than the estimate for the complete data. 

 
Table 5: Estimated parameter for incoming slant in regression of outgoing slant on incoming 
slant for news-centric core, with different definitions of which nodes belong to the core, 
considering only communication within the core 

  Quantile of outdegree 
  75th 80th 85th 90th 95th 

Quantile 
of news 
posting 

95th *0.9522 0.9731 0.9929 1.0099 *1.0863 
90th *0.9630 0.9804 1.0029 1.0281 *1.0802 
85th *0.9500 *0.9689 0.9867 1.0196 *1.0623 
80th *0.9451 *0.9622 0.9789 1.0162 *1.0659 
75th *0.9236 *0.9433 *0.9663 0.9988 *1.0447 

Note: * indicates 95% confidence interval for the mean does not contain 1.0 
 
 
Table 6: Estimated parameter for incoming slant in regression of outgoing slant on incoming 
slant for news-centric core, with different definitions of which nodes belong to the core, 
considering all tweets. 

  Quantile of outdegree 
  75th 80th 85th 90th 95th 

Quantile 
of news 
posting 

95th *1.0362 *1.0594 *1.0878 *1.1078 *1.1723 
90th *1.0294 *1.0452 *1.0714 *1.1016 *1.1477 
85th 1.0072 *1.0284 *1.0505 *1.0874 *1.1270 
80th 0.9944 1.0142 *1.0370 *1.0811 *1.1315 
75th *0.9613 0.9848 1.0093 *1.0573 *1.1093 

Note: * indicates 95% confidence interval for the mean does not contain 1.0 
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Table 7: Number of accounts in news-centric core, with different definitions of which 
nodes belong to the core. 

  Quantile of degree 
  75th 80th 85th 90th 95th 

Quantile 
of news 
posting 

95th 6332 5489 4553 3478 1956 
90th 11003 9427 7708 5705 3157 
85th 15929 13480 10799 7866 4303 
80th 20882 17473 13805 9879 5347 
75th 30435 24973 19392 13513 7034 

 
 

1.4.2.2 Correspondence of community structure and political slant 

Is the Twitter follower network organized according to the political slant of its 

nodes?  Here we make several comparisons between permutations of nodes based on 

slant to those deriving from the patterns of ties alone using community discovery 

algorithms.  Figures 1 and 2 visualize the adjacency matrix of the core and typical users 

subgraph according to the spectral and slant permutations of the nodes.  The following 

paragraphs quantify these comparisons. 

1.4.2.3 Core permutations  

Section 3.4.3, above, describes the matrix probability model of which we 

calculate the likelihood on the spectral and slant partitions. In short, the likelihood of this 

model is calculated by pointwise multiplication of Z (see above) with some permuted 

adjacency matrix P and will be high to the extent that a given permutation concentrates 

tie weight toward the diagonal of a matrix. Critical values for differences in likelihoods 

were determined computationally. 

The likelihoods of the diagonal gradient model under the four permutations of the 

core subgraph are presented in Table 8.  Critical values are also given, which represent 
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the 95th percentile of likelihood reduction expected when 5% of nodes are removed from 

their proper place in the permutation and placed in a worst-fit location in the permutation. 

Table 8: likelihood of Z under various permutations of nodes of the core 
 Likelihood of probability  

model Z 
Critical value to be 
considered worse than this 
permutation 

Clauset, Newman and Moore 165047.4 8864.9 
Laplacian Eigenvector 164627.8 8917.3 
Incoming Slant 163685.5 8806.4 
Outgoing slant 149002.7  

 

Strikingly, the outgoing slant permutation is a much poorer fit to the diagonal 

gradient model than any of the other three permutations, and indeed the likelihood of Z 

given the outgoing slant permutation is significantly less than the other three according to 

our critical values, leading us to reject Hypothesis 8c. The incoming slant permutation is 

a better representation of the whole network than the outgoing slant permutation in the 

sense that nodes that are close together in the incoming slant permutation tend to be more 

closely connected in the network than nodes that are close together in the outgoing slant 

permutation are. We therefore reject Hypothesis 8a.  Additionally, for the core, the 

likelihood of the incoming slant permutation is not less than the likelihoods of the 

Clauset, Newman and Moore (2004) and Laplacian eigenvector-based permutations, 

minus their critical values.  We fail to reject Hypothesis 8d and find incoming slant to be 

an equivalently good description of network structure as standard community discovery 

algorithms.   
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1.4.2.4 Typical users subgraph permutation and classification 

 
Table 9: likelihood of Z under various permutations of nodes of the moderate users 
subgraph 
 Likelihood of probability 

model Z 
Critical value to be 
considered worse than this 
permutation 

Clauset, Newman and Moore 209335.8 10718.6 
Laplacian Eigenvector 199606.2 14282.2 
Incoming Slant 170276.5 10733.2 
Outgoing slant 163009.4  

 
 

The likelihood of the diagonal gradient model under the four permutations of the 

“moderate users” subgraph is presented in Table 8.  Like the results for the core, this 

subgraph yields the highest likelihood under the Clauset, Newman and Moore (2004) 

permutation, followed by the spectral permutation, the incoming slant permutation and 

the outgoing slant permutation.  However, although the order of results is the same, we 

draw different conclusions as follows.  The outgoing slant permutation is not 

significantly worse than the incoming slant permutation given our definition of 

significance based on the critical value.  We therefore fail to reject hypothesis 8b: 

incoming and outgoing slant are equivalently good descriptions of network structure for 

moderate users in the periphery.  Additionally, both of the slant permutations are worse 

than the likelihood minus the critical value for both of the community discovery 

algorithms. We therefore reject Hypotheses 8e and 8f: community discovery algorithms 

produce better descriptions of network structure than either incoming or outgoing 

political slant. 

A summary of hypothesis test outcomes is presented in Table 10. 
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Table 10 Summary of results of hypothesis tests  
 Hypothesis Result 
Hypothesis 1: relationship between inslant and outslant 
 1a: outslant correlated with inslant * 
 1b: outslant = inslant  
 1c: outslant more extreme than inslant *(core only) 
Hypothesis 2: Assortativity based on political slant 
 2: slant assortativity > random * 
Hypothesis 3: Transitivity 
 3: transitivity > random * 
Hypothesis 4: clustering and slant 
 4: clustering increases effect of inslant on outslant * (trivially) 
Hypothesis 5: Higher rate of tweeting at political center 
 5a: #sent highest at political center  
 5b: #sent ÷ #received highest at political center  * (trivially) 
Hypothesis 6: Tendency to centrism 
 6a: outslant more centrist than inslant * 
 6b: individual outslant = population mean outslant  
Hypothesis 7: Members of core are less centrist 
 7a: effect of inslant higher for members of the core * 
 7b: stricter definition of core à higher effect of inslant on outslant * 
Hypothesis 8: political slant is a good summary of network structure  
 8a: outgoing slant permutation ~ incoming slant permutation (core) (incoming better) 
 8b: outgoing slant permutation ~ incoming slant permutation (non-core) * 
 8c: outgoing slant permutation ~ community discovery alg. 

Permutations (core) 
(algo better) 

 8d: incoming slant permutation ~ community discovery alg. 
permutations (core) 

* 

 8e: outgoing slant permutation ~ community discovery alg. 
Permutations (non-core) 

(algo better) 

 8f: incoming slant permutation ~ community discovery alg. 
Permutations (non-core) 

(algo better) 

Notes: “*” indicates the null hypothesis was rejected, and evidence was found for the stated 
alternative hypothesis. “~” indicates that the quality of one permutation is equivalent to the 
quality of the other permutation 
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Figure 1: The adjacency matrix of the news-centric core, permuted by outgoing slant (top 
left) by incoming slant (top right) by the method of Clauset, Newman and Moore (2004) 
(bottom left) and by the values of the eigenvector corresponding to one of the smallest 
eigenvalues of the Laplacian matrix (bottom right).  
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Figure 2: The adjacency matrix of the “moderate users” subgraph taken from the 
periphery, permuted by outgoing slant (top left) by incoming slant (top right) by the 
method of Clauset, Newman and Moore (2004) (bottom left) and by the values of the 
eigenvector corresponding to one of the smallest eigenvalues of the Laplacian matrix 
(bottom right).  
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1.5 Discussion  

1.5.1 Summary of empirical findings 

Overall, our results are only partially consistent with theories of echo chambers, 

polarization and mainstreaming.  Although small echo chambers may exist, we do not see 

clear evidence for them in the aggregate.  We do find evidence of homophily (outgoing 

slant is correlated with incoming slant), but also an average tendency to moderation and 

many points of contact among different points on the political spectrum (see slant-

permuted matrices in Figures 1 and 2).  We do see a polarized and active core in which 

network structure closely corresponds to political slant, but we also see a much larger 

(albeit much less active) generally moderating majority for which network structure is 

more weakly related to slant.   

 
Figure 3.: Summary diagram of connectivity patterns, distinguishing core from periphery. 
Overall, there is a tendency to centrism, but a majority of tweets received originate in the network 
core, which has a tendency to polarization. Grey circles represent accounts in the network core 
and periphery.  Circle size is proportionate to number of accounts. Arrows indicate percentage of 
total connectivity within and between core and periphery.  A: arrow size is proportional to total 
number of follower-followee relationships in the full data set and labeled with a percentage (e.g. 
79.8% of all links are within the periphery). B: arrow size is proportional to (an upper bound on) 
the number of tweets received in the full data set, calculated as number of tweets sent multiplied 
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by the number of followers those tweets were sent to (e.g. only 33.5% of all tweets received were 
both sent and received by accounts in the periphery).  

 
A diagrammatic summary of the overall communication structure is in Figure 3. 

The widespread concern over polarization may be due to the over-representation of 

tweets originating in the core, constituting a sort of network paradox (Feld, 1991).   As 

for mainstreaming, we do not find an absolute, but rather a relative tendency to political 

centrism. We also note that accounts outside of the core are tweeting across the political 

spectrum, which undermines a literal theory of a spiral of silence (Noelle-Neumann, 

1974).  

 

1.5.2 Broader implications 

1.5.2.1 What is read versus what is said 

In cross section, we find that communication patterns look very different when 

one looks at what is read (incoming information) instead of what is said (outgoing 

information).  Because incoming slant is more closely related to network structure than 

outgoing slant, in one limited sense we can conclude that what is read is the more 

meaningful measure.  This may have substantial consequences for our understanding of 

influence in social networks, which typically only looks at expressed behavior (analogous 

to what is said in the context of this study).  For example, in a network study of influence 

in the spread of a product, an individual’s social media posts about that product could be 

interpreted as an expression of interest in the product or as the outward expression of 

desire to conform without any true interest in the product.   
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Additionally, we find that the relationship between what is read and what is said 

is strikingly different in the network core from outside of it: core accounts tend to 

position themselves in a more extreme position that what they are exposed to, while the 

typical account positions itself in a more moderate position. In the setting of influence in 

networks, it could well turn out that there is a similar regularity such that those within a 

core systematically express their preferences in an extreme manner, while those outside 

of the core systematically express their preferences in a moderate and dampened manner. 

Because of this marked heterogeneity between core and periphery, it is necessary 

to study communicating systems as a whole as we seek to understand the technologically 

mediated crowd that is of increasing importance in our evolving economy and society.   

5.2.2 The core versus the periphery in online communities: the “multiplex public” 

Like other social networks, online communities have a core-periphery structure 

(Dahlander and Fredriksen, 2012; Collier and Kraut, 2012; Wasko, Teigland and Faraj, 

2009) and are composed of individuals with shared goals and interests that communicate 

over the internet (Preece, 2000), in a self-organized manner consisting of voluntary 

participation and without formal organization (Dahlander and O’Mahoney, 2011). Our 

data could therefore be considered an online community of political discussion with 

liberal and conservative sub-communities, or alternatively, two overlapping communities 

in conflict with each other.  

In general, prior research has treated membership in the core versus the periphery 

as essentially an issue of the level of engagement in the community.  Some attention has 

been paid to how individuals end up in the core (Collier and Kraut, 2012; Dahlander and 
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O’Mahoney, 2011; Johnson, Safadi and Faraj, 2015), and the sources of motivation for 

“heavy weight” participants in the core compared to “light weight” participants in the 

periphery of an online community (Haythornthwaite, 2009).  Our results, however, reveal 

that those in the periphery are not only different from those in the core in terms of the 

amount of participation or reason for participation in the community, but indeed also in 

terms of the very nature of their information sharing behavior.  Again, we find that on 

average, core members share links to more politically extreme news sources than the 

links they receive in their own timelines.  Periphery members, on the other hand, are the 

opposite.   

People tend to express themselves freely to the extent that the topic of 

conversation is consistent with their public or professional identity, and that their 

audience is homogenous (Marwick and boyd, 2010).  For most people these conditions 

do not apply, since they use a personal (rather than professional or other narrowly 

constructed public identity) social media account to connect to multiple contexts and 

identities (Rainie and Wellman, 2012; Hampton, Lee and Her, 2011; Marwick and Boyd, 

2010). In other words, most people cannot assume that their followers also follow each 

other, which accords with the fact that the periphery of a social network is not highly 

interconnected within itself by definition (Borgatti and Everett, 2000).  For people who 

both have a clear public identity and surround themselves with others with shared 

interests and goals – in other words, for members of the core – Marwick and boyd’s 

conditions for free expression are met.  This free expression could then be amplified by 

social influence (Centola and Macy, 2007; Shore, Bernstein and Lazer, 2015) and made 
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more extreme by group polarization processes (Sunstein, 2002). 

If individuals in the core and the periphery have different characteristic behaviors 

and social environments, then lumping them together under the single term “community” 

is insufficient.  Instead, a new term is needed to describe this social structure that is most 

pervasive in our data.  We offer the term “multiplex public” to describe the social 

structure that such typical users of social networking services inhabit.  “Multiplex” refers 

to the multiple network layers (a work network, a school network, a friend network and 

so on) that come together to form the overall follower-followee network, and “public” 

emphasizes the environment that is neither a single cohesive community nor a 

disconnected crowd, but in which individuals are still visible to sparsely-connected 

others. 

We suggest that this multiplex public has received less attention in the past in part 

because it has not been an obvious source of peer production.  Because of their economic 

consequence, online communities and crowds have been obvious and important to 

researchers in and around the disciplines of management.  Now, as data science uses 

digital traces for all manner of social scientific and business intelligence purposes, we 

should also acknowledge the significance of this prominent social structure and identify 

they ways it diverges from cohesive groups and network cores in future research. 

1.5.2.3 Research methods 

Network research nearly always faces a boundary definition problem (Laumann, 

Marsden and Prensky, 1989): the researcher must define who is in and who is out of the 

research data.  As a matter of convenience, this often means selecting nodes on the basis 
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of their activity; in the case of political slant, prior work has sampled people to study on 

the basis of their obvious political partisanship (Adamic and Glance, 2005; Conover, et 

al, 2011; Bakshy, Messing and Adamic, 2015; Barbera et al., 2015).  While all of these 

studies go to some lengths to account for their data collection strategy, at a certain level 

they cannot fully escape the fundamental limitations that come with sampling on the 

dependent variable.  That partisans are polarized does not imply that social media users in 

general are polarized.   

 The implications for future research on social media are clear: the behavior of 

members of the core is not representative of people outside of the core.  Networks 

constructed by choosing obviously relevant individuals (because they post a lot about the 

research topic, for example) are likely to consist only of the network core and leave out 

the more representative (in terms of ordinary users) periphery.  

 

1.5.3 Limitations 

 Although our data are broadly representative in terms of their inclusion of typical 

Twitter users, our coverage consists of a cross-section in a non-election year.  This means 

that we cannot speak to issues of influence or other dynamic processes on or of networks 

– only the cross-sectional organization of Twitter. More importantly, however, is the fact 

that our data was collected from a relatively “typical” period of time: 2009 was not an 

election year and September 10th-23rd (the data collection window) did not contain any 

major news stories8 that might spark an increase in partisan conflict.  If the data were 

																																																								
8See  http://www.infoplease.com/year/2009.html#us 
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collected at an atypically polarized time, we may have observed different results.   

Finally, Twitter was 3 years old when the data were collected, so while it no longer was 

only the home of early adopters, it had not yet gained the reach and user base that it has 

today. It is impossible to say for certain how this might affect results if this study could 

be repeated with current data.   

 A second set of limitations comes with our use of Gentzkow and Shapiro’s slant 

scores.  Although they cover over 95% of all direct news browsing and an even higher 

percentage of exposure to news on social media, we do not cover all sources of news.  

We cannot rule out the possibility that there are echo chambers built around the sharing 

of news from sites representing a tiny minority of news exposures, including those from 

hate sites.  Indeed, if there were a total absence of such phenomena at the fringe, it would 

be surprising. However, this doesn’t affect our results, which characterize the vast 

majority of news exposures on Twitter. Finally, we study sharing and receiving links to 

news sites, so our data do not cover other types of speech; it is possible, for example, that 

free text tweets follow different patterns than those we observe here in shares of news 

content.   

1.5.4 Conclusion 

By using data representative of the whole population of Twitter users, we were 

able to reconcile apparently contradictory theories of diversity of information sharing on 

Twitter.  The aggregate picture cannot be described as just a collection of echo chambers 

on the one hand, or a clear pattern of mainstreaming on the other.  Rather, with elements 

of both tendencies, we instead see a whole system comprising a vast moderating majority 
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– a multiplex public – with a polarized two-part community at its core.  Predicted 

behavior depends on which part of the system you are looking at, but on average, Twitter 

accounts post more centrist information than they receive in their own timelines, 

undercutting the prevailing narrative of the social media echo chamber.  Instead, the 

widespread perception of such polarization may be the result of a network paradox, in 

which the behavior of nodes with a high degree is mistaken to be typical (Feld, 1991). 

  



	

	

50 

CHAPTER 2: Forum size and content contribution: a MOOC field experiment9 

 

2.1 Introduction 

Digital communication technologies make it easy to bring together large groups 

of people with shared interests in online discussion communities or forums to share and 

learn from each other.  A critical factor for the discussion communities’ success is the 

active contributions of each individual because the provided knowledge is a key resource 

which attracts other users to the community (Butler 2001). However, a common 

challenge is that only a small minority of users actively contribute to discussion by 

posting content or asking or answering questions. Promoting greater engagement and 

active contribution is thus a key challenge for online sites that support the communal 

creation or transfer of knowledge.  In this paper, we study the challenge of promoting a 

higher level of active contribution of posts per person in the context of a discussion 

forum on a Massive Open Online Course (MOOC).  MOOCs can have over 100,000 

students learning from a single professor posting digital content, and from each other on 

discussion forums (Breslow et al. 2013, Hood et al. 2015).  However, MOOCs – like 

other online platforms – suffer from low level of engagement as only 3-5 percent of users 

interact in the forum (Breslow 2013, Rosé et al. 2014) and more than 90 percent of users 

drop out of course.   

A substantial body of research on online engagement has studied individual 

motivations and antecedents of active contribution of content (Butler, et al., 2002; Wasko 

																																																								
9 This chapter is a joint work with Jesse Shore  
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and Faraj, 2005; Kuk, 2006;  Ma and Agarwal, 2007; Bateman, et al., 2011; Ren, et al., 

2012), the influence of social networks and norms (Ransbotham, et al, 2012; Huang, et 

al., 2017; Burtch, et al., 2017), explicit calls to action (Zalmanson and Oestreicher-

Singer, 2015), as well as the development of user engagement over time (Preece and 

Schneiderman, 2009; Dahlander and O’Mahony, 2011; Oestreicher-Singer and 

Zalmanson, 2013, Butler, et al., 2014; Kokkodis and Lappas, 2016).  Here we consider 

another variable that we believe is relevant to the online communities: the number of 

people in discussion forums.  Long literatures on digital collaboration and 

communication, group dynamics, and education (e.g. Chidambaram and Tung 2005; 

Latane et al. 1979; Mao et al., 2016; Kim, 2013) shows that the level of contribution per 

person is negatively related to the number of people interacting with each other: the more 

people, the less the contribution we should expect per person. In other words, it may be 

the very fact that discussion forums can attract large numbers of participants that 

depresses contribution on a per-person basis.  

However, a key limitation of these studies on the effect of size (hereafter “size 

refers to the number of people in a single group, cohort or other set) on participation per 

person is that prior research overwhelmingly analyzes settings in which people work 

together to collectively solve a single problem or work on a shared project. Such 

“collaborative engagement” is the norm in formal organizations and is also common in 

digitally-enabled collaborative work settings such as Wikipedia editing or open source 

software programming. In collaborative engagement settings, group or community 

members exert individual effort, while output (and thus often incentives for completion or 
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performance) is at the collective level.  

Other digital platforms do not work by collaborative engagement and instead 

support a pattern of “individual engagement” in which both efforts and outcomes are at 

the individual level. In individual engagement settings, such MOOCs, as well as Q & A 

sites like Quora or Stack Overflow, people are motivated to pursue diverse individual 

outcomes (e.g. to receive information or gain status by providing it) and there is no 

hierarchical direction of collective output. Less is known about the effects of size on 

contribution in such individual engagement settings. 

 In this paper, we conduct a field experiment on an edX MOOC to study the effect 

of cohort size on the per-person level of contribution to discussion forums. We focus on 

testing a three-way treatment, randomizing 6000 pre-registered users into discussion 

forums containing 125, 500 or 2000 people. We also tested a 2-way treatment, in which 

users were either required or encouraged to participate in the forum for full course credit.  

Contrary to prior research on size, we find that the contribution per user increases with 

the discussion forum size. This increased contribution was primarily in the form of 

comments on existing posts: while the number of threads initiated per person was not 

significantly different between forums of different size, the number of comments per 

person on other user’s threads was substantially and significantly higher in larger forums.  

We also found that much of the increase in participation in larger cohorts was in the form 

of greater participation at the highest percentiles of the distribution of posts per person: 

the greatest contributors contributed a larger share of all posts (including new threads and 

comments) in larger cohorts.   
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 We attribute the difference between our results and those in prior literature to a 

difference in research setting, theorizing that the important difference is between 

collaborative engagement settings and individual engagement settings.  In the former, 

larger cohorts of participants lead to less contribution per person, while in the latter, 

larger cohorts lead to greater contribution per person. 

 

2.2 Theoretical background 

 The number interacting people in one online space is one of the key factors 

mediating individual engagement.  Different literatures use different terms to refer to the 

number of interacting people. For example, organizational research refers to “group 

size,” educational research refers to “class size,” and information systems research may 

use different terms depending on the specific context, including “community size” or 

“number of users.” In this paper, when reviewing existing literature, we mirror the 

vocabulary used by earlier authors, which is most often “group size” or “class size.” 

However, there may be different social processes in effect in groups, classes or 

communities that are not present in our research setting.  Therefore, to avoid connotations 

from these terms, we use the term cohort size in our research context to refer to the 

number of students in a single MOOC discussion forum. 

2.2.1 Prior studies on group size  

 Much prior work argues that greater size creates challenges for both online and in-

person groups, and that the amount of interaction per person goes down as group size 
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increases because there is more free-riding: obtaining value from a group without 

contributing to that group (Albanese and van Fleet 1985). Similar to free-riding, prior 

research has studied “social loafing” (Ingham, et al., 1974; Latane et al., 1979) and the 

“bystander effect” (Latane and Darley, 1968), showing that a person is less likely to take 

action or assume responsibility when there are others in a group or otherwise co-present, 

and that the probability of contribution of effort or helping others is inversely related to 

the number of people present (Barron and Yechiam, 2002; Bray, et al., 1978; Lowry et 

al., 2006). Thus, in smaller groups, individuals tend to contribute more time and energy 

to interact and share information with others because they feel responsible to the group.  

 It has long been known that, in traditional offline organizations, people in larger 

groups feel that they matter less, make less of a difference, and that others may not 

recognize their contributions (Gooding and Wagner, 1985; Kerr 1989; Kerr and Bruun, 

1983). Large group size also leads to higher communication and coordination costs 

(Pendharkar and Rodger 2009) and it can be harder to tell how much and how each 

individual has contributed (Jones 1984; Kerr and Bruun 1981). Therefore, in larger 

groups, individual contribution is likely to be lower (Bales and Borgatta 1966, Diehl and 

Strobe 1987; Wheelan 2009). 

 Large group size is less of an obstacle to a high level of individual contribution 

online than it is offline, because digital collaborators do not suffer from the “production 

blocking” effect (Gallupe et al. 1992) in which group members must wait for each other 

to finish before initiating their own engagement; however, larger groups still have lower 

participation per person than smaller groups in digital collaboration. For example, 
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empirical evidence on problem-solving within technology-supported groups shows that 

size is correlated with a decrease in participation per person, idea quantity per person, 

decision quality and group cohesiveness because of more free riding (Chidambaram & 

Tung 2005, Alnuaimi et al. 2010; Valacich et al. 1995, Yap and Bock, 2006).  

Prior research has examined the antecedents of free riding in digital 

collaboration, with various proposed mechanisms. Increased group size makes interaction 

between group members more difficult and complex (Riopelle et al., 2003).  

Additionally, moral disengagement by individuals can reduce effort per person; this can 

take the form of feeling less responsible for ensuring a good outcome, increased ability to 

blame others for poor collective outcomes, and increased feelings of dehumanization that 

come from being among too many others (Alnuaimi et al., 2010). Members of larger 

groups also have more difficulty establishing relationships with others and can be 

overwhelmed by the high volume of communication, which can lead to reduced 

contribution or attrition from online groups (Jones, et al., 2004; Wang et al., 2013).  

 There do exist some studies that show a positive effect of size on collective output 

(e.g. number of posts on a forum), but only for total output, and not contribution per 

person (Koh et al. 2007; Carillo and Okoli 2011). Indeed, Mao and collaborators (2016) 

show experimentally that even when the total group output goes up with size, the level of 

contribution per person still goes down, even in complex tasks requiring division of 

labor. While larger brainstorming groups generate more ideas than smaller ones (e.g., 

Valacich et al. 1992, Fellers 1989), the contribution per person is either not evaluated in 

these studies or displayed no significant differences (Chidambaram and Tung 2005, 
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Valacich et al. 1992, Gallupe et al. 1992).  

 An important outlier in the literature on size is reported in a paper by Zhang and 

Zhu (2011). Zhang and Zhu document the effect of the Chinese government unexpectedly 

blocking Chinese-language Wikipedia from access by users and editors within mainland 

China.  Immediately after the block, editors who were not blocked reduced their level of 

contribution to the site, especially those who interacted heavily with editors who 

disappeared suddenly due to the block.  As Zhang and Zhu write, this reduction in effort 

by individuals who lost their collaborators is due to “social effects” and not to a pure 

effect of size.   

 Results in the context of online education have been equivocal.  We are not aware 

of any research results on the effect of size in MOOCs per se, but several studies present 

evidence from semester-long online university courses.  One field experiment shows that 

students in smaller online discussion forums read more posts and interact more with other 

students (Kim 2013).  This study employed real-time class discussions, however, raising 

the possibility that production blocking or other coordination losses may have been 

responsible for the connection between size and depressed performance. A retrospective 

study on observational data showed the opposite result: students in larger classes 

contributed more to class discussions (Qiu et al. 2012), but size and student contribution 

are endogenously correlated, and it is unclear whether there is a true effect of size.  

2.2.2�Collaborative engagement” type forum and “individual engagement” type forum 

 Existing literature consistently shows that group, class or community size is 

negatively related to user engagement per person.  However, this literature 



	

	

57 

overwhelmingly studies “collaborative engagement” contexts in which people participate 

collectively to create one shared group-level outcome (e.g. content, solution, etc.). In 

such collaboration engagement settings, the logic of social loafing is a natural 

consequence of a mismatch between costs borne by the individual (each person must 

contribute effort individually) and benefits accruing to the group or collective (outcomes 

and thus incentives for success are attributed to the group). Thus, there is a natural 

tendency for individuals to free-ride off of the efforts and engagement of others. For 

example, in Mao and collaborators’ (2016) experiment, paid workers from Amazon 

Mechanical Turk collaborated to complete a collective task: creating a single disaster 

map by aggregating their individual contributions. 

 Collaborative engagement is not the only type of online platform, however 

(Budhathoki and Haythornthwaite 2013). Many individuals are engaged voluntarily in 

diverse online discussion forums such as Quora or StackOverFlow, and they are 

motivated to participate by individual-level motivations such as learning from others, fun, 

gaining social status, or promoting a sense of community (Brabham, 2010; Wasko and 

Faraj, 2005). In such individual engagement settings, there is no hierarchical direction of 

collective output, and people participate or not according to their own individual 

motivations.  

 In individual engagement settings, each individual’s comments become available 

as a resource for future users; thus, larger communities have more resources and are more 

valuable and attractive to new users (Butler 2001). For example, individuals will have a 

greater chance of finding interesting information or the answer to a question in a bigger 
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discussion forum where many participants have already engaged. By this logic, the larger 

the community, the more new users will be attracted to the resources provided by that 

community.  In other words, online communities display “network effects” or “network 

externalities.”  The theory of network effects says that the value of an interaction 

technology or platform increases with the number of users on that platform (Katz and 

Shapiro 1994), especially users one might want to interact with (Lin & Lu, 2011) and this 

concept is often applied in research to explain behavioral intentions toward and 

engagement in interaction-based platform such as online forum or social network services 

(e.g. Kang and Namkung, 2016). Individual engagement settings often display network 

effects, where people are not locked into the participation as a group member, individuals 

are more likely to join a larger community because they find higher value in it.   

 What is not clear from the “resource availability” or “network effects” 

perspectives is whether an increased tendency to join larger communities translates into 

an increased tendency to participate in them. It seems reasonable that a more attractive 

community might motivate more engagement per person, but it could also be that the 

presence of more resources (usually in the form of archived existing discussions) means 

that there is less need to interact: if the answer to my question is already archived, I can 

just read the existing answer without actively asking again. 

We are left with a puzzle.  Size depresses active contribution in collaborative 

engagement settings.  Size promotes joining a community or platform in individual 

engagement settings.  However, we do not know the effect of size on active contribution 

in individual engagement settings. 
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2.2.3 Hypotheses 

 What relationship between size and contribution should we expect in a MOOC 

discussion forum?  Overwhelmingly, prior research points to a negative relationship 

between size and engagement, but we have argued that this prior research has studied 

collaborative engagement settings.  In contrast, MOOC discussion forums are individual 

engagement settings in which users are motivated by their individual goals, rather than 

collaborating to create a single collective output or outcome.  For example, their goals 

and motivations include learning, achievement, differentiating themselves in the job 

market, interacting with other users and so on (Breslow, et al., 2013).    

 In MOOC discussion forums, the cohort size provides a measure of resource 

availability to engage individuals (Butler 2001) because each individual’s posts and 

potential posts are available to the rest of the forum participants. For example, users of 

the forum provide feedback on each other’s posts. The more other users there are, the 

more feedback a given user is likely to get on his or her posts. Similarly, the more 

existing posts there are, the more likely a user will be to find something that catches their 

interest.  These available resources could increase the probability of user engagement and 

may, in turn, imply a virtuous cycle, bringing more unengaged users into the discussion. 

Therefore, our main hypothesis is the following. 

 H1: Users in larger cohorts contribute more per person to MOOC discussion 

forums. 

 Because of the strong positive links between engagement and student success 

(Kuh 2009), we also examine grades as an outcome variable. If forum users get more 
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answers to their questions or find more informative comments from peers in larger 

discussion forums, they may be more likely to understand the course materials (Marzano 

et al., 2001) and thus perform better on quizzes or exams. Therefore, our second 

hypothesis is,  

 H2: Users in larger cohorts achieve higher grades. 

 Finally, we consider course completion.  Not only is the course completion rate 

one of the traditional outcomes in educational research, but it is also one of the major 

concerns of current MOOCs; more generally, user attrition is a common issue for 

platform managers. Greater engagement has been repeatedly been found to be correlated 

with greater course completion in prior research (Reich, 2015).  It is possible that if larger 

cohorts increase engagement, this effect could translate into greater course completion. In 

larger cohorts, users may get greater benefit from interacting with others than they do in 

smaller cohorts because there is more information generated by peers. When they get 

greater benefit from the course, they are more likely to return to the course for more. 

Therefore, our last hypothesis is, 

  H3: Users in larger cohorts complete more of the course. 

 

2.3 Research Methodology  

 We conducted a field experiment in Boston University’s ‘Sabermetrics 101’10 

																																																								
10	“Sabermetrics” denotes the statistical analysis of baseball player and team records; the word derives 
from the acronym SABR, for the Society for American Baseball Research.  According to the course 
website, the Sabermetrics 101 course primarily covers the “basics of data science and how it applies to 
the study of baseball” and the “fundamentals of the R and SQL programming languages.”  	
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course offered on edX, which began on July 7th, 2015 and ran for 10 weeks. The edX 

platform was launched through a partnership between Harvard University and the 

Massachusetts Institute of Technology in May 2012 and has become one of the largest 

MOOC providers, along with Coursera and Udacity. Participating institutions have 

expanded to include 48 core “charter universities” (including Boston University, which 

provided access to the course we studied), along with many additional partner schools 

and organizations.  It hosts online university-level courses to internet users all around the 

world and provides an online discussion forum for user interaction. 

2.3.1 Dependent Variables 

 We measure forum contributions several different ways.  We consider all posts 

made by a user (# posts), as well as distinguishing between posts that are new threads (# 

threads) on the forum from comments made on an existing thread (# comments).  We test 

the effects of the treatment on the number of posts for each variable, as well as on a 

dichotomous indicator of whether the variable is greater than zero (any posts, any 

threads, and any comments).  

 We measure grade as an average grade of all assignments, quizzes and the final 

exam, including any 0s for any that were not completed. We also use whether the user 

passed the course by earning 60% of available points as a binary dependent variable 

(passed course).  Course completion is highly correlated with grade but distinct from it, 

and we measure it with the number of assignments – lecture questions, quizzes and final 

exam – that had a non-zero score (# assignments) as well as a binary version, indicating 

whether a user completed at least one assignment (any assignments). 
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Additionally, although most students are auditors in the sense that they take the 

course for free and do not receive any official credit, edX provided the option to work 

toward an edX ID Verified Certificate by paying a $10 fee and achieving a passing grade.  

For the present course, a user could opt-in to the ID-verified track up through August 

11th, 2015, which was approximately halfway through the course.  Whether or not the 

student passed and thus actually received the certificate was determined at the end of the 

course.  We treat the decision to pay the fee (paid verification) as a binary dependent 

variable that indicates a high intention to complete the course.   

2.3.2 Experiment Procedure 

 Our experimental design focuses on manipulating the number of students 

interacting with each other in the discussion forum portion of the edX platform.  In a 

typical edX course, all students use the same discussion forum to communicate with each 

other; in our experiment, we replaced the single catch-all forum with multiple forums 

serving cohorts of different numbers of students.  Each student in our study population 

was assigned uniformly at random to one and only one cohort, and student forum posts 

were only visible to other members of their own cohort.  Students were aware that other 

cohorts existed, but they could not see or participate in discussions in those cohorts. 

Randomization into separate cohorts was performed one week before the 

course’s official start date, just prior to the time that the course website was made 

accessible to registered students.  At this point in time, there were just over 6000 pre-

registered students, and we randomized 6000 of these pre-registered students into 

experimental treatments. Of the 6000 randomized individuals, 4104 logged in to the 
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course website and were exposed to the experimental treatment. Exposure to the 

treatment was independent of treatment assignment per Fischer’s exact test, and thus we 

consider our sample size to be 4104 in statistical analyses.   

We picked our cohort sizes assuming a high rate of initial attrition.  Prior 

research on MOOCs had shown that 60-70% of initially enrolled students do not end up 

participating in the course (Clow, 2013).  We therefore created three conditions for 

cohort size of 125 people per cohort (treatment “S”), 500 people per cohort (treatment 

“M”), and 2000 people per cohort (treatment “L”), with the expectation that the effective 

sizes would be on the order of 40, 160, and 640 people per cohort after initial attrition.  

Because the overall number of people randomized to each treatment group is the same, 

there are different numbers of cohorts within each treatment (see Table 11). 

Within the smaller two treatments, we also ran a two-way treatment in which we 

informed half of the cohorts that forum participation was required to get full course 

credit. In traditional learning environments, instructors often grade students on their 

participation the discussion to motivate students’ engagement and we adapted this to our 

study. We implemented the participation requirement by notifying students by email and 

by posting the requirement on the course webpages (treatment “R”).  Students in the non-

treated groups received messages that participation in the forums was encouraged 

(treatment “E”).  
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Table 11: Field experiment design 

 

Other than the forums, all cohorts had access to the same course materials. 

Throughout the course, participants received prompts reminding them of their discussion 

cohort size and participation requirement condition via email and message on the 

courseware pages. Many students continued to register for the course after the beginning 

of the course, but they were not included in the experiment and instead assigned to a 

“default” cohort, which had a varying number of enrolled students. Finally, students 

remained in a single cohort for the entire duration of the MOOC.  

 

2.3.3 Independent variables 

Users provide self-reported data to edX at the point of sign-up for the platform, 

which for our experimental subjects was strictly prior to the course beginning.  We use 

self-reported gender, self-reported level of education, self-reported age, number of weeks 

since signing up for edX as additional control variables.  

Additionally, we use a free text self-reported “goals” for the course as a source 

for additional controls as follows.  Users that included any of the words “career”, “work” 
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or “job” were coded with a 1 on the variable goals: work.  Users that included the word 

“baseball” were coded with a 1 on the variable goals: baseball.   Users that included 

variants of the word “sabermetrics” were coded with a 1 on the variable goals: 

sabermetrics.  Users that included the phrase “data science”, variants of the word 

“statistics,” variants of the word “analytics” or “SQL” or “R” were coded with a 1 on the 

variable goals: statistics. Additionally, users that left that field blank were coded with a 1 

on the variable no goals given.   

 

2.4 Results  

2.4.1 Hypothesis 1 – Main hypothesis 

2.4.1.1 Model choice   

The variables # posts, # threads and # comments show evidence of over-

dispersion: the variances of these forum engagement variables are substantially larger 

than their means. When the data are over-dispersed, the standard errors in Poisson models 

are biased downward and, therefore, negative binomial models are preferred (Cameron 

and Trivedi 2013).  Another characteristic of our data is that very few students in our 

sample posted questions and comments. Of the total sample of 4104 students, only 1063 

posted; most participants have a count of zero for the forum engagement. To counter the 

effects of excessive zeros in our model we used zero inflated negative binomial (ZINB) 

regression. ZINB models account for overdispersion and model the presence of excessive 

zeroes.  In addition to being preferred for our count data on theoretical grounds, the ZINB 

model outperforms other models in terms of overall model Akaike Information Criterion 
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(AIC), as well as Vuong’s test. For models of the dichotomous variables any posts, any 

threads, and any comments, we used logistic regression. 

We tested models with interaction effects between size and the participation 

requirement, as well as between size and control variables.  Interaction terms were 

insignificant in analysis of variance tests, and models that contained them had worse AIC 

scores.  We therefore omitted interaction terms from the models reported here. 

 Since students are nested within cohorts, we also fit random effects versions of 

models. Surprisingly, we found no within-cohort covariance in the dependent variable 

after conditioning on the covariates.  The more complex random effects specifications 

were thus discarded in favor of the simpler models reported below.  

 

2.4.1.2 Level of contribution per person  

Overall, the evidence supports rejecting the null for Hypothesis 1 and concluding that 

users in larger cohorts contribute more per person to MOOC discussion forums.  We find 

that cohort size has a positive and statistically significant association with total number of 

post per person in the discussion forum (Table 12: column “all posts”). Specifically, the 

expected number of posts per person in large cohorts is 1.51 times that of small cohorts 

(effect magnitudes are obtained by exponentiating the estimated coefficients). There was 

no statistically significant difference between medium-sized cohorts and small-sized 

cohorts, but the estimated coefficient for medium size was positive and between the 

coefficients for small size and large size, consistent with Hypothesis 1.   
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 We also examined the cohort size’s effects on different types of posts: posts that 

initiate a new thread (table 12: “# threads”) and posts that comment on existing threads 

(table 12: “# comments”). Results show that larger cohorts stimulate more contribution 

per person especially in the form of comments on existing threads rather than posts of 

new threads. Specifically, the expected number of comments per person in the large 

cohort was 1.77 times that of small cohorts.  

Table 12: Effect of treatments on discussion forum contributions 
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2.4.1.3 Lurkers v. contributors 

The logistic regressions on binary variables model not the average number of 

posts, but whether a user posted at all.  For these models, the effect sizes are smaller than 

for models of the number of posts, although the directions and magnitudes are consistent 

with Hypothesis 1. One significant finding was that the odds of a user in the large forum 

posting at least one new thread was 1.3 times the odds of a user posting at least one 

thread in a small forum.  Converting from odds to probabilities, users in small cohorts 

had a conditional probability of 0.115 of posting at least one new thread, while users in 

the large cohort had a conditional probability of 0.145 of posting at least one new thread. 

2.4.1.4 Required participation treatment 

 Unsurprisingly, requiring participation had a strong positive effect on both the 

expected number of posts per person and the probability that an individual user posted at 

all.  Users in the participation required treatment made 4.37 times as many posts as those 

in the participation encouraged treatment. This does not mean that the majority of users 

actually posted, however.  Overall, the conditional probability of posting at least once in 

the participation required treatment was 0.392, compared to 0.243 in the participation 

encouraged treatment.  For both the number of posts and whether a user posted at all, 

effect sizes were larger for initiating new threads than for commenting on existing 

threads. 

2.4.1.4 Distribution of posts per person 

For further context, we visualized the empirical cumulative distribution functions 

of # posts, # threads and # comments per person (Figure 4).  Additionally, we used two 
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standard measures of concentration – the Herfindahl-Hirschman Index of concentration 

(HHI) and the Gini coefficient – for each treatment condition (Table 13). Higher values 

of both HHI and Gini coefficient indicate more concentrated distributions of posts per 

person. 

 

 

Figure 4: cumulative distribution functions of posts per person by treatment. 
 

 

Table 13: Concentration of posts per person 

 

 
The greatest apparent differences in the distributions of posts per person are 

between the participation required treatment and the participation encouraged treatment.  
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Both participation required treatment groups appear less concentrated in the visualization 

and have the lowest values for both HHI and Gini coefficient in Table 13.  However, 

beyond that observation, differences in concentration between our treatment groups are 

not clear from inspection of the raw data.  Across all three panels of Figure 4, it would 

appear visually that the top contributors in the MR (medium, participation required) 

treatment post more than the top contributors in the SR (small, participation required) 

treatment. Additionally, top posters in the large cohort appear to comment more than 

individuals in the small and medium treatments with participation not required. 

Using the method of Machado and Santos Silva (2005; Geraci, 2016) for quantile 

regression on count data, we estimated conditional quantiles of the distribution of # posts.  

As expected, the 95th quantile of the participation required treatment was significantly 

larger than that of the participation encouraged treatment (coefficient = 1.574, p<0.0001; 

coefficients are on the log scale).  We also found that the conditional 95th quantile of # 

comments was higher in the large cohort than the small cohorts (coefficient = 0.573, 

p=0.041).  Overall, the most marked increases in posting activity due to size and 

requiring participation appear at the top of the distribution of posts per person. 

 

2.4.2 Hypothesis 2 and Hypothesis 3 – performance and retention 

Similar to the models in Table 12, we fit a zero inflated negative binomial 

regression when modeling # assignments. For the binary variables paid verification, any 

assignments, and passed course, we fit logistic regressions.  For grade, we fit an ordinary 

least squares (OLS) model.  As above, we rejected random effects models in favor of the 
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simpler models presented in Table 14 due to a lack of intra-class correlation. 

2.4.2.1 Cohort size effect on performance and retention.  

Unlike the results for forum contribution, above, our results for the effect of size 

on performance and retention are mostly statistically indistinguishable from zero; we thus 

cannot reject the null for Hypotheses 2 and 3.  The one positive result we found was for 

the paid verification variable: by half-way through the course, users in the large forums 

opted in to paying the fee to obtain an ID-verified certificate of completion, indicating 

that more of them had a greater intention to complete the course.  Converting coefficients 

to conditional probabilities, the probability of users in the small cohorts paying the fee 

was 0.105, while the probability of users in the large cohort paying the fee was 0.143, 

keeping other covariates at baseline values.  

  



	

	

72 

Table 14: Effect of treatments on performance and retention 

 

 

2.4.2.2 Effect of requiring participation on performance and retention.  

Interestingly, requiring participation did have a small but significant effect on 

both the number of assignments completed and grade.  Students in the required 

participation treatment completed 16.8% more assignments and received approximately 

17% higher grades than those outside that treatment group.  It should be noted that 
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although these are large relative improvements in performance, they are based on small 

absolute gains over low baselines: requiring participation caused students to complete 

11.12 assignments instead of the baseline 9.52 (out of a total of 34), and an expected 

grade of 13.1 instead of the baseline of 11.2 (out of 100).  

Still, the positive effect of this treatment suggests that greater engagement and 

contribution to discussion does spill over to an increase in performance and retention.  It 

is possible that the increased engagement due to cohort size was not large enough to be 

detectable in our data.  With even larger cohorts, it is possible that an effect may 

detectable in future research, though that remains an open question. 

2.4.2.3 Survival analysis of login data.  

In addition to the data on course completion modeled above, we also have the date of 

each learners’ last login to the edX platform, which is a weaker and noisier signal of 

engagement than the completion of course assignments and quizzes. It is weaker, because 

a student can log in without actually going further and engaging with the course content, 

and it is noisier, because students can stay logged in for extended periods of time, 

engaging with the course, but without triggering a login event. Analyses of these data 

were less clear, but broadly consistent with our analysis of assignment completion data.   

 We fit Cox proportional hazard models to conduct a Survival analysis on users’ 

last recorded logins (“login survival” for short). The course’s end date is not a good end 

date for the survival analysis.  By the time of the course’s end, all users stop logging in 

by design, so we must choose points in time prior to the course’s completion to assess 

differences in login survival. Additionally, end dates for the analysis that are too close to 



	

	

74 

the course end are likely to provide especially noisy data, because students may have 

stayed logged-in to complete final assignments and exams. Moreover, especially diligent 

students might complete their final work as rapidly as possible and stop logging in before 

some that have procrastinated.  Therefore, for the purposes of avoiding these problems, 

we choose to right-censor the data by stipulating artificial end dates, such that users who 

log in after the end dates are treated as having “survived” (stayed engaged) for the whole 

course.  For these end dates, we use the release of the 5th and 6th (final) course modules 

on 8/20/15 and 8/27/2015, respectively, which are approximately 70% and 80% through 

the course duration.   

  As for the results, learners in the medium-sized cohorts – especially those in the 

MR cohorts – left the course at a lower rate than those in other cohorts. Surprisingly, 

given the strength of the intervention on other measures, the “participation required” 

treatment by itself had no effect on login survival.  Specifically, learners in medium-sized 

cohorts left the course at a lower rate than learners in small cohorts before the release of 

the 5th module.  When analyzed by cohort type, we found that learners in the MR cohorts 

left the course at a lower rate than learners in the LE and SR cohorts (marginally 

significant) before the release of the final module, and they left the course at a lower rate 

than learners in SE (marginally significant) and SR (p=0.015) before the release of the 

5th module.  These results are broadly consistent with our other findings, in that the MR 

cohort had the most posts per person and the greatest login survival.  Nevertheless, due to 

the limitations of login data noted above, we put more weight on the results of analyzing 

the quiz data than the survival analysis of the login data.  



	

	

75 

2.5 Discussion and Conclusion 

 This study provides understanding of how people are engaged in online 

discussion forum especially in the learning context. Contrary to prior research, we find 

that students in larger cohorts contributed more per person to MOOC discussion forums.  

Our strongest specific result was that larger cohort size results more comments made per 

person on existing posts.  We also found an increase in the probability than any given 

individual would post at least one new thread in the large cohort, relative to the small 

cohorts.  The bulk of the increase in participation in larger cohorts, however, occurred at 

the top of the engagement distribution.  

 We did not find clear evidence that size had an effect on grade or retention, but 

we did see a significantly larger number of users pay for the ID verified enrollment track, 

indicating a greater investment in the course among larger cohorts.  Additionally, given 

that all estimated coefficients were positive, it is possible that with a larger data set or 

larger differences in cohort size, future research may detect a statistically significant 

result. Echoing prior research (e.g. Zalmanson and Oestreicher-Singer, 2015), simply 

stating that participation was required led to large and statistically significant increases in 

forum contribution across all variables.  It also caused a small but significant increase in 

average grade and number of assignments completed.   

2.5.1 Discussion 

We think our contradicting findings to the existing studies are due to the different 

characteristics of discussion forum. Most of prior organizational studies on group size 
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were conducted on the collaborative engagement type forum while our experimental 

setting – MOOCs discussion forum - was individual engagement type where users pursue 

individual goals, individuals’ contribution is purely voluntary and collaborative 

interaction is not required. In MOOCs discussion forum, the number of users (cohort 

size) reflects amount of available resource because each individual brings in potentially 

useful information or knowledge to the forum. And this resource increases perceived 

value of the forum thus, larger cohort increase engagement from both active and passive 

users because of the network effect. Since network effect increase exponentially with the 

size, there also be substantially more people who stimulate others engagement in larger 

cohort, thus increase discussion contribution per person as a result. 

Another nature of the discussion forum in this learning platform is that people 

come to ask and learn about what they do not know well. This means that people might 

feel embarrassed if their questions, which they think silly, get much attention from 

strangers. Therefore, in a larger forum where they can easily observe many others doing 

the same thing, people might feel more comfortable to write on the forum, in turns, 

participate more. In fact, students in Large size cohort answered in the survey that they 

feel more comfortable to post questions or replies on the forum than those in Medium 

size cohort (b=0.063, p=0.06; survey Q; How comfortable are you posting questions or 

replies on the forum?). However, we need to note that this is only a suggestive result and 

interpretation since the response rate was extremely low (3.8%) and we do not have 

reliable evidence on this.  

In addition to the cohort size’s effect, students who were required to participate 
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also engaged more per person in MOOC’s discussion forum and had higher course 

completion rate and performance. In the survey, students in a required participation 

condition replied that the forum posts are more informative. This might suggest that they 

get more benefit from the posts than the students in the condition where participation is 

not a requirement and, in turns, it was reflected to their grade. Again, given the fact that 

the response rate was very low, we only interpret the survey results in suggestive way. 

Our study has clear implications for the cohorting features currently being tested 

on MOOCs. Despite the appeal of “small class sizes” our results suggest that course 

designers should not divide learners into separate cohorts.  Doing so would reduce the 

amount of user-generated content that stimulates further engagement with the course. 

Beyond MOOCs, our results provide a clear guide for how to use cohort size to promote 

per-person engagement: when people are interacting to collaborate, larger cohorts depress 

individual contribution; when people are interacting to pursue their own goals and 

interests, larger cohorts promote greater individual contribution. Dividing users into 

smaller cohorts may be justified on other grounds – for example to bring together groups 

of subgroups of users who have particular interests in common.  Such shared interests 

could promote greater participation, but this would need to be weighed against the 

deleterious effects of smaller cohort size. 

2.5.2 Future extensions 

 Building on this work, further experiments and empirical work could be done to 

advance our understanding of size in online engagement. The range of cohort sizes we 

investigated was large for experimental studies but still did not cover the full range of 
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discussion forum sizes observed on the internet.  It is possible that at even larger scales 

the positive effects of size that we observed are outweighed by negative effects only seen 

within extremely large populations. Additionally, much work in the area of online 

engagement discusses how cohort composition changes over time, while we studied a 

short-lived discussion forum.  In principle, our results should hold over time as well: the 

greater resources available in larger forums do stimulate further increase in community 

membership (Butler 2001).  On the other hand, larger forums build up a larger archive of 

“answered questions” that no longer need to be asked. Future research should establish 

whether greater contribution per person persists over time.   

 We have examined a setting which is clearly an example of what we call an 

“individual engagement” setting, and much prior work has examined clear examples of 

“collaborative engagement” settings.  However, it should be acknowledged that some 

settings share characteristics of both individual and collaborative engagement.  For 

example, in open source programming communities, there is collaboration on a single 

collective product, but individual contributors have diverse personal incentives, such as 

wanting to use the software themselves, career signaling, social capital, or just having fun 

(Lerner and Tirole, 2002; Lakhani and Wolf, 2005).  According to our reasoning, in these 

mixed settings increased size would have a mixed effect.  The individual engagement part 

of the effect of size is that more users result in more user-generated content that could 

stimulate others into a state of active contribution.  The collaborative engagement part of 

the effect of size is that more users mean more opportunity to free ride on the efforts of 

others.  A further complication is that the presence of monetary incentives can 
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dramatically alter motivations and behavior (Li and Zhang, 2016).  Future work should 

work to shed further light on settings with mixed attributes to better understand the 

critical role of contextual variables for the effect of size on contribution. 

  

2.5.3 Conclusion 

 All prior studies on the effects of size have shown that larger cohorts lead to less 

engagement per person. To the best of our knowledge, our study is the first to show the 

opposite effect. We attribute the difference between our results and prior literature to a 

difference in experimental setting: whereas prior studies have focused on collaborative 

engagement settings, we studied an individual engagement setting, which are especially 

common among digital platforms. As such, our subjects were not subject to free-riding 

pressures but seem instead to have been attracted to the forums by the resources that 

other users created by their own participation. Our results provide a clear implication for 

using cohort size as a tool for motivating greater contribution per person: when outcomes 

are collective, small cohorts elicit more contribution; when outcomes are individual, large 

cohorts elicit more contribution per person. 
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CHAPTER 3: Heterogeneous engagement patterns between  

in-group and out-group users 

 

3.1 Introduction 

Digital platforms connect a wide group of individuals, drawn from diverse 

backgrounds from all over the world, and offer them the opportunity to expand their 

knowledge through an extensive amount of information provided by each user. For 

example, question and answer (Q&A) sites such as Stack Overflow and Quora use the 

wisdom of crowds to complement search engines (Harper et al. 2009). Massive open 

online courses (MOOCs) allow users to expand their knowledge not only by providing 

them high-quality lectures, but also by encouraging them to learn collaboratively with 

diverse individuals in a discussion forum, where they can ask and answer questions 

regarding the course contents.  

Despite its benefit of bringing together new information, this diversity has its 

pitfalls. For example, interacting with others from different backgrounds takes additional 

effort from individual users, because they have to manage different behaviors and ways 

of thinking. Even more energy is required of the minorities in a group. In particular, 

linguistic and cultural backgrounds are known as the most critical factors to be 

considered in individuals’ knowledge sharing and acquiring process because they are the 

frameworks through which humans communicate and understand reality (Vygotsky, 

1968). In this paper, I study how individuals from different linguistic and cultural 

backgrounds vary in their approach to platform engagement, especially in terms of 
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knowledge sharing and acquiring in a digital platform.  

Lakoff and Johnson (1999) argue that soci0-cultural phenomena are embodied in 

our minds based on the environment we live in, and this is culturally and linguistically 

consistent. In other words, a person’s conceptual system or frame of reference (e.g., how 

he or she perceives and reacts to the situation) is developed via his or her cultural 

experiences and is widespread across languages and cultures. In the offline world, two 

types of frame of reference exist. For example, assuming the situation of an international 

student studying in the United States, one frame of reference is the way this student looks 

at the situation based on his or her life in the United States. The other is based on his or 

her experience or embodied cultural cognition “back home” (Ogbu 1998; Leung et al. 

2011). Conversely, in a digital platform, international users’ frames of reference are 

predominantly from the latter case because the majority of users access digital platforms 

from their home country. Hence, understanding users’ platform engagement through 

consideration of their hometown situation in terms of language and culture is critical on 

digital platforms.   

These days, the majority of multinational digital platforms use English as a 

shared language for more efficient knowledge transfer (Altbach 2014, Barak et al. 2016). 

This means that 75% of the internet population (i.e., non-native English Speakers) use a 

different frame of reference from native English Speakers, which suggests that they also 

differ in their attitude and behavior (Ogbu 1998). Research reveals that using English as a 

common language could lead to miscommunication or misunderstanding among users 

who are not native English speakers, thus hinder their motivation to engage in the 
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knowledge-sharing process and decrease the performance of them (UNESCO, 2008; 

Slavin, 1987; Vygotsky, 1978). Nevertheless, we still lack knowledge about how users 

react to this reality, because English has become a universal language and we consider 

this a given.  

 An individual’s cultural background – or cultural relevance to the subject – is 

another overlooked factor in today’s digital platforms, although it is a well-known fact 

that people from different cultures think and behave differently (Lambert 1973). For 

example, let’s assume a case in which users take a course, “War for the Greater Middle 

East”, through an edX platform. This course covers the history of Islamic war and 

American conflict in the Middle East. There is no doubt that users taking the course from 

Middle Eastern countries have different frames of reference towards the course contents 

than those taking the course from the United States. The current platform system pays 

little attention to understanding how cultural relevance influences users’ platform 

engagement, because the cultural differences are not as visible as they are in offline 

interaction settings.    

 In reviewing the literature on the linguistic and cultural diversity of individuals in 

social interaction, I find that the key limitation is that most of the evidence is assuming 

face-to-face communication, thus cannot particularly explain virtual communications 

(Tenzer and Pudelko 2016). In addition, researchers who study user engagement in digital 

platforms primarily focus on the users’ average behavior, rather than considering their 

background. In this paper, to address this gap, I raise following question: how do 

individuals’ cultural background, i.e., cultural relevance to the subject, and linguistic 
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background, i.e., whether English or non-English, influence their approaches to engaging 

in a digital learning platform?  

 In this paper, I empirically investigate how individuals from different cultural and 

linguistic backgrounds behave differently in the Sabermetrics course on edX, an MOOC 

platform. For cultural background, I measured the popularity of baseball (cultural 

relevance to the baseball) in each country using the country ranking and membership in 

the International Baseball Federation (IBF), because users learn baseball analytics in the 

edX Sabermetrics course. For linguistic background, since the shared language in the 

platform is English, I classified users into two groups: users from English-speaking 

countries and users from non-English-speaking countries. Results indicate that, on 

average, users from English-speaking countries contribute more to the forum, stay longer, 

and perform better. However, among those users who put at least some effort into the 

course materials, users from non-English-speaking countries significantly perform better, 

stay longer, and demonstrate no difference in terms of forum contribution. The effect of 

cultural background shows that users from the culture in which baseball is popular 

contribute more to the forum, stay longer, and perform better than others in the platform. 

However, the effect is insignificant among users who put at least some effort into the 

course materials. I then validate these results with another course subject: the Art of 

Poetry.  
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3.2 Theoretical background 

 Explosive growth in information technology facilitates communication among 

people using different languages and from different cultures. These diverse users have 

unique frames of reference, thus perceive and react to situations differently. A person’s 

frame of reference is developed via his or her cultural experiences and is widespread 

across languages and cultures (Lakoff and Johnson 1999). Language has a profound 

effect when individuals with different language backgrounds communicate to each other, 

because it is central to all aspects of life (Chomsky, 1992; Klitmoller and Lauring 2016). 

Cultural background is also critical in communication, because people are not ‘blank 

slates’; they interpret the situation within their frame of reference, which comes from 

their cultural background (Lemke, 2001; Palincsar, 1998; Vygotsky, 1978). 

In the offline world, two frames of reference exist. One is the way a person views 

a situation based on life in the foreign country in which he or she lives, and the other is 

based on his or her experience or embodied cultural cognition “back home” (Ogbu 1998; 

Kovecses, 2000; Leung et al. 2011). However, in a digital learning platform, international 

users’ frame of reference largely comes from the latter, because the majority of users 

access digital platforms from their home country. Hence, understanding users’ platform 

engagement by considering their hometown situation, in terms of language and culture, is 

critical. This calls attention to the effect of linguistic and cultural background in 

participants' online engagement with the social learning platform edX, a MOOC. 
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3.2.1 Language in today’s educational setting   

 Learners use language to manifest their thoughts and knowledge (M. Barak et al. 

2016). Proper use of language facilitate communication among learners when learners 

understand and interpret the meaning correctly (Lemke, 2001; Palincsar, 1998). On the 

other hand, when the language use is ineffective, it may lead to misunderstanding of the 

contents or miscommunication among users, thus hinder learning outcomes (Slavin, 

1987; Vygotsky, 1978). These days, learners who do not share the same native language 

use English as a communication medium for effective interactions especially in online 

contexts (Altbach, 2014). For example, in learning platforms such as edX or Coursera, 

many courses – even for courses from non-English speaking universities – are produced 

and delivered in English to provide common communication medium for all learners 

(Altbach, 2014). Using English as a shared language increases the efficiency of 

knowledge transfer. However, for the learners who are not native English speakers, the 

learning motivation might be impeded and the learning process might get slower, even if 

they can speak and understand the language. This is a common problem in today’s 

learning platform, but we still lack knowledge about how learners react to this reality.  

 

3.2.2 Language in the organizational setting    

 Language differences are also a major concern for global organizational settings. 

Prior studies indicate that language differences influence communication dynamics and 

knowledge transfer (Tenzer and Pudelko 2017; Harzing and Pudelko 2014; Peltokorpi 

2017). For example, employees prefer to interact with colleagues who share their native 
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language, rather than with people who speak a foreign language (Tenzer and Pudelko 

2017). Some studies have revealed “language-based shadow structures”, which are 

“communication networks functioning independently from official organizational 

structures” (Harzing and Pudelko 2014). Related research notes that proficiency in the 

official language allows conversation participants to take key intermediary roles, which 

function as informal “language nodes” or “gatekeepers” (Tenzer and Pudelko 2017). 

Some qualitative studies show that language homogeneity fosters knowledge flow 

throughout global networks (Peltokorpi 2017), and lack of a shared language delays 

knowledge transfer and increases transfer costs. 

 In multinational virtual communication, using a shared language is critical for 

efficient and effective knowledge transfer. However, in this context, individuals’ ability 

to use the shared language is critical, because it not only affects their own communication 

experience but others’ as well. Since English is official corporate language in most real-

life global organizations, native English speakers are more likely to achieve better 

positions of power in the process of knowledge transfer because they have high ability 

with the shared language.  

 Though there is much evidence in both organizational and educational settings, 

most of it assumes communication to happen face to face, thus cannot directly explain 

virtual communications (Tenzer and Pudelko 2016). This does not match with global 

platforms’ reality, where much knowledge transfer is conducted virtually, as in social 

learning platforms such as Coursera or edX. 
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3.2.3 Cultural background and learning 

 Learners also acquire knowledge through their belief systems or frames of 

reference, which have been adopted from their cultural in-groups. Learners who have 

different cultural backgrounds have different communication style and learning 

motivation. In today’s educational setting, students who study abroad often “experience a 

culture shock when the organization, behaviors, and expectations of the host university 

are different from those of the students’ culture” (Zepke & Leach, 2005; Zhou, Jindal-

Snape, Topping, & Todman, 2008). Naturally, great number of studies on global 

education have focused on international students’ learning styles (De Vita, 2001), stress, 

and anxiety (Rienties, et al., 2012; Ward, Okura, Kennedy, & Kojima, 1998), and how 

they engage with the host university.  

 In the context of the social learning platform, because most of them are open and 

free learning environments, there exists a large number of users with particularly diverse 

cultural backgrounds. However, since the cultural differences are not as visible as in 

offline learning settings, we have limited understanding of how cultural background 

influences learners’ platform engagement. Hence, in this study, I investigate the effect of 

linguistic and cultural backgrounds on learners’ engagement with the social learning 

platform.  

 For users to gain knowledge from a digital platform and eventually become 

committed, engaged members, they must first decide to join the platform, then stick 

around long enough to learn. When linguistic and cultural out-group users consider 

joining the platform, they face barriers that cause them to suffer, because they experience 
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two different frames of reference that are psychologically inconsistent (e.g., English vs. 

native language or platform culture related to the subject vs. individual’s hometown 

culture) (Kraut et al. 2011). Kraut et al. (2011) argue that those who overcome the entry 

barrier to join the platform eventually contribute and commit more by finding a way to 

reconcile the cognitive dissonance of two different references. The cognitive dissonance 

theory states that people come to like things and contribute more in order to lessen their 

mental stress because this is the only way to reconcile their references or views (Aronson 

1997). Hence, the linguistic and cultural out-group users in MOOC platforms who 

overcome the entry barriers to participate are expected to show higher platform 

engagement. The hypotheses are: 

 

H1: The out-group users who pass the entry barriers will show higher forum engagement 

than the majority users; 

H2: The out-group users who pass the entry barriers will show higher performance than 

the majority users; 

H3: The out-group users who pass the entry barriers will remain in the platform longer 

than the majority users. 
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3.3 Research methodology11 

 I tested the impact of cultural and language background on platform engagement 

by investigating user activities on the ‘Sabermetrics 101’ course offered on edX, which 

began on July 7th, 2015 and ran for 10 weeks. Harvard University and the Massachusetts 

Institute of Technology launched the edX platform in May 2012, and it has become one 

of the largest MOOC providers, alongside Coursera and Udacity. It offers online 

university-level courses to internet users around the world and provides an online 

discussion forum to support user interaction. Participating partners have expanded to 

more than 110, including universities, nonprofit organizations, and corporations.  

 

3.3.1 Dependent variables 

 I measured platform engagement in three ways: social engagement, retention, and 

performance. For social engagement, I considered all posts a user made on a discussion 

forum, as well as distinguished between new thread posts and comments made on an 

existing thread. I measured retention by recording the number of assignments – including 

lecture questions, quizzes, and a final exam – that had a non-zero score, as well as a 

binary version, indicating whether a user completed at least one assignment (any 

assignments). Performance was measured by an average grade of all assignments, 

quizzes, and the final exam, including any 0s for any that were not completed. 

 

																																																								
11   The platform and data description in this method section is overlapped with those in the method 
section (section 3) in chapter 2 since I use the same dataset. 
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3.3.2 Independent variables 

 To construct the independent variable, cultural background, I measured the 

popularity of baseball (cultural relevance to the baseball) in each country, because the 

country’s baseball culture would impact participants’ subject familiarity when they 

learned baseball analytics in the edX Sabermetrics course. I collected data from the logs 

preserved by the edX platform and extracted the country name using the IP address from 

which a user had logged in. I categorized each country into one of two groups based on 

whether it is a member of the International Baseball Federation (IBAF; 71 countries), and 

classified the top 10 countries in IBAF world ranking. In addition to the culture variable, 

I also measured users’ linguistic background using the official language of each country. 

Since English is the shared language in the platform, I classified users into those from an 

English-speaking country and a non-English-speaking country. For example, Australian 

users are categorized into “Top 10 IBAF member” from “English-speaking country”, 

while Spanish users are “Non-Top 10 IBAF member” from “Non-English-speaking 

country”.  

3.3.3 Other independent variables 

 Users provide self-reported data to edX at the point of sign-up for the platform, 

which was strictly prior to the beginning of the course. I used self-reported gender and 

self-reported level of education as additional control variables. I also used free-text self-

reported “goals” for the course as a source of additional controls; e.g., users that included 

the word “baseball” in their response were coded with a 1 on the variable “goals: 

baseball”.  
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 Users were selected equally from three different sizes of cohorts: small cohort 

(125 people per cohort), medium cohort (500 people per cohort), and large cohort (2,000 

people per cohort). All users have access to the same course materials but have unique, 

cohort-specific forums. I used cohort size as another control variable. Further, one-third 

of users in the data were required to participate in a forum to receive full course credit, 

while the other two-thirds of users were not. I used participation requirement as a control 

variable. 

 Additionally, although most students are auditors in the sense that they take the 

course for free and do not receive any official credit, edX provided the option to work 

toward an edX ID-Verified Certificate by paying a $10 fee and achieving a passing grade. 

I treated the decision to pay the fee (paid verification) as a binary control variable that 

indicates high intention to complete the course.  

 

3.4 Results 

 Table 15 and Table 16 display the number of users in different categories. They 

indicate that Sabermetrics is a male-dominant course and most of them are from an 

English-speaking country, which is one of the top 10 members of IBAF. The out-group 

users are female, from a non-English speaking country, which is either ranked below top 

10 for members of IBAF or is a non-IBAF member. Tables 17, 18, 19, and 20 contain the 

results of empirical analysis for each dependent variable. For the analysis, I compared 

generalized linear models with Poisson, Quasi-Poisson, and Gaussian response, checking 

Akaike Information Criterion (AIC) criteria. The results in Table 17, Table 18, Table 19, 
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and Table 20 are the generalized linear models with Poisson response. 

Table 15. Number of users for each user category-1 

IBAF Member IBAF Non-Member 
3826 278 

IBAF Top10  IBAF Below11 + Non Member 
3088 1016 

English speaking country Non-English speaking country 
3251 853 
Male Female 
3711 393 

Goal_baseball Goal_not baseball 
255 3849 

 

 

Table 16. Number of users for each user category-2  

  IBAF Top10 Member  Below11+Non Member 
English Speaking Country 2903 348 

Non-English Speaking Country 185 668 
Male 2412 797 

Female 300 93 
Goal_baseball 241 14 

Goal_not baseball 2847 1002 
 

3.4.1 Effect of cultural and linguistic background on social engagement 

 Model 1 in Table 17 demonstrates that, on average, users from English-speaking 

countries and members of IBAF contribute significantly more to the forum than others. 

However, Model 2 shows that the users from English-speaking countries no longer 

contribute more than others when the top 10 IBAF membership factor is controlled for, 
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which means that the effect of linguistic background disappears. Furthermore, Model 3 

and Model 4 show that the effect of English-speaking background and IBAF membership 

factors is insignificant for users whose grade is higher than 0 or who complete at least 

one assignment. This indicates that for users who put at least some effort into the course 

materials, language and cultural background are no longer a barrier for social interaction.   

Table 17: Effect of IVs on discussion forum contribution 

 

3.4.2 Effect of cultural and linguistic background on retention 

 Model 1 and Model 4 in Table 18 show that users from an English-speaking 

country stay significantly longer when IBAF membership is controlled for (the result is 

also the same without controlling for the IBAF membership). Interestingly, for users 

whose grade is higher than 0 or who complete at least one assignment, the effect of the 

English-speaking factor becomes significantly negative (seen in Model 2 and Model 3). 

grade>0 retention>0
(1) (2) (3) (4)

Estimate   Estimate   Estimate   Estimate   
(Intercept)       0.32 0.06 1.34 1.66
EngSpeak            0.79*** 0.19 0.92 0.92
ibaf_member                   0.61*    0.29 0.28
ibaf_top10 1.05***
gender_male -0.02 0.00 -0.27 -2.27
gender_na              -0.34 -0.92 -0.44 -0.44
CohortSize_M         -0.17 -0.14 -0.47 -0.47
CohortSize_S                -0.51*  -0.49*  -1.14*  -1.14*
Participation Required        2.18*** 2.17***        5.44***        5.43***
collegeGrad       0.11 0.11 0.52 0.52
model glm glm glm glm
Obervations 4104 4104 1527 1527
AIC 25406 25390 10483 10681

Table 3. Effect of IVs on discussion forum contribution 
Dependent Variable: Number of Posts
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Users from non-English-speaking countries stay longer in relation to all users who put 

some effort into the course materials. Also, when IBAF membership moderates the 

effect, male users stay significantly longer than female users.  

Table 18: Effect of IVs on retention 

 

3.4.3 Effect of cultural and linguistic background on performance 

 Results on user performance show similar patterns. Model 1 and Model 4 in Table 

19 indicate that users from English-speaking countries achieve significantly higher 

grades. For users whose grade is higher than 0 or who complete at least one assignment, 

the effect of the English-speaking factor on performance becomes significantly negative 

(seen in Model 2 and Model 3). Users from non-English-speaking countries rather 

grade>0 retention>0
(1) (2) (3) (4)

Estimate   Estimate   Estimate   Estimate   
(Intercept)       0.02       0.33***       0.34***  0.17**
EngSpeak      0.03**  -0.07*  -0.07*  0.03**
ibaf_member             0.06** -0.10
ibaf_member_top10           0.03 0.03
gender_male 0.02* 0.02 0.02  -0.14*
gender_na              0.01 0.03 0.03  -0.14*
CohortSize_M         0.00 -0.01 -0.01 0.00
CohortSize_S              -0.01 -0.02 -0.02 -0.01
Participation Required 0.02*     0.04*    0.05* 0.02*
collegeGrad       0.02     0.05*     0.05* 0.02*
gender_male : ibaf_member 0.17**
gender_na : ibaf_member 0.16*
model glm glm glm glm
Obervations 4104 1527 1527 4104
AIC 873 1023 1043 870

Table 4. Effect of IVs on retention  
Dependent Variable: Retention
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achieve higher grades among those who put some effort into the course materials. Also, 

when IBAF membership moderates the effect, male users achieve significantly higher 

grades than female users.   

Table 19: Effect of IVs on performance 

 

3.4.4 Effect of cultural and linguistic background on the rate of perfect scores 

 In this section I analyze how well a user performs on each assignment he or she 

submits. Table 20 displays the results for users whose grade is higher than 0 on (1) how 

many assignments the user submits (2) how many assignments on which the user 

achieves a perfect score and (3) the rate of assignments that a user achieves a perfect 

score on among those he or she submits. In Model 1, as seen in the previous sections, 

non-English-speaking users complete significantly more assignments when controlling 

grade>0 retention>0
(1) (2) (3) (4)

Estimate   Estimate   Estimate   Estimate   
(Intercept)       0.01       0.24***       0.26***     0.15**
EngSpeak       0.02*  -0.05*  -0.06*   0.02*
ibaf_member                0.04** 0.01 -0.01  -0.10*
ibaf_member_top10           
gender_male 0.02 0.02 0.02  -0.12*
gender_na              0.01 0.04 0.05   0.13*
CohortSize_M         0.00 0.00 -0.01 0.00
CohortSize_S              -0.01 -0.01 -0.01 0.01
Participation Required   0.02*     0.04*     0.04*   0.02*
collegeGrad         0.02*     0.05*       0.05**   0.02*
gender_male : ibaf_member   0.15*
gender_na : ibaf_member   0.15*
model glm glm glm glm
Obervations 4104 1527 1527 4014
AIC 93 977 989 90

Table 5. Effect of IVs on performance  
Dependent Variable: Grade
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for IBAF membership. Model 2 shows that non-English-speaking users achieve more 

perfect scores than users from English-speaking countries when controlling for IBAF 

membership. Interestingly, in Model 3, English-speaking users achieve a higher rate of 

perfect scores among those they submit. Also, unlike in any other model, participation 

requirement has a negative effect in Model 3.  

Table 20: Effect of IVs on # assignment submit, # perfect score, and #perfect/#submit 

 

3.4.5 Result validation with a different course subject: The Art of Poetry 

 In addition to seeing the effect of cultural and linguistic background in the 

Sabermetrics course, I validate these results using a different course subject which 

requires an unrelated set of skills or talent: “The Art of Poetry.” In general, learning 

poetry is more likely to be influenced by language as compared to learning baseball 

statistics. Since the lecture mostly covers American poems, including some English 

# assignment submit # perfect score #perfect/#submit
(1) (2) (3)

Estimate   Estimate   Estimate   
(Intercept)               11.31***       5.78***      0.42***
EngSpeak       -1.86*   -0.76**  0.06*
ibaf_member             0.00 0.31 0.01
gender_male 0.71 0.49 0.01
gender_na              1.17 1.35 0.06
CohortSize_M         -0.36 -0.15 0.01
CohortSize_S              -0.71 -0.21 0.00
Participation Required    1.51* 0.06      -0.72***
collegeGrad           1.71*     1.27**      0.06**
model glm glm glm
Obervations 1527 1527 1527
AIC 11723 10432 613

Table 6. Effect of IVs on  # assignment submit, # perfect score, and #perfect/#submit
Dependent Variable
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poems, I hypothesized that people who are familiar with American or UK culture would 

have some benefit when taking the course.  

Table 21: Effect of IVs on #Posts & Grade 

 

 While the Art of Poetry has a balanced male to female ratio (11,422 males vs. 

11,414 females), there are 250% more users from English-speaking countries than those 

who are not. Table 21 shows the analysis results. In terms of gender, in every culture I 

analyze (e.g., US, UK, American, English-speaking, Asian, etc.), females show 

significantly higher performance and social engagement than males. As seen in Models 1 

and 3, there is no significant difference between users from English-speaking countries 

and non-English-speaking countries in terms of forum engagement and performance, 

which is consistent with the previous sections. As seen in Models 2 and 4, users familiar 

with American or English literature contribute more to the forum; however, they show no 

difference in terms of performance. Interestingly, however, users from bilingual countries 

in which English is an official language, but using native language is more common, 

show significantly lower forum engagement and performance.  

 

# Posts # Posts Grade Grade # Posts Grade
(1) (2) (3) (4) (3) (4)

Estimate   Estimate   Estimate   Estimate   Estimate   Estimate   
(Intercept)             1.68***       1.61***       -1.93***       0.15***      6.6***       0.15***
EngSpeak      0.20 -0.04
Literature_relevance                 0.36** -0.01
Multilingual    -3.46**  -0.03*
gender_male   -0.29**  -0.27*    -0.16**     -0.02**  -1.65*  -0.02*
collegeGrad       0.20 0.08 0.04 0.01 0.61 0.00
model quasipoisson quasipoisson quasipoisson quasipoisson poisson poisson
Obervations 4601 4601 4601 4601 4601 4601

Dependent Variable
Table 7. Effect of IVs on #Post & Grade
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3.5 Discussion and Conclusion 

 This research study examined how linguistic and cultural background influences 

users’ platform engagement and found mixed results. On average, users from English-

speaking countries contribute more to the forum, stay longer, and perform better. 

However, among users who pass the higher entry barrier (e.g., decide to put at least some 

effort into the course), users from non-English-speaking countries significantly perform 

better, stay longer, and demonstrate no difference in terms of forum contribution. The 

effect of cultural background shows that users from countries who are members of IBAF 

contribute more to the forum, stay longer, and get perform better than others in the 

platform. However, the effect becomes insignificant among users who pass the higher 

entry barrier.  

I also validate these results with another course subject, the Art of Poetry, which 

has a higher entry barrier due to English proficiency and cultural relevance to the subject 

being more critical. The additional analysis shows that there is no significant difference 

between users from English-speaking countries and non-English-speaking countries in 

terms of forum engagement and performance, which is consistent with the previous 

sections. Users familiar with American or English literature contribute more to the forum; 

however, they show no difference in terms of performance. Users from bilingual 

countries in which English is an official language, but using native language is more 

common, show significantly lower forum engagement and performance. This indicates 

that English proficiency, which can lower the entry barrier for international students, 

rather negatively affects their forum engagement.  
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3.5.1 Discussion 

 These results indicate that the common belief that social engagement is 

unfavorable to linguistic or cultural out-group users is not always valid in digital 

platforms. In general, entry barriers to engage with the platform are likely to drive away 

potential users. However, when users overcome the entry barrier, they are more likely to 

show high commitment and contribution. In this study, the linguistic and cultural out-

group users who decided to take the course and interacted with the course contents 

overcame high entry barriers, and they showed higher performance and retention. This 

suggests that digital platform designers should be able to lower or raise the entry barrier 

depending on the situation, such as user background. 

 Another explanation for out-group users’ engagement patterns could be their 

higher motivation. Users who access from foreign countries have had fewer chances to 

find information about the Sabermetrics course on the edX platform. For example, it is 

possible that Korean users consume Korean content much more than English content, not 

only because of the Language, but also because every person has limited resources to 

acquire and process information. Also, there are only 6 Korean posts regarding the 

Sabermetrics 101 course, which are searchable via the Korean version of Google. Hence, 

people who register for the course despite low exposure to the information are likely to 

be more highly motivated to participate, as compared to the majority users who consume 

contents primarily in English, thus show higher engagement.   

 One interesting result is that, unlike other patterns, English-speaking users 

achieve a higher rate of perfect scores among assignments they submit than non-English-
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speaking users. This suggests that the goal of taking the course might be different 

between them. Out-group users who overcome entry barriers tend to show higher 

commitment to the course, thus have a tendency to complete the course. However, users 

from English-speaking countries might have the goal to acquire specific knowledge from 

the subset of contents, therefore achieve higher grades for what they submit.    

 

3.5.2 Future extensions 

 This paper has limitations, and further empirical work could be done to broaden 

our understanding of out-group users’ heterogenous engagement patterns. For example, 

the length of the course was relatively short compared to the lifecycle of general online 

communities. Future research should study how the engagement pattern changes over a 

longer period of time. Also, although I investigate user engagement patterns in the 

additional subject of the Art of Poetry, the scope is still not comprehensive. In the future, 

broader subjects should be covered. Another potentially critical limitation is that cultural 

background and linguistic background could be confounding variables because 

individuals’ cultural habits may have side effects. For example, the reason for English-

speaking users’ higher social engagement in the platform might not just be due to the 

linguistic advantage, but also because people from Western cultures generally engage 

more in social settings. Another reason could be that users from different cultures might 

have different values of education or work ethic, thus behave differently. A future study 

should focus only on the cultural background effect in order to remove any confounding 

effect of linguistic background. The linguistic background effect should be tested 
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separately in a course which has the least cultural component, such as mathematics or 

statistics. Another possible analysis could be done in the future to see how subtitles 

influence non-native-English speakers' platform engagement.  

 

3.5.3 Conclusion 

The most notable characteristic of current digital platforms, like MOOCs or any 

other multinational platforms, is that they tend to bring diverse users from all over the 

world. For example, more than 70% the of students are international students with 

diverse backgrounds in MOOC platforms, which is a much higher portion than that of 

universities in the U.S., which hover around 20% (USNews 2018). Nevertheless, there is 

lack of policy to support these international users’ platform engagement. This is one of a 

few studies investigating the effect of the cultural and language background of users in a 

global social learning setting. It offers several insights that extend our understanding of 

the under-investigated online engagement of users with diverse backgrounds in digital 

platforms.  
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