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We report on atom-specific activation of CO oxidation on Ru(0001) via resonant X-ray excitation.
We show that resonant 1s core-level excitation of atomically adsorbed oxygen in the co-adsorbed
phase of CO and oxygen directly drives CO oxidation. We separate this direct resonant channel
from indirectly driven oxidation via X-ray induced substrate heating. Based on density functional
theory calculations, we identify the valence-excited state created by the Auger decay as the driving
electronic state for direct CO oxidation. We utilized the fresh-slice multi-pulse mode at the Linac
Coherent Light Source that provided time-overlapped and 30 fs delayed pairs of soft X-ray pulses and
discuss the prospects of femtosecond X-ray pump X-ray spectroscopy probe, as well as X-ray two-
pulse correlation measurements for fundamental investigations of chemical reactions via selective
X-ray excitation. Published by AIP Publishing. https://doi.org/10.1063/1.5044579

I. INTRODUCTION

Even the most selective materials for catalyzing thermally
driven reactions are limited in terms of efficiency due to so-
called volcano-type scaling relations. These scaling relations
give the reaction yield as a function of a single descriptor which
can be, e.g., the d-band center or an atomic binding energy.1–5

They stem from a balance between bond strengths of reac-
tants, intermediates, and products to the substrate, where the
initial bond-breaking is favored by strong chemisorption of
the reactants, while the product should desorb easily. In ther-
mally driven heterogeneous catalysis, the available energy is
distributed equally among all accessible degrees of freedom.
The outcome of the reaction in terms of the product ratio is then
determined by the relative heights of the free-energy barriers
leading to different products. In a system with competing reac-
tion channels, it is desirable to activate the system differently
to favor the preferred product. This requires a selective excita-
tion mechanism that is fundamentally different from thermal
excitation.

On the path toward controlling chemical reactivity and
breaking these volcano-type scaling relations, we need to
increase our understanding of selective excitation and how it
can control surface reactivity from a fundamental perspective.
Along these lines, the field of surface photo- and femtochem-
istry has developed, where a wealth of adsorbate reactions
on catalytic surfaces driven by (laser) light from the infrared

a)andersn@fysik.su.se

to the ultraviolet spectral region have been studied in great
detail (see Refs. 6–8 and the references therein). In terms
of controlling surface reactivity, direct and indirect electronic
adsorbate excitations by the incident light have been of partic-
ular interest.9–13 Furthermore, strong electric fields to manip-
ulate surface adsorbates have been explored.14–16 Recently,
LaRue et al.17 used intense, quasi-half-cycle THz pulses with
an associated electric field of ∼1 V/nm to induce CO oxida-
tion from co-adsorbed CO and oxygen on Ru(0001) without
observing the otherwise competing CO desorption process.
The use of X-rays to induce processes in surface adsorbate
systems is studied intensively since the advent of synchrotron
radiation (see Refs. 8, 18–20 and the references therein),
focusing on desorption of adsorbate fragments and ions and
selective dissociation. However, the associative chemical reac-
tion yielding product AB from reactants A and B remained
elusive.

Today, X-ray free-electron lasers (XFELs) produce
high-intensity, few-femtosecond X-ray pulses. Novel XFEL
schemes generate X-ray double pulses with gigawatt power
and precisely controlled time delay and wavelength separa-
tion.21–25 With these capabilities, we can aim at transferring
established optical laser techniques, such as two-pulse corre-
lation,7,26,27 into the X-ray regime and study the dynamics of
X-ray activated processes, such as formation of new chemical
bonds. Furthermore, we can envision X-ray pump X-ray spec-
troscopy probe experiments with few femtosecond time reso-
lution to monitor the valence electronic structure of adsorbates
after selective activation by soft X-rays.28–31
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In this work, we take a first step toward this vision and
report on CO oxidation on Ru(0001) driven by resonant soft
X-ray excitation. We use a single pulse as well as a sequence
of two 30 fs delayed X-ray pulses (double pulse) of a few
femtosecond duration at different intensities to drive CO oxi-
dation. Using different photon energies, we show that 1s core-
level excitation of atomically adsorbed oxygen can directly
induce CO oxidation in the co-adsorbed phase of CO and
oxygen on Ru(0001). We separate the direct activation via
core-level excitation of the adsorbate from the competing
indirect activation that is driven via X-ray excitations in the
substrate. Using density functional theory (DFT) calculations,
we identify the valence-excited Auger final state of atomi-
cally adsorbed oxygen as the driving electronic state for CO
oxidation. With the double-pulse photon energy tuned to the
atomic oxygen resonance, we observe an enhanced contribu-
tion from indirect activation via the substrate to the total reac-
tion yield which we tentatively assign to space-charge buildup
above the ruthenium surface. This will require special con-
sideration when designing future X-ray two-pulse correlation
measurements.

II. EXPERIMENTAL AND THEORETICAL METHODS

The experimental procedure is illustrated in Fig. 1. We
used soft X-ray pulses generated at the Linac Coherent Light
Source (LCLS) at SLAC National Accelerator Laboratory. The
fresh-slice multi-pulse mode25 provided pairs of two X-ray
pulses (double pulses) or alternatively a single pulse at around
530 eV photon energy with 30 Hz repetition rate, ∼1.5 eV
bandwidth, up to 500 µJ total (sum of the pair) pulse energy
(10 µJ at the sample), and tunable delay of up to 950 fs

FIG. 1. Schematic illustration of the experimental procedure. Upper inset:
oxygen 1s X-ray absorption spectrum of co-adsorbed oxygen and CO on
Ru(0001). Excitation energies used for yield measurements are indicated
by arrows. Lower insets: schematic of the expected reaction-yield fluence-
dependence for indirect excitation of the adsorbates via the substrate and
direct excitation.

between the two pulses. We used single as well as 30 fs delayed
double pulses. The pulse duration of individual pulses was
∼4 fs as determined from representative shots analyzed
with the X-band radiofrequency transverse deflecting cavity
(XTCAV).32 Horizontal polarization of the X-rays was used,
which is in plane with the sample surface.

The X-ray pulses irradiated the Ru(0001) surface under
1.5◦ grazing incidence. We used established surface science
techniques to prepare a co-adsorbed phase of oxygen and
CO on the Ru(0001) substrate with a (2O+CO)/Ru(0001)
honeycomb surface structure (supplementary material). Prior
to experiments at LCLS, the sample cleaning and over-
layer preparation procedures were evaluated with synchrotron
radiation-based X-ray photoelectron spectroscopy using the
very same setup (see the supplementary material). The sam-
ple was cooled by liquid nitrogen to ∼100 K. To provide
a fresh spot on the sample for each pulse pair, we contin-
uously scanned the 10 × 10 mm2 substrate through the 25
× 70 µm2 X-ray beam (25 × ∼2700 µm2 footprint) at a
speed of 0.8 mm/s. The sample was frequently cleaned to
avoid any buildup of dissociated CO products using a proce-
dure established during previous experiments at LCLS of CO
on Ru where X-ray absorption spectroscopy was used with
high sensitivity to atomic oxygen and none was detected.28

CO and O2 background pressure ensured readsorption of CO
and oxygen onto the Ru(0001) surface during the time of
one scan cycle, which enabled repetitive cycling over the
sample.

We recorded the desorbing reaction products (mass 28
for CO or mass 44 for CO2) with a time-of-flight quadrupole
mass spectrometer (Hiden Analytical) in a time window of
8 ms after the X-ray pulse (pair) hit the sample. Counts at a
time-of-flight longer than 1.5 ms were used to determine the
background count rate of the mass spectrometer. To determine
the yield, the counts in the time-of-flight region between 0.1
and 1 ms were integrated after background subtraction and
scaled by the relative mass spectrometer sensitivities for CO2

and CO. The variation in X-ray fluence came from the intrin-
sic and, for XFEL typical, shot-to-shot intensity fluctuations
(supplementary material).

Theoretical calculations were carried out using density
functional theory (DFT). We model the surface by a peri-
odic four-layer Ru slab with co-adsorbed O and CO and then
use the GPAW code33,34 to calculate potential energy sur-
faces of adsorbed O in the ground and core-excited states.
To treat the valence-excited state, which results from Auger
decay and subsequent screening, we use a Ru24O-cluster in
the StoBe-deMon code.35 The valence holes are modeled by
constructing localized 2p-like orbitals on the atomic oxygen
using occupied Kohn-Sham orbitals from a DFT ground state
calculation. The occupation of these localized orbitals is then
constrained to zero, and the rest of the electronic system is
relaxed self-consistently with these orbitals frozen to find the
lowest solution with this constraint. This treatment is sim-
ilar to the linear-expansion delta-SCF method of Gavnholt
et al.,36 where electrons are confined to previously unoccu-
pied orbitals; here we instead create holes in occupied orbitals.
We note that this is a standard procedure in computing core-
level binding energies using ∆Kohn-Sham, which can also be
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applied to variationally determine a sequence of orthogonal
core-excited states.37,38

Further experimental and theoretical details are provided
in the supplementary material.

III. RESULTS AND DISCUSSION

The X-rays incident onto the CO and oxygen covered
ruthenium surface can induce a reaction of the adsorbates via
several different mechanisms. For the discussion of our results,
we divide these mechanisms into two classes: substrate medi-
ated mechanisms, where the X-rays are initially absorbed by
the ruthenium substrate, and direct mechanisms, where the
X-rays are absorbed by the oxygen adsorbate.

For the former class, the X-rays are absorbed by the ruthe-
nium substrate which results in hot electrons and phonons
through processes that are intrinsically different from the direct
single-electron photoexcitations into the conduction band that
are typical of optical laser excitations. The X-rays, even at the
extreme grazing incidence used here, penetrate several layers
into the substrate and generate a multitude of photoelectrons
from the ruthenium 3p and 3d levels and the valence band.
The energy of the photoelectrons is sufficient for the elec-
trons to leave the metal and not contribute to the substrate
heating if emitted directly into vacuum; photoelectrons emit-
ted from deeper layers will, however, undergo scattering due
to the short mean free path in the metal and contribute to
substrate heating. The Auger decay cascade in the substrate,
which follows initial core level ionization, generates additional
Auger electrons which will also scatter within the substrate
as well as at surface adsorbates and lose part of their kinetic
energy. This inelastic scattering within the substrate produces
secondary electrons and ultimately results in a hot electron
distribution in the substrate which in turn can excite substrate
phonons. This results in a sharp rise in electronic and vibra-
tional temperature of the substrate, and both the resulting hot
electrons and phonons may couple to adsorbates and induce
a reaction. For these substrate mediated processes, the reac-
tion kinetics are determined by the X-ray induced temperature
of substrate electrons and phonons. Although the complicated
processes behind the X-ray heating of the substrate make it,
in contrast to heating with an optical laser, difficult to reli-
ably estimate the temperature, the reaction yield will follow
either an Arrhenius-type or a power law expression when dom-
inated by, respectively, the equilibrated phonon temperature
or non-equilibrium hot-electron-mediated excitations of the
adsorbate; both cases result in a non-linear increase with inci-
dent X-ray fluence as schematically depicted in the lower left
inset in Fig. 1. The reaction yield dependence due to hot elec-
trons can typically be parameterized by a power law of the
form Y ∝ FN with yield Y, fluence F, and an exponent N
typically ranging from three to eight.7,39 Since this class of
substrate-mediated mechanisms has been discussed in detail
in connection to optical and infrared light excitations and is
not the main focus of the present work, we refer the inter-
ested reader to the literature, e.g., Refs. 7, 27, 40–42. We note,
however, that a non-linear fluence dependence can in principle
also result from multiple direct excitations at the same adsor-
bate. With the low adsorbate excitation density achieved in

this work (see below), a substantial contribution from multiple
excitations can, however, be excluded.

In the second class of reaction mechanisms, X-ray absorp-
tion directly excites the adsorbate via, e.g., core-level excita-
tion. The accompanying changes in the adsorbate electronic
structure and adsorbate-substrate bonding may provide suffi-
cient energy to induce nuclear motion and subsequent reac-
tions. For this direct excitation mechanism, each incident X-
ray photon will trigger an adsorbate reaction with a certain
probability and hence the reaction yield will be directly pro-
portional to the number of incident photons and show a linear
fluence dependence (Fig. 1, lower right inset).

We also note that substrate mediated processes can result
in a linear fluence dependence, when, e.g., excited substrate
electrons scatter at an adsorbate and induce single electronic
adsorbate excitation. Such processes are discussed in the
literature often under the term DIET (desorption induced
by electronic transition) within the so-called GMR (Gomer-
Menzel-Redhead) mechanism (see Refs. 43–46 and the refer-
ences therein). These processes are, however, available both
when exciting non-resonantly and resonantly with X-rays and
thus do not contribute to differences between these two cases.

In Fig. 1 (upper left inset), we show the X-ray absorption
spectrum of co-adsorbed CO and oxygen on Ru(0001) (sup-
plementary material) around the oxygen 1s resonance. The
two resonances of atomically adsorbed oxygen at 530.8 eV
and adsorbed CO at 533.6 eV are separated by a 2.8 eV
chemical shift. Hence, the photon energy bandwidth used in
our experiment of ∼1.5 eV allows us to excite the adsor-
bates separately. We recorded the CO2 and CO yield as a
function of total X-ray fluence using excitation energies of
528 eV, well below the oxygen 1s resonance, and 530.8 eV
coinciding with the atomic oxygen resonance. We limit the
discussion to these two photon energies but show data for exci-
tation on the CO resonance at 533.6 eV in the supplementary
material.

In Figs. 2(a)–2(d), we depict the yield of CO2 and CO as a
function of X-ray fluence on the sample after irradiation with
single X-ray pulses of 528 eV and 530.8 eV photon energy. The
yields have been background subtracted and scaled by the rel-
ative mass spectrometer sensitivities for CO2 and CO. Hence,
we can directly compare the yields for CO2 and CO. Note the
factor of ten difference in y-scale between the CO2 and CO
yields. For both photon energies, we measure a clear fluence-
dependent CO2 signal, which shows that the incident X-rays
drive CO oxidation. CO desorption (CO yield) dominates over
CO oxidation (CO2 yield) for both photon energies. All yield
curves show a non-linear increase with increasing fluence, but,
as we analyze in detail below, with different non-linearity. The
error bars are given as 1σ in the counting statistics, where the
largest uncertainty is for the data points at the upper fluence
range. This is caused by the relatively large (as compared to
the conventional self-amplified spontaneous emission (SASE)
operation mode of the LCLS) intensity fluctuations with the
fresh-slice multi-pulse mode that was used in the experiment.
Therefore shots at the upper limit of the fluence range are
relatively rare. The two points in Fig. 2(c) that appear at the
negative yield are due to background subtraction which was
applied to all data and is particularly important for CO due

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-051846
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FIG. 2. CO2 [(a) and (b)] and CO [(c) and (d)] yields as a function of X-ray
fluence on the sample for incident photon energies of 528 eV [below resonance,
(a) and (c)] and 530.8 eV [oxygen resonance, (b) and (d)] using single pulses.
Markers represent measured data with 1 sigma counting statistics error bars.
Dashed black lines as well as blue and green solid lines are fitted curves using
power law as well as a linear plus power law. Red lines correspond to the
individual linear and power law contributions (see the text for details). The
legend in (b) is valid for all four panels.

to the background pressure but are still within 3σ of positive
yield values.

At excitation below resonance [Figs. 2(a) and 2(c)], the
incident photons do not excite oxygen 1s core-level elec-
trons but are exclusively absorbed (and partly reflected) by the
ruthenium substrate. Hence, the observed CO oxidation and
desorption must be driven by substrate mediated mechanisms.
We follow the approach established for optical laser-driven
surface reactions and model the fluence dependence with a
power law Y = ap FN, with Y and F being the yield and flu-
ence and ap and N being the fitted amplitude and power law
exponent. We find an exponent of N = 3.1 for the CO2 and CO
yields (with uncertainties ±0.5 for CO2 and ±2.5 for CO) at
below resonance excitation. The CO2:CO yield ratio is around
1:35 independent of fluence. This exponent and yield ratio are
identical within error bars to the values obtained with 800 nm
laser excitation,42,47 where CO oxidation and desorption were
found to be substrate mediated and driven by hot substrate elec-
trons (oxidation) and phonons (desorption). We note a seeming
difference in substrate-mediated yields when exciting below
and on resonance, but for the CO2 yield [Figs. 2(a) and 2(b)],
the amplitude of the fitted substrate-mediated component is
(2.6 ± 0.6) × 10−7 and (1.7 ± 0.5) × 10−7 for Figs. 2(a)
and 2(b), respectively, and hence they are identical within
error bars. For the CO yield [Figs. 2(c) and 2(d)], the cor-
responding amplitudes are (10 ± 11) × 10−6 and (2.4 ± 0.6) ×
10−6 for Figs. 2(c) and 2(d), respectively, but the large uncer-
tainty in the fit in Fig. 2(c) makes a direct comparison more
difficult.

At resonant oxygen 1s excitation, only about 0.1% of
the incident photons are absorbed by adsorbed oxygen atoms

(supplementary material),48 while the remaining photons are
absorbed or reflected by the substrate. Hence, one could expect
that also for resonant excitation the observed CO oxidation and
desorption originate predominantly from substrate-mediated
processes and can be described with a power law exponent of
N≈ 3 as found for non-resonant X-ray and 800 nm laser excita-
tion. However, when fitting the fluence dependence at resonant
excitation with the power law, we obtain exponents of N = 1.6
± 0.1 for the CO2 yield and N = 2.4 ± 0.4 for the CO yield
(see Fig. S3 in the supplementary material). At the same time,
constraining the exponent in the power law to N = 3, we find
that it describes the CO yield well but fails to describe the CO2

yield (see dashed lines in Fig. 2). On the other hand, adding a
linear component to the power law to account for contributions
from direct X-ray excitation and constraining the exponent to
N = 3 to account for contributions from substrate-mediated
processes (Y = ap F3 + al F) results in a good representation
of the CO and the CO2 yields (solid lines in Fig. 2). From
this extended model, we find a substantial linear component
in the CO2 yield at resonant excitation on top of the power
law background. Applying the superposition of power law
and linear component to the other fluence curves, we find a
small linear component in the CO yield at resonant excitation
(supplementary material), while below resonance both fluence
curves are well represented solely by the power law. To confirm
the statistical significance of a linear component in the CO2

yield at resonant excitation, we performed statistical hypoth-
esis testing, where details are provided in the supplementary
material. The linear component in the fluence dependence of
the CO2 yield at resonant excitation strongly suggests that 1s
core-level excitation of atomically adsorbed oxygen directly
drives CO oxidation from co-adsorbed CO and oxygen on
Ru(0001).

To understand how resonant 1s excitation can drive CO
oxidation, we illustrate in the top part of Fig. 3 the main elec-
tronic states following the excitation. X-ray absorption pro-
motes the oxygen atom into a core-excited state. The excited
electron delocalizes on a femtosecond time scale49–52 and
thereby the core-excited state can be viewed as a core-hole
state fully screened by the substrate. The core-hole state decays
with ∼4 fs lifetime53 predominantly via Auger decay result-
ing in a valence-excited state with two localized valence holes
which are screened by charge transfer from the substrate. The
resulting electronic state for the atomic oxygen can thus be
described as doubly valence-excited.

To identify the driving electronic state for CO oxidation,
we performed DFT calculations of the potential energy curves
along the surface normal (supplementary material) of atomi-
cally adsorbed oxygen in the (2O+CO)/Ru(0001) phase. The
calculated potential energy curves in Fig. 3(a) show that the
core-excited oxygen is still bound to the surface with an equi-
librium distance just about 0.25 Å larger than in the electronic
ground state. The response of the valence electrons to screen
the core hole gives rise to a fluorine-like electronic configura-
tion,54 which can be written as (1s1) (2s2) [2p4+1] (see Fig. 3 for
nomenclature), where core-excited oxygen and ground state
fluorine give near-identical potential curves (supplementary
material). Hence, the core-level excitation itself does not result
in substantial activation of oxygen. For the valence-excited

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-051846
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FIG. 3. Top panel: Schematic illustration of electronic states of adsorbed oxy-
gen following 1s excitation. Filled and open circles denote electrons and holes,
and gray filled circles represent screening electrons. Note that due to ultrafast
delocalization in the core-excited state this will result in a fully screened core-
hole state on a subfemtosecond time scale. Rounded parentheses and square
brackets in the electron configurations denote orbitals of strongly localized
core-like character, respectively, valence type character. Lower panels (a)–(d):
DFT results: (a) potential energy of atomic oxygen on Ru(0001) as a func-
tion of distance normal to the surface, relative to the ground state equilibrium
distance for electronic ground, core-excited, and valence-excited states and
of neon on Ru(0001). (b) Distance from the ground state equilibrium position
and kinetic energy of oxygen as a function of time after oxygen 1s ioniza-
tion assuming τCH = 4 fs core-hole lifetime. (c) Distribution of final kinetic
energies after the excited oxygen decays back into the electronic ground state
assuming exponential decay of the core-excited state with 4 fs and of the
valence excited state with τval = 1, 10, and 100 fs lifetime. (d) Percentage
of initially excited oxygen atoms that gain kinetic energy between 1.2 and
6.7 eV for which CO oxidation is energetically possible as a function of
valence-excited state lifetime.

state, we limit the discussion to the 2p−2 state with both holes
in the oxygen 2p level. This is the dominant Auger final state,55

and other Auger final states show similar results (supplemen-
tary material). In this valence-excited Auger final state, the
two valence holes are correlated and localized at the oxygen
atom as observed in early studies of Auger electron spectra
of adsorbed oxygen.55,56 This localization isolates the valence
holes and eliminates orbital mixing, similar to a core hole,
which justifies our DFT treatment (supplementary material).
At the same time, the localized valence holes are efficiently
screened by filling the formerly unoccupied oxygen 2p orbitals
resulting in an effectively neutral Auger final state, interact-
ing with the substrate as if it were closed-shell. The electron
configuration in the Auger final state can hence be written as
(1s2) (2s2) (2p0) [2p2+2]. This p-shell configuration for a neu-
tral atom can be compared to the neon electronic closed-shell
configuration, which explains the resemblance and strongly
repulsive character of the potential curves of the oxygen
Auger final state and ground state neon, as seen in Fig. 3(a).
In an orbital picture, one can explain the strongly repulsive
character of the Auger final state by the presence of holes in

the highest occupied oxygen orbital, which has a bonding char-
acter with respect to the O–Ru bond, and additional screening
electrons in the lowest unoccupied oxygen orbital which has
an anti-bonding character.

The repulsive potential in the valence-excited state causes
the oxygen to increase its distance to the surface and gain
kinetic energy [Fig. 3(b)]. The amount of kinetic energy gained
by the valence-excited oxygen depends on the lifetime of this
valence-excited state. Due to the efficient screening of the
two valence holes as well as hole-hole correlation,8 we can
expect a relatively long valence-hole lifetime of a few and
up to around 100 femtoseconds. If, by the time the valence-
excited oxygen decays back into its electronic ground state,
its kinetic energy exceeds the ground state binding energy to
the ruthenium surface (calculated to be 6.7 eV), it will des-
orb from the surface. If, on the other hand, the decay into the
ground state occurs early, the oxygen remains on the surface
vibrationally “hot”. It will then redistribute its kinetic energy
via inelastic scattering with substrate atoms and neighboring
adsorbates into all degrees of freedom, which will also include
the reaction coordinate for CO oxidation. For CO oxidation
to be energetically possible, the kinetic energy gained in the
valence-excited state needs to be larger than the reaction barrier
for CO oxidation of 1.2 eV on Ru(0001)29 and smaller than
the binding energy to the ruthenium surface of 6.7 eV (see
above).

The fraction of initially excited oxygen atoms that fall
within the energy boundaries to enable CO oxidation (1.2 eV
<EKin < 6.7 eV) is represented by the shaded areas in Fig. 3(c),
where we have calculated the distribution of final kinetic
energies assuming an exponentially decaying population of
valence-excited oxygen atoms with three different lifetimes.
From Fig. 3(d), we see that for the entire range of reasonable
valence-excited state lifetimes (1–100 fs), 10% or more of ini-
tially excited oxygen atoms gain kinetic energy that makes CO
oxidation energetically possible.

Hence, irrespective of its exact lifetime, the valence-
excited state provides sufficient energy to a substantial
number of excited oxygen atoms to overcome the reaction bar-
rier toward CO oxidation. A fraction of these oxygen atoms
will transfer their kinetic energy into the reaction coordi-
nate to eventually react with a neighboring CO molecule and
form CO2. We therefore identify the valence-excited state of
adsorbed oxygen as the driving state for CO oxidation after
resonant oxygen 1s excitation. This is consistent with early
studies of X-ray induced desorption of adsorbate fragments
and the GMR mechanism.8,18,19,43–45,57

Two-pulse correlation (2PC) measurements using optical
laser pulses have been reported earlier and used to discriminate
between hot-electron-driven and thermally activated oxidation
of CO on Ru(0001).42,47 Here we exploit the availability of
the novel double-pulse scheme to explore the feasibility of
2PC measurements in the X-ray regime. A target for future
experiments with variable pulse separation would, e.g., be a
direct determination of the lifetime of the double valence-hole
state. In the present exploratory study, only a fixed separation
of 30 fs could be used (due to limited experimental time and not
a technical limitation) which we report since it reveals some
challenges with this approach.

ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-051846
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-051846
ftp://ftp.aip.org/epaps/journ_chem_phys/E-JCPSA6-149-051846
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FIG. 4. CO2 (a) and CO (b) yield as a function of total X-ray fluence on the
sample using double pulses with 30 fs delay and both tuned to the atomic
oxygen resonance. For markers and line style description, see Fig. 2.

In Fig. 4, we depict the CO2 and CO yields as a func-
tion of total fluence using the 30 fs delayed double pulse and
also show that with the double-pulses we drive CO oxidation.
Fitting the double-pulse fluence dependence with the superpo-
sition of linear and power law (Y = ap F3 + al F) reveals that
the non-linear power-law component is significantly stronger
for the double pulse as compared to the single pulse (compare
Figs. 2 and 4). Hence, the substrate-mediated contribution to
the total reaction yield seems to be enhanced with the dou-
ble pulse which complicates the use of this technique since
it implies a change in reaction mechanism with the second
pulse.

We tentatively assign the origin of the enhanced contri-
bution of substrate-mediated processes to well-known space
charge effects58 where the photoelectrons emitted by the first
pulse remain as a space charge cloud in the vicinity of the sam-
ple and reduce the possibility for photoelectrons of the second
pulse to escape into vacuum59 and thus a larger fraction of
the emitted electrons will deposit their energy in the substrate.
The formation time of this space charge cloud is likely on the
few-femtosecond time scale and thus comparable to the X-ray
pulse duration. Its lifetime, on the other hand, is on the order
of pico- to nano-seconds.60,61 The space charge cloud will be
present for a single pulse as well as double pulses, but since the
formation time of the space charge cloud is comparable to the
X-ray pulse duration, we can expect its impact to be smaller
for the single pulse. Hence, we can also expect the electronic
and vibrational temperatures of the substrate to increase more
with the double pulse with 30 fs delay as compared to the
single pulse at a similar total fluence which may explain the
enhanced contribution of substrate-mediated mechanisms to
the total reaction yield. The observed heating effect, whether
due to the here proposed formation of a space charge cloud as
a lid over the substrate or of a different origin, clearly needs to
be taken into account when planning future 2PC X-ray mea-
surements, but using even shorter X-ray pulses and a variable
delay may also provide opportunities to investigate this effect
in detail.

IV. SUMMARY

In summary, we have shown how resonant oxygen 1s
excitation of atomic oxygen in co-adsorbed CO and oxygen
on Ru(0001) selectively activates the oxygen and drives CO
oxidation. Our DFT calculations show that the strongly repul-
sive potential for the valence-excited oxygen on Ru(0001) that
follows Auger decay and stems from holes in bonding and

additional screening electrons in anti-bonding orbitals is the
driving force for oxygen activation and eventually CO oxida-
tion. Using the multi-pulse scheme of the LCLS to drive CO
oxidation, we investigate the prospects of the femtosecond
X-ray pump X-ray spectroscopy probe and X-ray two-pulse
correlation to study the reaction path, dynamics, and under-
lying electronic structure modifications of atom-specifically
activated chemical reactions. We find complications with two-
pulse correlation studies in the X-ray regime due to enhanced
heating effects, but envision broad application of these tech-
niques for fundamental investigations of reaction mecha-
nisms, and chemical selectivity in general, via selective X-ray
excitation.

SUPPLEMENTARY MATERIAL

In the supplementary material, we present further experi-
mental details, CO resonance fluence dependence, calculation
of the fraction of excited adsorbates, and details on the DFT
calculations.
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