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ON THE CLASS RSI OF RATIONAL SCHUR

FUNCTIONS INTERTWINING SOLUTIONS OF

LINEAR DIFFERENTIAL EQUATIONS

DANIEL ALPAY, ANDREY MELNIKOV, AND VICTOR VINNIKOV

Abstract. In this paper we extend and solve in the class of func-
tions RSI mentioned in the title, a number of problems originally
set for the class RS of rational functions contractive in the open
right-half plane, and unitary on the imaginary line with respect
to some preassigned self-adjoint matrix. The problems we con-
sider include the Schur algorithm, the partial realization problem
and the Nevanlinna-Pick interpolation problem. The arguments
rely on the one-to-one correspondence between elements in a given
subclass of RSI and elements in RS. Another important tool in
the arguments is a new result pertaining to the classical tangential
Schur algorithm.
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1. Introduction

Functions S(λ), which are Cp×p-valued, analytic and contractive in the
open right half plane C+, or equivalently, such that the kernel

K(λ, w) =
Ip − S(w)∗S(λ)

λ+ w∗

is positive in C+, play an important role in system theory, inverse
scattering theory, network theory and related topics; see for instance
[L], [BC], [DD], [He], [A]. Here, positivity of the kernel means that for
every n ∈ N and every choice of points w1, . . . , wn ∈ C+ and vectors
ξ1, . . . , ξn ∈ C1×p the n× n Hermitian matrix

[
ξiK(wi, wj)ξ

∗

j )
]
i,j=1,...n

is positive (that is, has all its eigenvalues greater or equal to 0).

Far reaching generalizations of this class were introduced in [M, MVc],
in the study of 2D-linear systems (say, with respect to the variables
(t1, t2)), invariant with respect to the variable t1. To introduce the
classes defined in these papers we first need a definition.

Definition 1.1. Let σ1, σ2, γ and γ∗ be Cp×p-valued functions, contin-
uous on an interval I = [a, b]. Suppose moreover that σ1 and σ2 take
self-adjoint values, and that σ1 is differentiable and invertible on I, and
that the following relations hold:

γ(t2) + γ(t2)
∗ = γ∗(t2) + γ∗(t2)

∗ = − d

dt2
σ1(t2), t2 ∈ I.

Then σ1, σ2, γ, γ∗ and the interval I are called vessel parameters.

The class of functions SI corresponding to some vessel parameters σ1,
σ2, γ, γ∗ and I was introduced in [M, MVc] (see Definition 2.6 below)
and consists of the functions S(λ, t2) of two variables λ, t2 such that for
every t2 ∈ I the function S(λ, t2) is meromorphic in C+ and the kernel

(1.1)
σ1(t2)− S(w, t2)

∗σ1(t2)S(λ, t2)

λ+ w∗
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is positive for λ and ω in the domain of analyticity of S(λ, t2) in C+.
For positive σ1(t2), the positivity of the kernel implies that S is analytic
in C+; see [Do], [A]. For general (invertible) σ1(t2), the entries of S are
of bounded type and S has only poles in C+; see [ADRS]. It is also
required that S(λ, t2) is analytic at infinity for each t2, with value Ip
there, and that S(λ, t2) maps solutions of the input Linear Differential
Equation (LDE) with the spectral parameter λ

λσ2(t2)u(λ, t2)− σ1(t2)
∂

∂t2
u(λ, t2) + γ(t2)u(λ, t2) = 0,

to solutions of the output LDE

λσ2∗(t2)y(λ, t2)− σ1∗(t2)
∂

∂t2
y(λ, t2) + γ∗(t2)y(λ, t2) = 0.

It is proved in [M, MVc] that elements of SI are the transfer functions
of t1-invariant conservative 2D systems; see Section 2.

The purpose of this paper is to study various questions in SI in the
case of functions rational in λ. A key result is the following theorem,
which we prove in the sequel; see Section 4.
Theorem 4.1 Let us fix the parameters σ1, σ2, and γ, and the interval
I. Then for every t02 ∈ I there is a one-to-one correspondence between
pairs (γ∗, S) such that S ∈ SI and γ∗ continuous in a neighborhood
of t02, and functions Y (λ), meromorphic in C+, and with the following
properties

(1) Y (∞) = Ip,
(2) Y (λ)∗σ1(t

0
2)Y (λ) ≤ σ1(t

0
2) for λ ∈ C+ where Y is analytic, and

(3) Y (λ)∗σ1(t
0
2)Y (λ) = σ1(t

0
2) for every λ satisfying ℜλ = 0, and

in a neighborhood of which Y is analytic.

As mentioned above the σ1(t2)-contractivity of Y implies that Y is
of bounded type in C+, and thus the asserted non-tangential limits
exist almost everywhere. But it is important to note that the theorem
does not consider these limits, but only the points λ in the domain of
analyticity of Y .

Definition 1.2. Functions Y with the properties in Theorem 4.1 will be
called σ1(t

0
2)-inner functions, and their class will be denoted by S(t02).

The subclass of rational functions of S(t02) will be denoted by RS(t02).

For the sequel, it is important to notice that the general tangential
Schur algorithm developped in [AD] can be applied to functions in
S(t02), and in particular in RS.
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Definition 1.3. RSI will denote the subclass of functions in SI

which are rational in λ for every t2 ∈ I.

The paper consists of five sections besides the introduction, and we now
describe their content. In Section 2 we review the main results from
[M] and [MVc] on t1-invariant conservative 2D-systems, relevant to the
present work. In particular the class SI mentioned above consists of
the transfer functions of these systems. In Section 3 we present the
reproducing kernel space approach to the tangential Schur algorithm
for the class RS, as developped in [AD]. We obtain in particular new
formulas which allow us to find the main operator in a realization of an
element of RS after one iteration of the tangential Schur algorithm;
see formulas (3.15), (3.17), (3.16) in Theorem 3.5. In Section 4 we
develop the tangential Schur algorithm for a function S(λ, t2) ∈ RSI.
Applying directly the theory of the previous section to S(λ, t2) leads
to a new function which need not belong to RSI . Instead, we ap-
ply the Schur algorithm to the σ1(t

0
2)-inner function S(λ, t

0
2) for some

preassigned t02 ∈ I, and obtain a simpler (in terms of McMillan de-
gree) σ1(t

0
2)-inner function S0(λ, t

0
2). We use Theorem 4.1 to obtain

an element in a class RSI from S0(λ, t
0
2). We call this procedure the

tangential Schur algorithm for the class RSI. We study in Section 5
the coefficients (called the Markov moments) Hi(t2) of the expansion
of S(λ, t2) around λ = ∞

S(λ, t2) = Ip −
∞∑

i=0

1

λi+1
Hi(t2)

It turns out that the first Markov momentH0(t2) satisfies the Lyapunov
equation
(1.2)
γ∗(t2)− γ(t2) = σ2(t2)H0(t2)− σ1(t2)H0(t2)σ

−1
1 (t2)σ2(t2), t2 ∈ I,

which means that given the functions σ1, σ2, γ and H0 on I, one can
uniquely reconstruct γ∗, and, as a result of Theorem 4.1, there will
exists a unique function S(λ, t2) (t2 ∈ I) with the given Markov param-
eters. We solve the following problem:

Problem 1.4 (Partial realization). Suppose that we are given the func-
tions σ1, σ2 and the Markov moments Hi, i = 0, . . . , n (n ≥ 0) defined
in I, and satisfying there the (necessary) conditions (5.5)

Hi+1σ
−1
1 + (−1)i+1σ−1

1 H∗

i+1 =

i∑

j=0

(−1)j+1Hi−jσ
−1
1 H∗

j
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and (5.6)

(−1)nH2nσ
−1
1 +

n−1∑

i=0

(−1)i+nσ−1
1 H∗

i σ1H2n−1−iσ
−1
1 > 0,

for i = 0, . . . , n − 1. Fix t02 ∈ I. Find all functions γ for which there
exists S(λ, t2) ∈ RSI defined in a neighborhood of t02 with the moments
Hi(t2) for γ∗ computed from (1.2).

In Section 6 we study the Nevanlinna Pick interpolation problem in the
class RSI. Let us recall that in classical Schur analysis, the solution
of Nevanlinna Pick interpolation problem plays a special role; see for
instance [FK], [Dy], [A]. Schur analysis gives a parametrization of all
solutions (when they exist) for the given data. In the classical case the
interpolation problem may be formulated in the following way:

Problem 1.5. Suppose that we are given N pairs of points < wj, sj >,
j = 1, . . . , N in D× D, where D denotes the open unit disk. Then:

(1) Give sufficient and necessary conditions, so that there exists
a function s(z) analytic and contractive in D, and such that
s(wj) = sj, j = 1, . . . , N .

(2) Describe the set of all solutions for this problem.

As is well known, and originates with the work of Pick [P], Problem
1.5 is solvable if and only if the N ×N Hermitian matrix

P = [
1− sℓs

∗
j

1− wℓw
∗
j

] ≥ 0.

Nevanlinna [N] then gave a parametrization of all solutions, i.e., solved
the second part of Problem 1.5, in the form S(λ) = TΘ(S0(λ)), where
TΘ denotes a linear fractional transformation uniquely determined from
the initial data< wj, sj >, and where the parameter S0(λ) runs through
all functions analytic and contractive in the open unit disk (that is,
Schur functions). We refer to [BGR], [Dy] for more information on this
classical topic.

As a generalization of Problem 1.5 in the class RSI we consider the
following question:

Problem 1.6 (Nevanlinna-Pick interpolation). Let σ1, σ2, γ, γ∗ be ves-
sel parameters and let I be an interval. Let N ∈ N and wi, i = 1, . . . , N
be complex numbers. Suppose also that N input functions ξi(t2) satis-
fying (2.16) with corresponding spectral parameters wi’s, and N output
functions ηi(t2) satisfying (2.17) with the given wi’s.
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(1) Give sufficient and necessary conditions, so that there exists
S(λ, t2) ∈ RSI such that S(wj, t2)ξi(t2) = ηi(t2), j = 1, . . . , N ,
on a sub-interval of I.

(2) Describe the set of all solutions for this problem.

One can also consider a harder problem, which can also be considered as
a generalization of the classical Nevanlinna-Pick interpolation problem,
which uses the fact that we can also specify the data for different values
of t2:

Problem 1.7. Given Cp×p-valued functions σ1, σ2, γ defined on I, and
given N quadruples < t

j
2, wj, ξj, ηj >, where t

j
2 ∈ I, wj ∈ C+, ξj , ηj ∈

C1×p j = 1, . . . N , then:

(1) Give sufficient and necessary conditions, so that there exists γ∗
and S(λ, t2) ∈ RSI such that S(wj, t

j
2)ξj = ηj, j = 1, . . . , N ,

on a sub-interval of I containing all the tj2.
(2) Describe the set of all solutions for this problem.

If all the values tj2 = t02 are equal, we have to find a function S(λ, t02)
satisfying S(wj, t

0
2)ξj = ηj . Thus, the above problem is a generalization

of the classical Nevanlinna-Pick interpolation problem. We also remark
that we do not address the question of describing the set of all solutions.

Remarks: The present paper deals with the rational case; the general
case will be treated in a forthcoming publication. Some of the results
presented here have been announced in [AMV].

2. t1 invariant conservative 2D systems.

The material in this section is taken from [M] and [MV1], where proofs
and more details can be found. The origin of this theory can be found
in the paper [Li].

2.1. Definition. An overdetermined conservative t1-invariant 2D sys-
tem is a linear input-state-output (i/s/o) system, which consists of
operators depending only on the variable t2 and is of the following
form:

(2.1) IΣ :





∂
∂t1
x(t1, t2) = A1(t2)x(t1, t2) + B̃1(t2)u(t1, t2)

x(t1, t2) = F (t2, t
0
2)x(t1, t

0
2) +

t2∫
t0
2

F (t2, s)B̃2(s)u(t1, s)ds

y(t1, t2) = u(t1, t2)− B̃(t2)
∗x(t1, t2),

where the variable t1 belongs to R, and the variable t2 belongs to some
interval I. Furthermore, the input u(t1, t2) and the output y(t1, t2) take
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values in some Hilbert space E and the state x(t1, t2) takes values in
Hilbert spaces Ht2 . We assume that u(t1, t2) and y(t1, t2) are contin-
uous functions of each variable when the other variable is fixed. The
operators of the system are supposed to satisfy the following:

Assumptions 2.1.

(1) A1(t2) : Ht2 → Ht2, and B̃(t2) : E → Ht2 are bounded operators
for all t2,

(2) The functions σ1, σ2, γ, γ∗ : E → E , are continuous in the oper-
ator norm topology.

(3) σ1(t2) is an invertible operator for every t2 ∈ I.
(4) F (t, s) is an evolution continuous semi-group.

For continuous inputs u(t1, t2), the inner state is continuously differ-
entiable. Requiring now the invariance of the system transition from
(t01, t

0
2) to (t1, t2) via the points (t01, t2) and (t1, t

0
2), is equivalent to the

equality of second order partial derivatives of x(t1, t2):

(2.2)
∂2

∂t1∂t2
x(t1, t2) =

∂2

∂t2∂t1
x(t1, t2).

Substituting in this equality the system equations we obtain that for
the free evolution u(t1, t2) = 0 the so called Lax equation holds

(2.3) A1(t2) = F (t2, t
0
2)A1(t

0
2)F (t

0
2, t2).

Inserting (2.3) into (2.2) we see that the input u(t1, t2) has to satisfy
the following PDE

B̃(t2)σ2(t2)
∂
∂t1
u(t1, t2)− B̃(t2)σ1(t2)

∂
∂t2
u(t1, t2)−(

A1(t2)B̃(t2)σ2(t2) + F (t2, t
0
2)

∂
∂t2

[F (t02, t2)B̃(t2)σ1(t2)]
)
u(t1, t2) = 0.

Assuming the existence of a function γ(t2) satisfying
(2.4)

A1(t2)B̃(t2)σ2(t2) + F (t2, t
0
2)
∂

∂s
[F (t02, t2)B̃(t2)σ1(t2)] = −B̃(t2)γ(t2)

we obtain that it is enough that u(t1, t2) satisfies the PDE

(2.5) σ2(t2)
∂

∂t1
u(t1, t2)− σ1(t2)

∂

∂t2
u(t1, t2) + γ(t2)u(t1, t2) = 0.

The output y(t1, t2) should satisfy the output compatibility condition of
the same type as for the input compatibility condition (2.5), namely:

(2.6) σ2(t2)
∂

∂t1
y(t1, t2)− σ1(t2)

∂

∂t2
y(t1, t2) + γ∗(t2)y(t1, t2) = 0.
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Inserting here y(t1, t2) = u(t1, t2)− B̃(t2)
∗x(t2, t2) we obtain that

0 = σ2(t2)B̃(t2)
∗A1(t2)F (t2, t

0
2)−(2.7)

−σ1(t2)
∂

∂t2
[B̃(t2)

∗F (t2, t
0
2)] + γ∗(t2)B̃(t2)

∗F (t2, t
0
2)

γ(t2) = σ1(t2)B̃(t2)
∗B̃(t2)σ2(t2)−(2.8)

−σ2(t2)B̃(t2)
∗B̃(t2)σ1(t2) + γ∗(t2).

The fact that the system is lossless comes from the requirement of the
so called energy balance equations:

∂

∂ti
〈x(t1, t2), x(t1, t2)〉Ht2

+ 〈σi(t2)y(t1, t2), y(t1, t2)〉E =

= 〈σi(t2)u(t1, t2), u(t1, t2)〉E , i = 1, 2,

which means that the energy of the output is distributed between the
energy of the input and the change of the energy of the state of the
system. Immediate consequences of this requirement are

0 = A1(t2) + A∗
1(t2) + B̃(t2)σ1(t2)B̃(t2)

∗,(2.9)

d

dt2
[F ∗(t2, t

0
2)F (t2, t

0
2)] = F ∗(t2, t

0
2)B̃(t2)

∗σ2(t2)B̃(t2)F (t2, t
0
2).(2.10)

In this manner we obtain the notion of conservative vessel in the integral
form, which is a collection of operators and spaces

V = (A1(t2), F (t2, t
0
2), B̃(t2); σ1(t2), σ2(t2), γ(t2), γ∗(t2);Ht2 , E)

where the operators satisfy the regularity assumptions 2.1, and the
following vessel conditions:

0 = A1(t2) + A∗
1(t2) + B̃(t2)

∗σ1(t2)B̃(t2) (2.9)

‖F (t2, t02)x(t1, t02)‖2 − ‖x(t1, t02)‖2 =
=

∫ t2

t0
2

〈σ2(s)B̃(s)x(t1, s), B̃(s)x(t1, s)〉ds (2.10)

F (t2, t
0
2)A1(t

0
2) = A1(t2)F (t2, t

0
2) (2.3)

0 = d
dt2

(F (t02, t2)B̃(t2)σ1(t2))+

+F (t02, t2)A1(t2)B̃(t2)σ2(t2) + F (t02, t2)B̃(t2)γ(t2) (2.4)

0 = σ1(t2)
∂
∂t2

[B̃(t2)
∗F (t2, t

0
2)]−

−σ2(t2)B̃(t2)
∗A1(t2)F (t2, t

0
2)− γ∗(t2)B̃(t2)

∗F (t2, t
0
2) (2.7)

γ(t2) = −σ2(t2)B̃(t2)
∗B̃(t2)σ1(t2)+

+σ1(t2)B̃(t2)
∗B̃(t2)σ2(t2) + γ∗(t2) (2.8)

In order to simplify some notations we make the following definition
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Definition 2.2. Let

U = U(λ1, λ2; t2) = σ2(t2)λ1 − σ1(t2)λ2 + γ(t2)

and similarly

U∗ = U∗(λ1, λ2; t2) = σ2(t2)λ1 − σ1(t2)λ2 + γ∗(t2)

Then the vessel V is naturally associated to the system (2.1)

Σ :





∂
∂t1
x(t1, t2) = A1(t2) x(t1, t2) + B̃(t2)σ1(t2) u(t1, t2)

x(t1, t2) = F (t2, t
0
2)x(t1, t

0
2) +

t2∫
t0
2

F (t2, s)B̃(s)σ2(s)u(t1, s)ds

y(t1, t2) = u(t1, t2)− B̃(t2)
∗ x(t1, t2).

with inputs and outputs satisfying the compatibility conditions (2.5)
and (2.6), i.e. satisfy:

U(
∂

∂t1
,
∂

∂t2
; t2)u(t1, t2) = 0, U∗(

∂

∂t1
,
∂

∂t2
; t2)y(t1, t2) = 0

The theory of such vessels, developed in [M, MV1] enables to find a
more convenient form of the vessel. Denoting H = Ht0

2
, A1 = A1(t

0
2),

F ∗(t2, t
0
2)F (t2, t

0
2) = X

−1(t2) andB(t2) = F (t02, t2)B̃(t2), we shall obtain
the following notion, first introduced in [M2].

Definition 2.3. A (differential) conservative vessel associated to the
vessel parameters is a collection of operators and spaces

(2.11) V = (A1, B(t2),X(t2); σ1(t2), σ2(t2), γ(t2), γ∗(t2);H, E),

where the operators satisfy the following vessel conditions:

0 =
d

dt2
(B(t2)σ1(t2)) + A1B(t2)σ2(t2) +B(t2)γ(t2),(2.12)

A1X(t2) + X(t2)A
∗

1 = B(t2)σ1(t2)B(t2)
∗,(2.13)

d

dt2
X(t2) = B(t2)σ2(t2)B(t2)

∗,(2.14)

γ∗(t2) = γ(t2) + σ1(t2)B(t2)
∗
X

−1(t2)B(t2)σ2(t2)−(2.15)

−σ2(t2)B(t2)
∗
X

−1(t2)B(t2)σ1(t2)

This representation of a vessel is the most convenient when one focuses
on the notion of transfer function, as we do in the next subsection.
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2.2. Transfer function. Performing a separation of variables as fol-
lows

u(t1, t2) = uλ(t2)e
λt1 ,

x(t1, t2) = xλ(t2)e
λt1 ,

y(t1, t2) = yλ(t2)e
λt1 ,

we arrive at the notion of a transfer function. Note that u(t1, t2) and
y(t1, t2) satisfy PDEs, but uλ(t2) and yλ(t2) are solutions of LDEs with
spectral parameter λ,

U(λ,
∂

∂t2
; t2)u(t1, t2) = 0,(2.16)

U(λ,
∂

∂t2
; t2)y(t1, t2) = 0.(2.17)

The corresponding i/s/o system becomes




xλ(t2) = (λI − A1(t2))
−1B(t2)σ1(t2)uλ(t2)

∂
∂t2
xλ(t2) = F (t2, t

0
2)xλ(t

0
2) +

t2∫
t0
2

F (t2, s)B̃2(s)uλ(s)ds

yλ(t2) = uλ(t2)− B̃(t2)
∗xλ(t2)

The output yλ(t2) = uλ(t2)− B̃(t2)
∗xλ(t2) may be found from the first

i/s/o equation:

yλ(t2) = S(λ, t2)uλ(t2),

using the transfer function

S(λ, t2) = I − B̃(t2)
∗(λI − A1(t2))

−1B̃(t2)σ1(t2)

= I − B̃(t2)
∗(λI − F (t2, t

0
2)A1(t

0
2)F (t

0
2, t2))

−1B̃(t2)σ1(t2)

= I − B̃(t2)
∗F (t2, t

0
2)(λI −A1(t

0
2))

−1F (t02, t2)B̃(t2)σ1(t2)

= I − B̃(t2)
∗F ∗(t02, t2)F

∗(t2, t
0
2)F (t2, t

0
2)(λI −A1)

−1B(t2)σ1(t2)
= I −B(t2)

∗X−1(t2)(λI − A1)
−1B(t2)σ1(t2)

and we obtain that

(2.18) S(λ, t2) = I − B(t2)
∗
X

−1(t2)(λI −A1)
−1B(t2)σ1(t2).

Proposition 2.4. The transfer function S(λ, t2) defined by (2.18) has
the following properties:

(1) For all t2, S(λ, t2) is an analytic function of λ in the neighbor-
hood of ∞, where it satisfies:

S(∞, t2) = Ip

(2) For all λ, S(λ, t2) is a continuous function of t2.



ON THE CLASS RSI 11

(3) For λ in the domain of analyticity of S(λ, t2):

(2.19) S(λ, t2)
∗σ1(t2)S(λ, t2) ≤ σ1(t2), ℜλ > 0,

and

(2.20) S(λ, t2)
∗σ1(t2)S(λ, t2) = σ1(t2), ℜλ = 0.

(4) Maps solutions of the input LDE (2.16) with spectral parameter
λ to the output LDE (2.17) with the same spectral parameter.

Proof: These properties are easily checked, and follow from the defi-
nition of S(λ, t2):

S(λ, t2) = I − B̃(t2)
∗(λI − A1(t2))

−1B̃(t2)σ1(t2).

The function S(λ, t2) is analytic for λ > ‖A1(t2)‖ and since all the
operators are bounded, we have S(∞, t2) = Ip. The second property
follows from the regularity assumptions 2.1. The third property follows
from straightforward calculations:

S(λ, t2)
∗σ1(t2)S(λ, t2)− σ1(t2) =

−2ℜ(λ)σ1(t2)B̃(t2)
∗(λ̄I − A∗

1(t2))
−1(λI − A1(t2))

−1B̃(t2)σ1(t2)

Here the sign of −ℜ(λ) determines the sign of S(λ, t2)
∗σ1(t2)S(λ, t2)−

σ1(t2) and thus the third property is obtained. The fourth property
follows directly from our construction. �

Remark: When dimH < ∞, we obtain that S(λ, t2) is a rational
function of λ for every t2.

It is an interesting fact that also the converse of Proposition 2.4 holds.
It is proved in [M], [MVc, chapter 5] .

Theorem 2.5. For any function of two variables S(λ, t2), satisfying
the conditions of Proposition 2.4, there is a conservative t1-invariant
vessel whose transfer function is S(λ, t2).

We define the class of transfer functions mentioned in the introduction
as follows:

Definition 2.6 ([MVc]). The class SI = SI(U(λ,
∂

∂t2
; t2),U∗(λ,

∂

∂t2
; t2))

consists of functions S(λ, t2) of two variables, which are

(1) analytic in a neighborhood of λ = ∞ for all t2 and where it
holds S(∞, t2) = Ip,

(2) continuous as functions of t2 for all λ,
(3) satisfy (2.19) and (2.20) in the domain of analyticity of S,
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(4) map solutions of the input LDE (2.16) with spectral parameter
λ to the output LDE (2.17) with the same spectral parameter

Recall (see [CoLe]) that to every LDE can be associated an invertible
matrix (or operator) function Φ(t2, t

0
2), called the fundamental solution,

which takes value I at some preassigned value t02 and such that any
other solution u(t2) of the LDE, with initial condition u(t02) = u0 is of
the form

u(t2) = Φ(t2, t
0
2)u0.

Let Φ(λ, t2, t
0
2) and Φ∗(λ, t2, t

0
2) be the fundamental solutions of the

input LDE (2.16) and the output LDE (2.17) respectively, where we
have added in the notation the dependence in λ. Then,

(2.21) S(λ, t2)Φ(λ, t2, t
0
2) = Φ∗(λ, t2, t

0
2)S(λ, t

0
2)

and consequently S(λ, t2) satisfies the following LDE

(2.22)
∂
∂t2
S(λ, t2) = σ−1

1 (t2)(σ2(t2)λ+ γ∗(t2))S(λ, t2)−
−S(λ, t2)σ−1

1 (t2)(σ2(t2)λ+ γ(t2)).

3. Schur analysis for the classical case

One of the approaches to the tangential Schur algorithm for a rational
matrix function S(λ) ∈ Cp×p is based on the theory of reproducing ker-
nel Hilbert spaces of the kind introduced by de Branges and Rovnyak;
see [dBR1], [dBR2], [Dy] for information on these spaces. The paper
[AD] considers the case of column-valued functions. In this section
we adapt the results of [AD] to the case of row-valued functions. We
also present a new formula for a realization of a Schur function after
implementation of the tangential Schur algorithm.

3.1. Schur functions and Reproducing Kernel Hilbert spaces.

In this section σ1 denotes a fixed self-adjoint and invertible (but not
necessarily unitary) matrix in Cp×p. Let S(λ) be a rational function,
σ1-inner in the open right half plane, i.e.

S(λ)∗σ1S(λ)− σ1 ≤ 0

at all points in the domain of analyticity Ω(S) of S in C+, and

S(λ)∗σ1S(λ)− σ1 = 0

at all points on the imaginary axis where S is defined. Then, the kernel

(3.1) KS(λ, w) =
σ1 − S(w)∗σ1S(λ)

w̄ + λ
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is positive for λ, w ∈ Ω(S), and the space of rational C1×p-valued func-
tions

H(S) = {
n∑

i=1

αiciKS(λ, wi) | α1 ∈ C, wi ∈ Ω, ci ∈ C
1×p}

is finite dimensional. These well-known facts can be proved using re-
alization theory; see for instance [AG]. Furthermore, H(S) is the re-
producing kernel Hilbert space, associated to the kernel KS(λ, w). The
inner product is defined by

〈cKS(λ, ν), dKS(λ, w)〉HS
= 〈cKS(w, ν)〉C1×p = cKS(w, ν)d

∗.

For an arbitrary f(λ) ∈ H(S) we have the reproducing kernel property

〈f(λ), ξK(λ, w)〉HS
= f(w)ξ∗.

More generally, let now M be a finite dimensional Hilbert space of
C1×p-valued functions defined in some set Ω, and let {f1(λ), . . . , fN(λ)}
be a basis of M. Let X ∈ C

p×p denote the Gram matrix with ℓ, j entry
given by

(3.2) Xℓ,j = 〈fj(λ), fℓ(λ)〉M, ℓ, j = 1, . . . , p.

It is easily seen that the space M is a reproducing kernel Hilbert space
with kernel given by the formula

(3.3) K(λ, w) =
[
f1(w)

∗ · · · fN (w)
∗
]
X

−1



f1(λ)
...

fN(λ)


 .

We set

(3.4) F (λ) =



f1(λ)
...

fp(λ)


 .

Assume now that M consists of rational functions, defined on a set
Ω(M). For α ∈ Ω(M) the backward-shift operator Rα is defined by

Rα(f(λ)) =
f(λ)− f(α)

λ− α
.

Suppose that:

(1) The space M is invariant under the action of Rα,
(2) The functions fi(λ) has the property that fi(∞) = 0, i.e.,

F (∞) = 0,
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then the function F given by (3.4) can be written as

F (λ) = (λI − A)−1Bσ1,

for suitably chosen matrices A,B. In this special case, formula (3.3)
takes the form

(3.5) K(λ, w) = σ1B
∗(w̄I − A∗)−1

X
−1(λI −A)−1Bσ1.

As mentioned at the beginning of this section we are interested in
kernels of the form (3.1) for some σ1-inner rational function S. We now
recall the characterization of these spaces, and first note the following:
equation (3.1) leads to

(3.6)
σ1 − S(w)∗σ1S(λ)

w̄ + λ
= F (w)∗X−1F (λ).

If S is analytic at infinity and satisfies there S(∞) = Ip, and letting
w → ∞ in this equation, we obtain the formula

(3.7) S(λ) = Ip − B∗
X

−1(λI − A)−1Bσ1.

Theorem 3.1. Let M be a finite dimensional Hilbert space of C1×p-
valued rational functions, which are zero at infinity. Suppose that
RαM ⊂ M for α ∈ Ω(M) and let X be its Gram matrix with re-
spect to F (λ). Then M = H(S) for S defined by (3.7) if and only if
the Lyapunov equation

(3.8) AX+ XA∗ +Bσ1B
∗ = 0

holds.

When the spectrum of the operator A is in the open left half plane
ℜλ < 0, one has

H(S) = H2,σ1
⊖H2,σ1

S,

where H2,σ1
is the Hardy space H

p
2 with the inner product

[f, g]H2,σ1
= 〈f, gσ−1

1 〉Hp
2
.

We set J =

[
−σ1 0
0 σ1

]
. Note that J is both invertible and self-

adjoint, and one can define J-inner rational functions. Let Θ =

[
Θ11 Θ12

Θ21 Θ22

]

be a J-inner rational function; we introduce the linear fractional trans-
formation

TΘ(W ) = (Θ11 +WΘ21)
−1(Θ12 +WΘ22).
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Theorem 3.2. Let S and Θ be respectively σ1-inner J-inner rational
functions. Then there exists a σ1-inner rational function W such that
S = TΘ(W ) if and only if the map

(3.9) F 7→ F

[
−S(λ)
Ip

]

is a contraction from H(Θ) to H(S).

This theorem originates with the work of de Branges and Rovnyak (see
[dBR1, Theorem 13 p. 305]), where it is proved in a more general
setting, and is one of the key ingredients to the reproducing kernel
approach to the Schur algorithm. The proof is the same as for column-
valued functions, and is omitted.

As a special case of the previous theorem we have:

Corollary 3.3. Given S ∈ RS, w1, . . . , wn ∈ C+, and row vectors
ξ1, . . . , ξn ∈ C1×p, define

B =




−ξ1S(w1)
∗ ξ1

...
...

−ξnS(wn)
∗ ξn


 , A1 = diag[−w∗

1, . . . ,−w∗

n].

Let M be a Hilbert space of row vectors spanned by the rows of the
matrix-valued function

F (λ) = (λI −A1)
−1BJ.

Let X be the solution of the Lyapunov equation

(3.10) AX+ XA∗ +BJB∗ = 0

and assume X > 0. Let Θ be defined by

(3.11) Θ(λ) = I2p −B∗
X

−1(λIn − A1)
−1BJ.

Then there exists S0 ∈ RS such that S = TΘ(S0).

Proof: Let us denote by t the map (3.9). For an arbitrary element
f(λ) = ηF (λ), we shall obtain that

tf(λ) = η(λI − A1)
−1BJ

[
−S(λ)
Ip

]
=

= η diag[ 1
λ+w̄i

]




−ξ1S(w1)
∗ ξ1

...
...

−ξnS(wn)
∗ ξn



[
σ1S

σ1

]
=

=
∑

i
ηi

λ+w̄i
ξi(σ1 − S(wi)

∗σ1S(λ)) =

=
∑

i ξiηiKS(λ, wi)
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and consequently,

〈tf, tf〉 = 〈∑i ξiηiKS(λ, wi),
∑

j ξjηiKS(λ, wj)〉 =
=

∑
ij ηiξiKS(wj, wi)η

∗
j ξ

∗
j = ηXη∗ =

= 〈f, f〉.
Thus t is an isometry and Theorem 3.2 allows to conclude. �

The following result shows that the assumption X > 0 in the statement
of Corollary 3.3 can always be achieved for n = 1.

Lemma 3.4. Given S ∈ RS which is not the function identically
equal to Ip. Then there exist a pair (ξ, w) ∈ C1×p × C+ such that the
corresponding X > 0.

Proof: We proceed by contradiction. Assume that for each w ∈ C+

and for each vector ξ, it holds that

ξσ1ξ
∗ = ξS(w)∗σ1S(w)ξ

∗.

or, equivalently,

ξKS(w,w)ξ
∗ = 0.

Then, ξKS(λ, w) ≡ 0, and for each f ∈ H(S)

ξf(w) =< f(λ, ξKS(λ, w) >= 0.

The space H(S) is thus trivial, and its kernel is zero:

σ1 − S(w)∗σ1S(λ)

λ+ w̄
= 0,

from where we conclude that for each w, λ

S(λ) = σ−1
1 S−∗(w)σ1.

and consequently, S(λ) ≡ Ip. �

3.2. Analysis of the tangential Schur algorithm. For n = 1, the
matrix function in (3.11) becomes
(3.12)

Θ(λ) = I2p − B∗X−1(λI −A)−1BJ =

= I2p −
[
−η∗
ξ∗

] [
−η ξ

] [ −σ1 0
0 σ1

]
1

X(λ+ w∗)
=

=



Ip +

η∗ησ1

X(λ+ w∗)

η∗ξσ1

X(λ+ w∗)

− ξ∗ησ1

X(λ+ w∗)
Ip −

ξ∗ξσ1

X(λ+ w∗)


 =

[
Θ11 Θ12

Θ21 Θ22

]
,
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where using the Lyapunov equation (3.10)

AX+ XA∗ = X(−w∗ − w) =

= −BJB∗ = −
[
−η ξ

] [ −σ1 0
0 σ1

] [
−η∗
ξ∗

]

we find that

(3.13) X =
ξσ1ξ

∗ − ησ1η
∗

w + w∗
.

To the best of our knowledge, Theorem 3.5 below is new. It will be of
much use in the following sections.

Theorem 3.5. Let S0 ∈ RS with minimal realization

(3.14) S0(λ) = Ip − B∗

0X
−1
0 (λI − A0)

−1B0σ1,

and let Θ be given by (3.12). Then S = TΘ(S0) ∈ RS and a minimal
realization of S is given by

S(λ) = Ip −B∗

SX
−1
S (λI − AS)

−1BSσ1,

where

BS =

[
B0

η − ξ

]
(3.15)

XS =

[
X0 0
0 X

]
=

[
X0 0

0
ξσ1ξ

∗ − ησ1η
∗

w + w∗

]
(3.16)

AS =




A0
B0σ1ξ

∗

X

−ησ1B∗
0X

−1
0 −w∗ − ησ1(η

∗ − ξ∗)

X


(3.17)

Proof: From the definition

S(λ) = TΘ(S0(λ)) =
= (Θ11 + S0(λ)Θ21)

−1(Θ12 + S0(λ)Θ22) =

= (Ip +
η∗ησ1

X(λ+ w∗)
− S0(λ)

ξ∗ησ1

X(λ+ w∗)
)−1×

×
(

η∗ξσ1

X(λ+ w∗)
+ S0(λ)[Ip −

ξ∗ξσ1

X(λ+ w∗)
]

)
.
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Let us denote here S0(λ)ξ
∗ = α∗; then the preceding expression be-

comes

S(λ) = (Ip +
η∗ησ1

X(λ+ w∗)
− α∗ησ1

X(λ+ w∗)
)−1×

×(
η∗ξσ1

X(λ+ w∗)
+ S0(λ)−

α∗ξσ1

X(λ+ w∗)
) =

= (Ip +
(η∗ − α∗)ησ1
X(λ+ w∗)

)−1(S0(λ) +
(η∗ − α∗)ξσ1
X(λ+ w∗)

) =

Using (I + b∗a)−1 = I − b∗a
1

1 + ab∗
we get

S(λ) = (Ip −
(η∗ − α∗)ησ1
X(λ+ w∗)

1

1 +
ησ1(η

∗ − α∗)

X(λ+ w∗)

)(S0(λ) +
(η∗ − α∗)ξσ1
X(λ+ w∗)

) =

= S0(λ)−
(η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
.

Suppose further that there is a realization of the form (3.14) for the
function S0(λ). Inserting it here we shall obtain

S(λ) = S0(λ)−
(η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
=

= Ip −B∗
0X

−1
0 (λI − A0)

−1B0σ1−
− (η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
.

Let us denote

M = X(λ+ w∗) + ησ1(η
∗ − S0(λ)ξ

∗) =
= X(λ+ w∗) + ησ1(η

∗ − ξ∗) +B∗
0X

−1
0 (λI − A0)

−1B0σ1ξ
∗.

The preceding formula for S(λ) becomes

S(λ) = Ip − B∗
0X

−1
0 (λI −A0)

−1B0σ1 −
(η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
=

= Ip −
1

M

[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 1

]
×

×
[
α−1M + α−1βδα−1 −α−1β

−δα−1 1

] [
B0

η − ξ

]
σ1,

where
α = λI − A0

β = −B0σ1ξ
∗

δ = ησ1B
∗
0X

−1
0 .

By definition of M we have

M = X(λ+ w∗) + ησ1(η
∗ − ξ∗)− δα−1β,
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and hence we obtain from the formula
[
α β

δ D

]−1

=
1

D − δα−1β

[
α−1(D − δα−1β) + α−1βδα−1 −α−1β

−δα−1 1

]

that the last expression for S(λ) is

S(λ) = Ip −
1

M

[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 1

]
×

×
[
α−1M + α−1βδα−1 −α−1β

−δα−1 1

] [
B0

η − ξ

]
σ1 =

= Ip −
[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 1

]
×

×
[
α β

δ X(λ+ w∗) + ησ1(η
∗ − ξ∗)

]−1 [
B0

η − ξ

]
σ1 =

= Ip −
[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 X−1

]
×

×




λI −A0 −B0σ1ξ
∗

X

ησ1B
∗
0X

−1
0 λ+ w∗ +

ησ1(η
∗ − ξ∗)

X




−1 [
B0

η − ξ

]
σ1.

Thus we have obtained the realization (3.15)–(3.17). Furthermore, the
Lyapunov equation (3.10) holds since

ASXS + XSA
∗
S =

=




A0
B0σ1ξ

∗

X

−ησ1B∗
0X

−1
0 −w∗ − ησ1(η

∗ − ξ∗)

X



[
X0 0
0 X

]
+

+

[
X0 0
0 X

][ A∗
0 −X

−1
0 B0σ1η

∗

ξσ1B
∗
0

X
−w − (η∗ − ξ∗)σ1η

∗

X

]

=

[
A0X0 + X0A

∗
0 −B0σ1(η

∗ − ξ∗)
−(η − ξ)σ1B

∗
0 −X(w + w∗)− ησ1(η

∗ − ξ∗)− (η∗ − ξ∗)σ1η
∗

]

=

[
A0X0 + X0A

∗
0 −B0σ1(η

∗ − ξ∗)
−(η − ξ)σ1B

∗
0 ησ1η

∗ − ξσ1ξ
∗ − ησ1(η

∗ − ξ∗)− (η∗ − ξ∗)σ1η
∗

]

= −BSσ1B
∗
S.

The last equality follows easily from the Lyapunov equation for the
given realization of S0 and the formula (3.13). �
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4. The tangential Schur algorithm in the class RSI

Our strategy to the tangential Schur algorithm in the class RSI re-
lies on the following theorem. This theorem shows in particular that
one cannot use the naive approach of applying the classical tangential
Schur algorithm for each t2 (that is, looking at t2 as a mere parameter).
The theorem itself is stated and proved for the non-rational case.

Theorem 4.1. Let us fix the parameters σ1, σ2, and γ, and the interval
I. Then for every t02 ∈ I there is a one-to-one correspondence between
pairs (γ∗, S) such that S ∈ SI and γ∗ continuous in a neighborhood of
t02, and functions Y (λ) ∈ S(t02).

Proof: Let φ be the map which to a pair (γ∗, S) associates the func-
tion S(λ, t02) ∈ S(t02). The converse map ψ : Y (λ) → Y (λ, t2) was
introduced in [M], [MV1, chapter 7] in a more general setting, and is
defined as follows. Suppose that we have realized the transfer function
Y (λ) in the form

Y (λ) = Ip − B∗

0X
−1
0 (λI − A1)

−1B0σ1(t
0
2).

Then we construct B(t2) from the differential equation with the spec-
tral matrix parameter A1:

(4.1)
d

dt2
[B(t2)σ1(t2)]+A1B(t2)σ2(t2)+B(t2)γ(t2) = 0, B(t02) = B0.

In fact, the function B(t2) is given by the formula

(4.2) B(t2) =

∮
(λI − A1)

−1B0σ
−1
1 Φ−1(λ, t2, t

0
2)dλ.

Next we construct X(t2) on the maximal interval I, where it is invert-
ible (2.14) via the formula

(4.3)
d

dt2
X(t2) = B(t2)σ2(t2)B(t2)

∗, X(t02) = X0.

Finally, we define

γ∗(t2) = γ(t2) + σ2(t2)B(t2)
∗
X

−1(t2)B(t2)σ1(t2)−
−σ1(t2)B(t2)

∗X−1(t2)B(t2)σ2(t2).

Then easy computations show that the function

(4.4) S(λ, t2) = Ip − B(t2)
∗
X

−1(t2)(λI −A1)
−1B(t2)σ1(t2)

is in the class CI corresponding to the parameters σ1(t2),σ2(t2),γ(t2),
and γ∗(t2) for t2 ∈ I. Moreover, the Lyapunov equation (3.8) holds for
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every t2 ∈ I, and thus the realization (4.4) is minimal for every t2 ∈ I.

Note that the composition φ ◦ ψ = id, since starting from a function
Y ∈ S(t02), constructing Y (λ, t2) and taking its value at t02, we shall
obtain again Y from the initial conditions of the differential equations
(4.1) and (4.3) defining B(t2),X(t2).

In order to show that ψ◦φ = id, we start from a function S(λ, t2) ∈ SI

and take its value S(λ, t02) ∈ S(t02). Using the construction above, we
shall obtain a function Y (λ, t2). Note that the two functions S(λ, t2)
and Y (λ, t2) have the same value at t02 and maps solutions of the same
input LDE to (possibly different) output LDEs, i.e. :

S(λ, t2) = Φ∗(λ, t2, t
0
2)S(λ, t

0
2)Φ

−1(λ, t2, t
0
2),

Y (λ, t2) = Φ′
∗(λ, t2, t

0
2)S(λ, t

0
2)Φ

−1(λ, t2, t
0
2).

Then the function S−1(λ, t2)Y (λ, t2) is equal to Ip at infinity and is
entire. By Liouville’s theorem it is a constant function and is equal to
Ip. Thus

Φ∗(λ, t2, t
0
2) = Φ′

∗(λ, t2, t
0
2),

from where we obtain that

Φ−1
∗ (λ, t2, t

0
2)Φ

′

∗(λ, t2, t
0
2) = Ip.

Differentiating both sides of this last equation we get to

0 =
∂

∂t2
[Φ−1

∗ (λ, t2, t
0
2)Φ

′
∗(λ, t2, t

0
2)] =

= Φ−1
∗ (λ, t2, t

0
2)σ

−1
1 (t2)(−γ(t2) + γ′(t2))Φ

′
∗(λ, t2, t

0
2).

Since the matrices Φ∗(λ, t2, t
0
2),Φ

′
∗(λ, t2, t

0
2), σ1(t2) are invertible we ob-

tain that γ(t2) = γ′(t2). �

Remark: Last theorems claims that the correspondence is between
”initial” values S(λ, t02) and pairs (S(λ, t2), γ∗(t2)). Notice that it is
possible to obtain functions with the same γ∗(t2) with different initial
conditions:

Proposition 4.2. Suppose that there exists a function Y ∈ S(t02),
which commutes with Φ(λ, t2, t

0
2) and suppose that a function S ∈ SI

corresponds to certain vessel parameters σ1, σ2, γ, γ∗. Then the func-
tion SY belongs to the class SI and corresponds to the same vessel
parameters σ1, σ2, γ, γ∗.

Proof: Using formula 2.21 we obtain that

S(λ, t2) = Φ∗(λ, t2, t
0
2)S(λ, t

0
2)Φ

−1(λ, t2, t
0
2).
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Consequently,

S(λ, t2)Y (λ) = Φ∗(λ, t2, t
0
2)S(λ, t

0
2)Y (λ)Φ

−1(λ, t2, t
0
2)

intertwines solutions of the input (2.16) and the output (2.17) ODEs
with the spectral parameter λ, and is identity at infinity, because S
and Y and their product are such. Thus by the definition the function
SY ∈ SI and corresponds to the same spectral parameters as S. �

For example (to be studied in subsection 5.2), taking

σ1 =

[
0 1
1 0

]
, σ2 =

[
1 0
0 0

]
, γ =

[
0 0
0 i

]

we shall obtain that

Φ(λ, t2, t
0
2) = V −1

[
e−k(t2−t0

2
) 0

0 ek(t2−t0
2
)

]
V,

where

V =




−
√
2k

λ
1

√
2k

λ
1


 , k =

(1 + i)
√
λ

2
.

Taking Y , which commutes with σ−1
1 (σ2λ + γ) =

[
0 i

λ 0

]
, i.e. of the

form

Y (λ) = I2 −
[
a(λ)

ic(λ)

λ
c(λ) a(λ)

]

we shall obtain that for any S ∈ SI, the function SY ∈ SI and
corresponds to the same vessel parameters.
A stronger condition on γ∗(t2) will be presented in section 5, after we
shall study Markov moments of the transfer functions.
We now focus on the rational case. We first note that starting from dif-
ferent realizations at t02 we shall obtain the same γ∗(t2). More precisely
we have the following theorem:

Theorem 4.3. Suppose that there are two minimal realizations of the
function S(λ, t02) ∈ RS:

S(λ, t02) = Ip − B∗

ℓX
−1
ℓ (λI − A1)

−1Bℓσ1(t
0
2), ℓ = 1, 2,

with associated similarity matrix V . Then the functions

Sℓ(λ, t2) = Ip − Bℓ(t2)
∗
X

−1
ℓ (t2)(λI − Aℓ)

−1Bℓ(t2)σ1(t2), ℓ = 1, 2,

obtained from these realizations via the construction in Theorem 4.1
are the same, and this holds if and only if:

B2(t2) = V B1(t2),(4.5)
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where t2 varies in a neighborhood of t02. Moreover, in this case the
following formula holds

X2(t2) = VX1(t2)V
∗.

Proof: Equality of the two realizations means that there exists an
invertible matrix V such that

A2 = V A1V
−1, B2σ1(t

0
2) = V B1σ1(t

0
2), B

∗

1X
−1
1 V = B∗

2X
−1
2 ,

from which follows (see [AG, Lemma 2.1 p. 184] for instance) that

X2 = VX1V
∗.

By the construction described in Theorem 4.1, the function B1(t2) will
satisfy (4.1)

d

dt2
[B1(t2)σ1(t2)] + A1B1(t2)σ2(t2) +B1(t2)γ(t2) = 0, B1(t

0
2) = B1,

and the function B2(t2) will satisfy the same equation with A2 instead
of A1:

d

dt2
[B2(t2)σ1(t2)] + A2B2(t2)σ2(t2) +B2(t2)γ(t2) = 0, B2(t

0
2) = B2.

Using the equalities A2 = V A1V
−1, B2 = V B1 we obtain that the

function V −1B2(t2) satisfies

d
dt2

[V −1B2(t2)σ1(t2)] + A1V
−1B2(t2)σ2(t2) + V −1B2(t2)γ(t2) = 0,

V −1B2(t
0
2) = B1,

which is the same differential equation as for B1(t2). Thus B2(t2) =
V B1(t2). Similarly, considering the differential equations

d

dt2
Xi(t2) = Bi(t2)σ1Bi(t2)

∗, Xi(t
0
2) = Xi, i = 1, 2,

we obtain that

X2(t2) = VX1(t2)V
∗.

Consequently,

B∗
2(t2)X

−1
2 (t2)B(t2) = B∗

1(t2)V
∗V −1∗X

−1
1 (t2)V

−1V B1(t2)
= B∗

1(t2)X
−1
1 (t2)B1(t2),

from where we conclude that the same function γ∗ is associated to
S1(λ, t2) and S2(λ, t2). Since these functions coincide for t2 = t02 and
map the same input ODE, we obtain that they are equal in a neigh-
borhood of t02. �

The following notion has been introduced and studied in [M2].
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Definition 4.4. Let S ∈ RSI with a realization (4.4). The function

τ(t2) = detX(t2).

is called the τ -function associated to S.

It follows from Theorem 4.3 that the τ function is well defined up to a
multiplicative strictly positive constant. Indeed using the notation of
the theorem,

detX2(t2) = det[VX1(t2)V
∗] = detX1(t2) det(V V

∗).

We now introduce the counterpart of the tangential Schur algorithm
in the class RSI. Let S ∈ RSI and fix t02 ∈ I. The function
S(λ, t02) ∈ RS. Consider now a spaceM with X > 0 and corresponding
function Θ as in Corollary 3.3. This is always possible in view of Lemma
3.4. It follows from Theorem 3.2 that there exists S0 ∈ RS such that

(4.6) S(λ, t02) = TΘ(λ)(S0(λ)).

Applying Theorem 4.1 to S0, we obtain a uniquely defined function
S0(λ, t2) ∈ RSI, such that at t02 the relation (4.6) holds.

Definition 4.5. The map TΘ,t0
2

S(λ, t2) 7→ S0(λ, t2)

is the time-varying counterpart of the linear fractional transformation
(4.6). We will call it a generalized linear fractional transformation.

If S(λ, t2) ∈ SI corresponds to the vessel parameters σ1, σ2, γ, γ∗,
then S0(λ, t

0
2) ∈ SI corresponds to the vessel parameters σ1, σ2, γ,

γ0,∗ for a uniquely defined function γ0,∗(t2). Moreover, for t2 = t02 we
have the usual linear fractional transformation (4.6).

As a consequence of Theorem 4.1 the following lemma holds.

Lemma 4.6. For a given J-inner function Θ and a given point t02, the
map TΘ,t0

2
is one-to-one from RS into RSI.

Proof: Notice that for a given t02 the map TΘ is injective. Further-
more, using Theorem 4.1, every S ∈ RSI is uniquely defined by the
function S(λ, t02) ∈ RS. The result follows. �

Suppose now that we start from S0(λ) ≡ Ip and apply n linear frac-
tional transformations for a fixed t02, using the data < wi, ξi, ηi >

(i = 1, . . . n) to construct the corresponding J-inner functions. We
obtain a function

Sn(λ) = TΘ(I) = I − B∗

nX
−1
n (λI − An)

−1Bnσ1 ∈ RS.
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Using iteratively formulas (3.15), (3.16), (3.17) we obtain that

Bn =



η1 − ξ1

...
ηn − ξn


 ,

Xn = diag[X̃1, . . . , X̃n],

and
(4.7)

An =




−w∗

1
−

η1σ1(η∗1 − ξ∗
1
)

X̃1

(η1 − ξ1)σ1ξ
∗

2

X̃2

. . .
(η1 − ξ1)σ1ξ

∗

n

X̃n

−
η2σ1(η∗1 − ξ∗

1
)

X̃1

−w∗

2
−

η2σ1(η∗2 − ξ∗
2
)

X̃2

. . .
(η2 − ξ2)σ1ξ

∗

n

X̃n

.

..
.
..

. . .
.
..

−
ηnσ1(η∗1 − ξ∗

1
)

X̃1

−
ηnσ1(η∗2 − ξ∗

2
)

X̃2

. . . −w∗

n −
ηnσ1(η∗n − ξ∗n)

X̃n




,

where X̃i is defined by (3.13):

X̃i =
ξiσ1ξ

∗
i − ηiσ1η

∗
i

wi + w∗
i

, i = 1, . . . n.

Assume now that, starting from the identity matrix we apply this pro-
cedure for two different sets of data (with the same n) at two different
points t12 and t22. The following theorem answers the question as when
we obtain the same function, that is, when do we have:

TΘ1,t
1

2
(Ip) = TΘ2,t

2

2
(Ip).

Theorem 4.7. Suppose that there are given two sets of n triples
< w1

i , ξ
1
i , η

1
i > and < w2

i , ξ
2
i , η

2
i >, with corresponding Θℓ, ℓ = 1, 2.

Then necessary and sufficient conditions for equality of the two func-
tions

Sℓ(λ, t2) = TΘℓ,t
ℓ
2

(I) = Ip −Bℓ
n(X

ℓ
n)

−1(λI − Aℓ
n)

−1Bℓ
nσ1, ℓ = 1, 2

are:

(1) The corresponding matrices A1
n and A2

n defined by (4.7) are sim-
ilar, i.e. there exists an invertible matrix V such that A1

n =
V A2

nV
−1,

(2)
∮
(λI − A1

n)
−1B1

nσ
−1
1 Φ−1(λ, t22, t

1
2)dλ = V B2

n.

Proof: From Theorem 4.1, a necessary and sufficient condition for the
functions to be equal is that

S1(λ, t
2
2) = S2(λ, t

2
2).

From 4.3 this holds if and only if

A2
n = V A1

nV
−1, B2

n(t
2
2) = V B1

n, X
2
n(t

2
2) = V X

1
nV

∗
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for a uniquely defined invertible matrix V . The result follows using
formula (4.2). �

A more general construction in this setting is obtained if one supposes
that at each step different values of t2 are chosen. In this case the
construction of the function Sn(λ, t2) is more complicated, and can be
computed recursively. The formulas are very involved in this case and
we can see no real advantage to develop them at this point.

4.1. Linear Fractional Transformations in terms of intertwin-

ing positive pairs. Suppose that we are given a data of the NP in-
terpolation problem 1.6. Following the notations of corollary 3.3 let us
write

B(t2) =




−ξ1(t2)∗S(w1, t2)
∗ ξ1(t2)

∗

...
...

−ξn(t2)∗S(wn, t2)
∗ ξn(t2)

∗


 , A1 = diag[−w∗

1, . . . ,−w∗

n].

Let us denote by capital Greek letters the following vessel parameters

Σ1(t2) =

[
−σ1(t2) 0

0 σ1(t2)

]
= J,

Σ2(t2) =

[
σ2(t2) 0
0 σ2(t2)

]
,

Γ(t2) =

[
γ∗(t2) 0
0 γ(t2)

]
,

then simple calculations show that B(t2) satisfies (4.1)

d

dt2
[B(t2)Σ1(t2)] + A1B(t2)Σ2(t2) +B(t2)Γ(t2) = 0, B(t02) = B.

Suppose that X(t2) > 0 is a solution of

A1X(t2) + X(t2)A
∗

1 +B(t2)Σ1(t2)B
∗(t2) = 0,

d

dt2
X(t2) = B(t2)Σ2(t2)B

∗(t2),

which is always possible if ℜwi 6= 0 for each i = 1, . . . , n. Then the
following collection

V = {A1, B(t2),X(t2); Σ1(t2),Σ2(t2),Γ(t2),Γ∗(t2);C
2n; E ⊕ E}.

is a vessel for Γ∗(t2) defined from the linkage condition (2.15)

Γ∗(t2) = Γ(t2) + Σ1(t2)B(t2)
∗
X

−1(t2)B(t2)Σ2(t2)−
−Σ2(t2)B(t2)

∗
X

−1(t2)B(t2)Σ1(t2).
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Transfer function of the vessel V is

Θ(λ, t2) = I2p − B(t2)
∗
X

−1(t2)(λIn −A1)
−1B(t2)Σ1(t2),

which is in RSI(U∗ ⊕U, Ũ) for

Ũ = λΣ2(t2)− Σ1(t2)
d

dt2
+ Γ∗(t2).

If we denote further the decomposition of Θ(t2) as

Θ(λ, t2) =

[
Θ11(λ, t2) Θ12(λ, t2)
Θ21(λ, t2) Θ22(λ, t2)

]

then if one defines S0(λ, t2) so that

(Θ11 + S0Θ21)
−1(Θ12 + S0Θ22) = S,

then the function S(λ, t2) usually does not intertwine solutions of LDEs
with spectral parameter λ.
Instead, we define

W (λ, t2) =
[
W1(λ, t2) W2(λ, t2)

]

so that

W1Θ11 +W2Θ21 = Ip, W1Θ12 +W2Θ22 = S,

then the following lemma holds

Lemma 4.8. The pair of functions W (λ, t2) is in SI(Ũ,U∗) and
W (λ, t2)

∗Σ1(t2)W (µ, t2)

λ̄+ µ
≥ 0 on the domain of analyticity of W (λ, t2).

Proof: Since Θ(λ, t2) is invertible for all λ out of the spectrum of A1,

an element of Ũ is of the form Θ(λ, t2)

[
yλ(t2)
uλ(t2)

]
, where yλ(t2), uλ(t2)

satisfy (2.17) and (2.16) respectively. Then

W (λ, t2)Θ(λ, t2)

[
yλ(t2)
uλ(t2)

]
=

=
[
W1(λ, t2) W2(λ, t2)

] [ Θ11(λ, t2) Θ12(λ, t2)
Θ21(λ, t2) Θ22(λ, t2)

] [
yλ(t2)
uλ(t2)

]
=

=
[
W1Θ11 +W2Θ21 W1Θ12 +W2Θ22

] [ yλ(t2)
uλ(t2)

]
=

=
[
I S(λ, t2)

] [ yλ(t2)
uλ(t2)

]
= yλ(t2) + S(λ, t2)uλ(t2) ∈ U∗,

since yλ(t2) and S(λ, t2)uλ(t2) are in U∗.
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From the formula WΘ =
[
I S

]
, it follows that

W (λ, t2) =
[
I S(λ, t2)

]
Θ−1(λ, t2).

Consequently, the expression
W (λ, t2)

∗Σ1(t2)W (µ, t2)

λ̄+ µ
considered on

the domain of analyticity of W (·, t2) becomes

W (λ, t2)Σ1(t2)W
∗(µ, t2)

λ+ µ̄
=

=
[
I S(λ, t2)

] Θ−1(λ, t2)Σ1(t2)Θ
−1∗(µ, t2)

λ+ µ̄

[
I

S∗(µ, t2)

]
.

Since Θ(λ, t2) is a transfer function of a conservative vessel, its inverse
is a transfer function too and satisfies

Θ−1(λ, t2)Σ1(t2)Θ(µ, t2)
−1∗

λ + µ̄
≥ Σ1(t2)

and consequently,

W (λ, t2)Σ1(t2)W
∗(µ, t2)

λ+ µ̄
≥

[
I S(λ, t2)

]
Σ1(t2)

[
I

S∗(µ, t2)

]

≥
[
I S(λ, t2)

] [ −σ1(t2) 0
0 σ1(t2)

] [
I

S∗(µ, t2)

]

≥ S(λ, t2)σ1(t2)S
∗(µ, t2)− σ1(t2)

Notice that

W (λ, t2)Σ1(t2)W (−λ̄, t2) =
=

[
I S(λ, t2)

]
Θ−1(λ, t2)Σ1(t2)Θ

−1∗(−λ̄, t2)
[

I

S∗(−λ̄, t2)

]
=

=
[
I S(λ, t2)

]
Σ1(t2)

[
I

S∗(−λ̄, t2)

]
=

= S(λ, t2)σ1(t2)S
∗(−λ̄, t2)− σ1(t2) = 0,

by the properties of transfer functions for vessels. �

As a consequence of this theorem, we define

Definition 4.9. A pair of functions

W (λ, t2) =
[
W1(λ, t2) W2(λ, t2)

]

is called positive if the conditions of lemma 4.8 hold:

W (λ, t2) ∈ SI(Ũ,U∗), W (λ, t2)JW (λ, t2) ≥ 0 on C+
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5. Markov moments and partial realization problem in

the class RSI

Let S ∈ RS, and consider the Laurent expansion at infinity

S(λ) = Ip −B∗
X

−1(λI − A)−1Bσ1 = Ip −
∞∑

i=0

1

λi+1
B∗

X
−1AiBσ1

in terms of a given minimal realization. The matricesHi = B∗X−1AiBσ1
are called the Markov moments of S. The Partial Realization Problem
(or moment problem at infinity) in RS is defined as follows: Given
the first n+ 1 Markov moments H0, . . . , Hn, find all functions (if any)
S ∈ RS with these first n+1 moments. See [GKL] for a general study
of the partial realization problem. Similarly, one can define the Markov
moments for an element S ∈ RSI . We now give necessary conditions
which the moments of a function S ∈ RSI have to satisfy. Then we
consider the partial realization Problem 1.4, that is, given n+ 1 Cp×p-
valued functions H0(t2), . . . , Hn(t2), for a fixed choice of σ1, σ2, find all
S ∈ RSI with these first n+ 1 moments.

It is important to notice the following: fixing t2 = t02 and solving the
corresponding classical moment problem will not lead to a solution of
the problem in the class RSI because we cannot obtain the function
γ (and hence γ∗) from this solution.

5.1. Restrictions on Markov moments for functions in RSI.

We study the Markov moments of a function S ∈ RSI, which maps
solutions of the input ODE (2.16) to the output ODE (2.17) using a
minimal realization (4.4) of S. First we develop an analogue of the
formula ......... for 2D vessels with constant coefficients.

Theorem 5.1. For fixed σ1, σ2, γ, a necessary condition on γ∗ so that
there exists a vessel with the vessel parameters σ1, σ2, γ, γ∗ is

det Φ∗(λ, t2, t
0
2) = det Φ(λ, t2, t

0
2)

Proof: Let S ∈ SI be a function corresponding to the parameters
σ1, σ2, γ, γ∗. Then using a realization (4.4)

S(λ, t2) = Ip − B(t2)
∗
X

−1(t2)(λI − A1)
−1B(t2)σ1(t2)
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and Lyapunov equation (3.8) we shall obtain that

detS(λ, t2) = det
(
Ip − B(t2)

∗X−1(t2)(λI −A1)
−1B(t2)σ1(t2)

)

= det
(
I − B(t2)σ1(t2)B(t2)

∗X−1(t2)(λI − A1)
−1
)

= det
(
I + (A1X(t2) + X(t2)A

∗
1)X

−1(t2)(λI − A1)
−1
)

= det
(
I + A1(λI −A1)

−1 + X(t2)A
∗
1X

−1(t2)(λI − A1)
−1
)

= det ((λI + X(t2)A
∗
1X

−1(t2))(λI − A1)
−1)

= det(λI + A∗
1) det(λI − A1)

−1

= detS(λ, t02).

Consequently, taking determinant of the formula (2.21)

S(λ, t2)Φ(λ, t2, t
0
2) = Φ∗(λ, t2, t

0
2)S(λ, t

0
2)

we shall obtain that det Φ∗(λ, t2, t
0
2) = det Φ(λ, t2, t

0
2) for all points λ,

where detS(λ, t02) exists and is different from zero. Since it happens for
all points outside the spectrum of A1 and the functions det Φ∗(λ, t2, t

0
2),

det Φ(λ, t2, t
0
2) are entire they are equal for all λ. �

Since A1 is a constant matrix, at some stage the elements I, A1, . . . , A
n
1

will be linearly dependent and we obtain:

Lemma 5.2. Given S ∈ RSI , with Markov moments Hi(t2), i =
0, 1, . . .. Then exists N and constants µj, j = 1, . . . , N such that

(5.1)

N+1∑

j=0

µjHn−j(t2) = 0, n ≥ N + 1.

We notice that the first moment H0(t2) satisfies the linkage condition
(1.2):

γ∗(t2)− γ(t2) = σ2(t2)H0(t2)− σ1(t2)H0(t2)σ
−1
1 (t2)σ2(t2).

Let us denote

H0(t2) = C(t2)B(t2)σ1(t2) = (B(t2))
∗X−1(t2)B(t2)σ1(t2).

The functions B(t2), C(t2) satisfy the following differential equations

d

dt2
[B(t2)σ1(t2)] + A1B(t2)σ2(t2) +B(t2)γ(t2) = 0(5.2)

σ1(t2)
d

dt2
C(t2)− σ2(t2)C(t2)A1 − γ∗(t2)C(t2) = 0,(5.3)

see [M, MV1]. Thus, differentiating H0(t2), we obtain

d
dt2
H0(t2) = d

dt2
[C(t2)B(t2)σ1(t2)]

= σ−1
1 (t2)σ2(t2)C(t2)A1B(t2)σ1(t2)− C(t2)A1B(t2)σ2(t2)+
+σ−1

1 (t2)γ∗(t2)H0(t2)−H0(t2)σ
−1
1 (t2)γ(t2).
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In other words the second moment H1(t2) = C(t2)A1B(t2)σ1(t2) satis-
fies the following differential equation

σ−1
1 (t2)σ2(t2)H1(t2)−H1(t2)σ

−1
1 (t2)σ2(t2) =

= d
dt2
H0(t2)− σ−1

1 γ∗H0(t2) +H0(t2)σ
−1
1 (t2)γ(t2).

In the same manner the moments Hi(t2) and Hi+1(t2) are connected
by the following differential equation

(5.4)
σ−1
1 (t2)σ2(t2)Hi+1 −Hi+1(t2)σ

−1
1 (t2)σ2(t2) =

= d
dt2
Hi(t2)− σ−1

1 (t2)γ∗(t2)Hi(t2) +Hi(t2)σ
−1
1 (t2)γ(t2).

Notice also that

Hiσ
−1
1 H∗

0σ1 = B∗X−1Ai
1Bσ1B

∗X−1Bσ1 =
= B∗X−1Ai

1[−A1X −XA∗
1]X

−1Bσ1 =
= −Hi+1 −B∗X−1Ai

1XA
∗
1X

−1Bσ1 =
= −Hi+1 −B∗X−1Ai−1

1 [−Bσ1B∗ −XA∗
1]A

∗
1X

−1Bσ1 =
= −Hi+1 +B∗X−1Ai−1

1 Bσ1B
∗A∗

1X
−1Bσ1+

+B∗X−1Ai−1
1 XA∗

1A
∗
1X

−1Bσ1 =
= −Hi+1 +Hi−1σ

−1
1 H∗

1σ1 +B∗X−1Ai−1
1 XA2∗

1 X
−1Bσ1 =

= · · · =
= −Hi+1 +Hi−1σ

−1
1 H∗

1σ1 −Hi−2σ
−1
1 H2σ1+

+ · · ·+ (−1)iσ−1
1 H∗

i+1σ1

Consequently, the following formula holds:

(5.5) Hi+1σ
−1
1 + (−1)iσ−1

1 H∗

i+1 =
i∑

j=0

(−1)j+1Hi−jσ
−1
1 H∗

j .

Finally, we show how the third condition in Proposition 2.4 is reflected
in the moments Hi(t2). This condition means that the function S(λ, t2)
is σ1(t2) contractive, and, for example, the first moment H0(t2) satisfies
H0(t2)σ

−1
1 (t2) > 0. Using the minimality property, we have

spanAnBC
p = C

P ,

where P is the dimension of the state space. Thus, in order to have
X > 0 (or X−1 > 0) it is enough to demand

B∗(A∗)nX−1AnB > 0, for each n.

Using the Lyapunov (3.8) equation iteratively we shall obtain that this
condition becomes

H0σ
−1
1 > 0 n = 0,

−H2σ
−1
1 − σ−1

1 H∗
0σ1H1σ

−1
1 > 0 n = 1,

H4σ
−1
1 + σ−1

1 H∗
0σ1H3σ

−1
1 − σ−1

1 H∗
1σ1H2σ

−1
1 > 0 n = 2,

. . .
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More generally, for each n

(5.6) (−1)nH2nσ
−1
1 +

n−1∑

i=0

(−1)i+nσ−1
1 H∗

i σ1H2n−1−iσ
−1
1 > 0.

Theorem 5.3. Suppose that we are given moments Hi(t2), defined in
a neighborhood of the point t02 ∈ I. Then there exists n0 ≤ p2 such that
each element Hi+1 is uniquely determined from H0, . . . , Hi using the
algebraic formulas (5.5), and n0 LDEs with arbitrary initial conditions,
obtained from (5.4).

Remarks: 1. This theorem is of local nature. The number ”n0” ap-
pearing in the theorem may vary with the point t02, but is unchanged
in a small neighborhood of t02 by continuity.
2. We emphasize that in order to generate moments one needs produce
n0 initial conditions for each moment Hi. In other words, one need 2n0

complex numbers to determine H0, H1, etc.
3. The proof of the theorem allows to produce an algorithm to deter-
mine explicitly, up to n0 initial conditions, the Markov moments. The
arguments in the proof of the theorem are illustrated on an example
in the following subsection. This example exhibits all the difficulties
present in the general case.

Proof of 5.3: From formula (5.5) we obtain that the real or imaginary
part of Hi+1(t2) is uniquely determined from all the previous moments.
Suppose that ℜHi+1(t2) is known (that is, i is even); then using formula
(5.4) in which we insert the formula for ℜHi+1(t2) we shall obtain
an algebraic equation which gives p2 − n0 relations on the elements
of ℑHi+1(t2), where n0 is the dimension of the kernel of the linear
operator defined by the left handside of (5.4). Let us demonstrate it
more explicitly, let us rewrite the equation (5.4) as a system of p2 linear
equations in p2 variables ℑHkl

i+1, k, l = 1, . . . , p2:

(5.7)





∑
α11
klℑHkl

i+1 =
d
dt2
H11

i +
∑

[β11
klH

kl
i + δ11klℜHi+1]∑

α12
klℑHkl

i+1 =
d
dt2
H12

i +
∑

[β12
klH

kl
i + δ12klℜHi+1]

...∑
αnn
kl ℑHkl

i+1 =
d
dt2
Hnn

i +
∑

[βnn
kl H

kl
i + δnnkl ℜHi+1]

Here αij
kl, β

ij
kl, δ

ij
kl are functions of t2 derived from the vessel parameters.

Using basic algebra manipulations, it is enough to find a maximally
independent subset of equations in the left side of (5.7), and to obtain
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a system of p2 − n0 independent equations
(5.8)




∑
kl α

1
kl(t2)ℑHkl

i+1 = f1(
d

dt2
ℑHi(t2)

kl,ℑHi(t2),ℜHi+1)

∑
kl α

2
kl(t2)ℑHkl

i+1 = f2(
d

dt2
ℑHi(t2)

kl,ℑHi(t2),ℜHi+1)

...
∑

kl α
p2−n0

kl (t2)ℑHkl
i+1 = fp2−n0

(
d

dt2
ℑHi(t2)

kl,ℑHi(t2),ℜHi+1)

for linear functions fj and a system of linear dependent ones




0 = g1(
d

dt2
ℑHi(t2),ℑHi(t2),ℜHi+1)

0 = g2(
d

dt2
ℑHi(t2),ℑHi(t2),ℜHi+1)

...

0 = gn0
(
d

dt2
ℑHi(t2),ℑHi(t2),ℜHi+1)

for linear functions gj.
Consequently, from (5.8) we express p2−n0 elements of ℑHi+1 as func-
tions of other n0 elements of Hi+1 and of Hi. On the other hand, using
the same formula (5.4) with i+1 plugged instead of i, we shall obtain n0

differential equations for elements of ℑHi+1, which can be considered
as restrictions on n0 unknown elements:

(5.9) 0 = gj(
d

dt2
ℑHi+1(t2),ℑHi+1(t2)), j = 1, . . . , n0.

Notice that there are at least n0 unknown elements between these equa-

tions, because of the appearance of
d

dt2
ℑHi+1(t2) at the functions gj.

Since we obtain algebraic (5.8) and differential (5.9) equations, they
are all independent. So, if all elements of ℑHi+1 appear at these equa-
tions we shall obtain that one can uniquely solve them up to n0 initial
conditions.
If this is not the case, some of the elements, say p0 ≤ n0 will not appear
in the equations (5.8) and (5.9). We sum up these consideration with
the following description: we have obtained that p2 − p0 elements of
ℑHi+1 are determined from p0 unknown elements of ℑHi+1 and from
Hi via p

2 equations (5.8) and (5.9).
By induction the same will hold for Hi+2. In other words, p2 − p0
elements of Hi+2 are determined from p0 unknown elements of Hi+2

and from Hi+1 via p2 equations (5.8) and (5.9). This means that p0
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relations are obtained for the elements of Hi+2, which are actually
equations on the elements of Hi+1. This produce differential equations
on p0 unknown elements of Hi+1. Notice that the unknown elements
will appear only with one differentiation, since their derivatives did not
appear at the previous stage. Thus Hi+1 is uniquely determined up to
n0 initial conditions for some of its elements. �

Next theorem put some light on the connection between equations,
which determine the transfer function S(λ, t2) and its moments. This
theorem is similar to the property of a solution of a Riccati equation
[Ze, theorem 2.1]

Theorem 5.4. Suppose that S(λ, t2) is a continuous function of t2
for each λ, meromorphic in λ for each t2 and satisfies S(∞, t2) = I.
Suppose also that S(λ, t2) is an intertwining function of LDEs (2.16)
and (2.17). Then if the equality

S(λ, t2) = σ−1
1 (t2)S

−1∗(−λ̄, t2)σ1(t2)
holds for t02, then it holds for all t2.

Proof: Since S(λ, t2) intertwines solutions of (2.16) and (2.17), then
it satisfies the differential equation (2.22)

∂

∂t2
S(λ, t2) = σ−1

1 (t2)(σ2(t2)λ+ γ∗(t2))S(λ, t2)−

−S(λ, t2)σ−1
1 (t2)(σ2(t2)λ+ γ(t2)).

Consequently, using properties of γ∗, γ appearing in definition 1.1 we
obtain that the function σ−1

1 (t2)S
−1∗(−λ̄, t2)σ1(t2) satisfies the same

differential equation. If these two functions are equal at t02, from the
uniqueness of solution for a differential equation with continuous coef-
ficients, they are also equal for all t2. �

Corollary 5.5. Suppose that S(λ, t2) satisfies conditions of theorem
5.4, then the moments the equation for the moments (5.5) is excessive.

Proof: From theorem 5.4 it follows that

S(λ, t2)σ
−1
1 (t2)S

∗(−λ̄, t2)σ1(t2) = I,

where taking the expansion in moments for S(λ, t2) and for S∗(−λ̄, t2)
we will get the formulas (5.5). �

We want to present next a necessary restriction on γ∗(t2), derived from
the existence of a finite dimensional vessel:

Theorem 5.6. Let σ1, σ2, γ, γ∗ be vessel parameters, and V a finite
dimensional vessel corresponding to the m parameters. Then the en-
treis of the function γ∗ satisfies a polynomial differential equation of
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finite order with coefficients in the differential ring R, generated by
(the entries of) σ1, σ

−1
1 , σ2, γ.

Proof: Suppose that the transfer function of the vessel V, defined in
(2.11) is

S(λ, t2) = I −B∗(t2)X
−1(t2)(λI − A1)

−1B(t2)σ1(t2) = I −
∞∑

i=0

Hi

λi+1
,

and the linkage condition is

σ−1
1 (t2)γ∗(t2) = σ−1

1 (t2)γ(t2) + [σ−1
1 (t2)σ2(t2), H0(t2)].

Notice that if we differentiate this formula and use the equation for the
derivative of H0(t2) from the equation (5.4), we shall get

d

dt2

(
σ−1
1 (t2)γ∗(t2)

)
=

d

dt2

(
σ−1
1 (t2)γ(t2)

)
+ [

d

dt2
(σ−1

1 (t2)σ2(t2)), H0(t2)]+

+[σ−1
1 (t2)σ2(t2),

d

dt2
H0(t2)] =

=
d

dt2

(
σ−1
1 (t2)γ(t2)

)
+ f00(H0(t2)) + f01(H1(t2))

for linear in moments functions f00, f01 with coefficients depending on
R and γ∗. Similarly, differentiating this expression and using formula

(5.4) for
d

dt2
H0(t2) and

d

dt2
H1(t2), we shall obtain that the second

derivative is

d2

dt22

(
σ−1
1 (t2)γ∗(t2)

)
=

=
d2

dt22

(
σ−1
1 (t2)γ(t2)

)
+ f10(H0) + f11(H1(t2)) + f12(H2(t2)).

for linear in the moments functions f10, f11, f12 with coefficients de-

pending on R and γ∗,
d

dt2
γ∗. Continuing this differentiation further at

each step i we shall obtain an equation of the form

di

dti2

(
σ−1
1 (t2)γ∗(t2)

)
=

di

dti2

(
σ−1
1 (t2)γ(t2)

)
+

i∑

j=0

fij(Hj),

where fij is a linear function of Hj with coefficients, depending on R

and first i − 1 derivatives of γ∗ (this can be immediately seen by the
induction). But at some stage the moments start to repeat themselves
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due to equation (5.1). So, taking K derivatives we shall obtain equa-
tions of the following form
(5.10)



σ−1
1 (t2)γ∗(t2) = σ−1

1 (t2)γ(t2) + f00(H0(t2))
d

dt2

(
σ−1
1 (t2)γ∗(t2)

)
=

d

dt2

(
σ−1
1 (t2)γ(t2)

)
+ f10(H0(t2)) + f11(H1(t2))

d2

dt22

(
σ−1
1 (t2)γ∗(t2)

)
=

d2

dt22

(
σ−1
1 (t2)γ(t2)

)
+

2∑
j=0

f2j(Hj)

...
dN

dtN2

(
σ−1
1 (t2)γ∗(t2)

)
=

dN

dtN2

(
σ−1
1 (t2)γ(t2)

)
+

N∑
j=0

fNj(Hj)

...
dK

dtK2

(
σ−1
1 (t2)γ∗(t2)

)
=

dK

dtK2

(
σ−1
1 (t2)γ(t2)

)
+

N∑
j=0

fKj(Hj)

Suppose that that the dimension of the inner state is n (i.e. dimH =
n), then we get that each of the matrices Hj has n

2 entries and there is
the total number of n2(N+1) entries for the moments H0, . . . , HN . So,
taking ”enough” derivatives of γ∗(t2) (i.e., takingK so thatK dim(E)2 >
n2(N +1)) and eliminating all the entries of the moments, we shall ob-
tain a finite number of polynomial differential equation for the entries
of γ∗(t2). �

Remark: From this theorem is follows that γ∗ satisfies an equation of
the form

P (x, x′, x′′, . . . , x(K) = 0,

where P (x0, x1, x2, . . . , xK) is a non-commutative polynomial with co-
efficients in R.

5.2. Sturm Liouville vessel parameters. The following example
was extensively studied in [M2]. It deals with the Sturm Liouville
differential equation

d2

dt22
y(t2)− q(t2)y(t2) = λy(t2),

with the spectral parameter λ. The parameter q(t2) is usually called
the potential. For q(t2) = 0 this problem is easily solved by exponents
and in this case we shall call this equation trivial. In [M2] one connects
solutions of the more general problem with non trivial q(t2) to the
trivial one.
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Definition 5.7. the Sturm Liouville vessel parameters are given by

σ1 =

[
0 1
1 0

]
, σ2 =

[
1 0
0 0

]
, γ =

[
0 0
0 i

]
,

γ∗(t2) =

[
−iπ11(t2) −β(t2)
β(t2) i

]

for real valued continuous functions π11(t2), β(t2).

The input compatibility differential equation (2.16) is equivalent to
{
λu1(λ, t2)− ∂

∂t2
u2(λ, t2) = 0

− ∂
∂t2
u1(λ, t2) + iu2(λ, t2) = 0

where we denote uλ(t2) =

[
u1(λ, t2)
u2(λ, t2)

]
. From the second equation

one finds that u2(λ, t2) = −i ∂
∂t2
u1(λ, t2) and plugging it back to the

first equation, we shall obtain the trivial Sturm Liouville differential
equation with the spectral parameter iλ for u1(λ, t2):

∂2

∂t22
u1(λ, t2) = iλu1(λ, t2).

For the output yλ(t2) =

[
y1(λ, t2)
y2(λ, t2)

]
, we shall obtain that (2.17) is

equivalent to the system of equations
{

(λ− iπ11(t2))y1(λ, t2)− ( ∂
∂t2

+ β(t2))y2(λ, t2) = 0

(β(t2)− ∂
∂t2

)y1(λ, t2) + iy2(λ, t2) = 0
,

from which we immediately obtain that y2(λ, t2) = i(β(t2)− ∂
∂t2

)y1(λ, t2)
and plugging it into the first equation

∂2

∂t22
y1(λ, t2)− (π11(t2) + β ′(t2) + β2(t2))y1(λ, t2) = iλy1(λ, t2),

which means that y1(λ, t2) satisfies the Sturm Liouville differential
equation with the spectral parameter iλ and the potential q(t2) =
(π11(t2) + β ′(t2) + β2(t2)).

The first equation (1.2) considered for H0 =

[
H11

0 H12
0

H21
0 H22

0

]
becomes

[
−iπ11(t2) −β(t2)
β(t2) 0

]
=

[
H11

0 −H22
0 H12

0

−H12
0 0

]
.

from where we conclude that

(5.11) H12
0 = −β(t2), H11

0 −H22
0 = −iπ11(t2).



38 D. ALPAY, A. MELNIKOV, AND V. VINNIKOV

Let us consider the differential equation (5.4), where we use the nota-

tion H1 =

[
H11

1 H12
1

H21
1 H22

1

]
. Substituting the expressions for the vessel

parameters, we shall obtain




d
dt2
H11

0 − βH11
0 − iH21

0 = −H12
1 ,

d
dt2
H12

0 − βH12
0 + i(H11

0 −H22
0 ) = 0,

d
dt2
H21

0 + iπ11H
11
0 + βH21

0 = H11
1 −H22

1 ,
d
dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0 = H12

1 .

and consequently, using the formulas (5.11) the second equation results
in

(5.12) π11 =
d

dt2
β − β2.

Together the first and the fourth equations give

H12
1 = −(

d

dt2
H11

0 − βH11
0 − iH21

0 ) =
d

dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0

from where we obtain using (5.11)

(5.13)
d

dt2
[H11

0 +H22
0 ] = 0 ⇒ H11

0 +H22
0 = C ∈ C,

Additionally, H0 has to satisfy H0 = σ−1
1 H∗

0σ1. Using this relation we
shall obtain that[

H11
0 H12

0

H21
0 H22

0

]
=

[
0 1
1 0

] [
(H11

0 )∗ (H21
0 )∗

(H12
0 )∗ (H22

0 )∗

] [
0 1
1 0

]
⇒

⇒





H11
0 = (H22

0 )∗

H12
0 = (H12

0 )∗

H21
0 = (H21

0 )∗

H22
0 = (H11

0 )∗

from where we conclude that

(5.14) H11
0 = (H22

0 )∗, H12
0 = (H12

0 )∗, H21
0 = (H21

0 )∗.

As we can see H21
0 = h210 is a real valued (arbitrary at this stage)

function, and H0 is as follows

(5.15) H0 =



r − iπ11

2
−β

h210
r + iπ11

2


 ,

where r ∈ R.
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Let us perform the same calculations for H1. From the algebraic equa-
tion (5.5)

H1σ
−1
1 + σ−1

1 H∗

1 = −H0σ
−1
1 H∗

0

we obtain that[
H12

1 + (H12
1 )∗ H11

1 + (H22
1 )∗

H22
1 + (H11

1 )∗ H21
1 + (H21

1 )∗

]
= −H0σ

−1
1 H∗

0

From the equation (5.4) with i = 0 we obtain as before that

H11
1 −H22

1 =
d

dt2
H21

0 + iπ11H
11
0 + βH21

0 ,(5.16)

H12
1 =

d

dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0 .(5.17)

and the same equation (5.4) with i = 1 produces similarly to the pre-
vious case

d

dt2
H12

1 − βH12
1 + i(H11

1 −H22
1 ) = 0,(5.18)

d

dt2
(H11

1 +H22
1 ) = −iπ11H12

1 + β(H11
1 −H22

1 ).(5.19)

Plugging (5.16) and (5.17) into (5.18), we shall obtain that H21
0 = h210

have to satisfy the following differential equation of the first order:

d

dt2
( d
dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0 )−

−β( d
dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0 )+

+i d
dt2
H21

0 − π11H
11
0 + iβH21

0 = 0.

or after cancellations

(5.20) 2i(H21
0 )′ = i(π11H

12
0 )′ ++βπ11H

12
0 − π11(H

22
0 −H11

0 )− d2

dt22
H22

0 .

Inserting here the expressions for H ij
0 appearing in (5.15) we shall ob-

tain that the real part of the last equality can be derived from the
equation (5.12):

r

2
[β ′ − β2 − π11] = 0.

The imaginary part gives the following equation

4
d

dt2
h210 =

d

dt2
(π11β) + βπ′

11 − β2π11 − π2
11 − π′′

11.

Suppose (see [M2]) that there exists a function τ such that β = −τ
′

τ
.

Then using (5.12) π11 = −τ
′′

τ
and inserting these equations into the
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formula for d
dt2
h210 we obtain that

4
d

dt2
h210 =

τ (IV )

τ
− (

τ ′′

τ
)2.

Let us write down the formulas for the elements of H1:




H12
1 = d

dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0 , (5.17)

H11
1 −H22

1 = d
dt2
H21

0 + iπ11H
11
0 + βH21

0 , (5.16)
d
dt2

(H11
1 +H22

1 ) = −iπ11H12
1 + β(H11

1 −H22
1 ), (5.19)

2i(H21
1 )′ = i(π11H

12
1 )′ + βπ11H

12
1 − π11(H

22
1 −H11

1 )− d2

dt2
2

H22
1 (5.20)′

The last equation (5.20)′ is obtained from (5.20) by substituting the
index 0 at H ij

0 by the index 1: H ij
1 .

Finally, we obtain that in the general case Hi+1 is derived from Hi

using a system of similar equations. Denote

Mi =
d
dt2
H22

i + iπ11H
12
i + βH22

i + iH21
i ,

Li =
d
dt2
H21

i + iπ11H
11
i + βH21

i

then
(5.21)



H12
i+1 =Mi,

H11
i+1 −H22

i+1 = Li,
d
dt2

(H11
i+1 +H22

i+1) = −iπ11Mi + βLi,

2i d
dt2
H21

i+1 = −L
′′
i

2
+
i

2
(π11Mi)

′ +
(βLi)

′

2
+ βπ11Mi + π11Li.

from where we see that Markov moments are defined up to initial con-
ditions for n0 = 2 elements. Notice that p0 = 1 in this case.
Let us also demonstrate theorem 5.6 for the Sturm Liouville parameters
from definition 5.7. We will take the simplest case n = 1 and as a result
the transfer function is

S(λ, t2) = I − 1

λ+ z
C(t2)B(t2)σ1 = I −

∞∑

i=0

1

λi+1
(−z)iC(t2)B(t2)σ1.

We have already seen (in (5.12)) that γ∗ is necessarily of the form

γ∗(t2) =

[
i(β ′ − β2) −β

β i

]

for a real valued function β(t2) on I. In this case, N = 0 which means
that the first moment is a multiple of the zero moment: H1 = −zH0.
Since the vessel parameters are constant the differential ring R = C
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is trivial. Using the formulas developed in [M2] we shall obtain that
τ = exp

∫
β satisfies

(
d

dt2
− k)(

d

dt2
− k̄)(

d

dt2
+ k)(

d

dt2
+ k̄)τ = 0.

for k =
√
−iz, which may obviously be rewritten as a polynomial

differential equation for β, after inserting the formula for τ = exp
∫
β

and multiplying by τ−1.

5.3. Partial realization problem. In this section we want to solve
the partial realization problem 1.4. The key idea here is analyzing of
the equations (1.2) and (5.4). First, from the equation (1.2) we find
that

γ∗(t2) = γ(t2) + σ2(t2)H0(t2)− σ1H0(t2)σ
−1
1 σ2(t2)

Consider now the system of equations (5.4) for i = 1, . . . , n− 1, where
we substitute γ∗(t2) by the formula (1.2) above:

d
dt2
Hi − σ−1

1 γ∗Hi +Hiσ
−1
1 γ = σ−1

1 σ2Hi+1 −Hi+1σ
−1
1 σ2 ⇔

d
dt2
Hi − σ−1

1 (γ + σ2H0 − σ1H0σ
−1
1 σ2)Hi +Hiσ

−1
1 γ =

= σ−1
1 σ2Hi+1 −Hi+1σ

−1
1 σ2 ⇔

−σ−1
1 γHi +Hiσ

−1
1 γ =

= − d
dt2
Hi + (σ2H0 − σ1H0σ

−1
1 σ2)Hi + σ−1

1 σ2Hi+1 −Hi+1σ
−1
1 σ2

This condition can be rewritten in a more compact way as

(5.22) [Hi, σ
−1
1 γ] = − d

dt2
Hi − σ1[H0, σ

−1
1 σ2]Hi − [Hi+1, σ

−1
1 σ2],

where [A,B] = AB − BA denotes the commutator of A and B.
So, the question which arises here is whether every function γ, which
solves (5.22) produces a solution of the partial realization problem 1.4.
We connect the solution of the partial realization problem 1.4 to the
classical one.

Theorem 5.8. Assume that we are given functions σ1, σ2 and Markov
moments Hi(t2), i = 0, . . . , n (n ≥ 0) defined in a neighborhood of a
point t02 ∈ I, satisfying the necessary conditions (5.5) and (5.6). As-
sume also that the following necessary conditions are also satisfied:

(1) The classical partial realization problem for the moments Hi(t
0
2)

i = 1, . . . , n has a solution, which we denote by S ∈ RS with a
minimal realization

S(λ, t02) = I − B0X
−1
0 (λI −A0)

−1B0σ1(t
0
2)
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(2) There exists a solution γ(t2) of the equations (5.22) for each
i ∈ {0, . . . , n}, and such that B(t2), X(t2) defined from the
formulas (4.1), (4.3) using B0, A0, X0 and γ(t2) realize the
first moment:

H0(t2) = (B(t2))
∗
X(t2)

−1B(t2)σ1(t2).

Then, the function

S(λ, t2) = I −B(t2)X(t2)
−1(λI −A0)

−1B(t2)σ1(t2)

is a solution of the partial realization problem 1.4, with γ∗(t2) given by
the equation (1.2).

Proof: Using simple calculation and the definitions of B(t2),X(t2) it
follows that the function S(λ, t2) intertwines solutions of the input and
output LDEs, with γ∗ defined as in the theorem, is equal to Ip at∞, and
is continuous for each λ. Since the Lyapunov equation holds, the func-
tion S(λ, t2) ∈ RSI. It remains to show that it has the given Markov
moments. By construction the first moment of S(λ, t2) is H0(t2). By
Theorem 5.3 the second moment of S(λ, t2) satisfies (5.4) with i = 0,
and differential equations with n0 initial conditions. But these initial
conditions are obtained from the realization S(λ, t02). This way we ob-
tain the first moment of S(λ, t2). The other moments are obtained by
iteration. �

Remarks: 1. If there is a linear combination H(t2) =
n−1∑
i=0

αiHi(t2)

which has its spectrum disjoint from −H(t2) then γ is uniquely deter-
mined from

[
n−1∑
i=0

αiHi, σ
−1
1 γ] =

= − d

dt2

n−1∑
i=0

αiHi − σ1[H0, σ
−1
1 σ2]

n−1∑
i=0

αiHi − [
n−1∑
i=0

αiHi+1, σ
−1
1 σ2]

.

2. Case σ1(t2) > 0: The equation (5.22) is then uniquely solvable
for γ if the spectrum because the first Markov moment H0(t2) is self
adjoint and strictly positive, and thus the spectra of H0 and −H0 are
disjoint.

6. Nevanlinna-Pick interpolation problem

Nevanlinna-Pick (NP) interpolation problem 1.6 is similar to non com-
mutative, Riemann surface cases and involves specifying the exact class
of input-output mappings, and a finite number of inputs that are to
be mapped to the corresponding outputs. In our case this yields fixing
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bothU(λ,
∂

∂t2
; t2) andU∗(λ,

∂

∂t2
; t2), a set of values wi, i = 1, . . . , N for

the spectral parameter, and corresponding solutions ξi(t2) and ηi(t2)
of the input and the output LDEs, respectively, as it is defined in the
problem 1.6.
Since everything is determined by the initial conditions, this reduces to
the NP problem at some fixed t02 ∈ I, except that now γ∗ is fixed, yield-
ing a constraint on the solution parameter S0. According to remark,
following the theorem 5.6 γ∗ satisfies an equation of the form

P (x, x′, x′′, . . . , x(K)) = 0

for a non-commutative polynomial with coefficients in R. Since the
derivatives of γ∗ may be represented using the moments Hi(t2) differ-
entiating the linkage condition (2.8) and using (5.4), we shall obtain
that the moments have to satisfy an equation of the form

P ′(H0, H1, . . . , Hn) = 0

for a non-commutative polynomial P ′ with coefficients in R. On the
other hand, they must be linearly dependent, which is a necessary con-
dition and the formula (5.1) must hold. Consequently, there must be a
minimal (with respect to the index N - the biggest moment appearing)
linear combination

N∑

i=1

µiHi(t2)

of the moments such that it divides from the left and from the right
the polynomial P ′(H0, H1, . . . , Hn). In this way we shall be obtain the
coefficients µi, which are also coefficients of the minimal polynomial for
the final operator A1.
Next we shall look for functions S0 ∈ RS, which has A1 with the
prescribed minimal polynomial. Notice that this also means that the
Jordan block structure of the class of A1 is defined in this manner. It
is remained to choose values for B0,X0 so that the system of equations
(5.10) will be satisfied at the point t02. This follows from the fact that
γ∗,0 corresponding to the function S0 will have the same initial values as
the given γ∗ and, moreover, there will be obtained the same differential
equations for the γ∗ and γ∗,0. We now present the exact statement

Theorem 6.1. Suppose that there is a realization of S0 ∈ RS

S0(λ, t2) = I − B∗

0X
−1(λI − A1)

−1B0σ1(t
0
2),

then S0 is a solution of the Nevanlinna-Pick interpolation problem 1.6,
if the minimal polynomial of A1 is equal to the minimal polynomial
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defined from γ∗ and if the moments Hi of the functions S0 satisfy the
system of equations (5.10) at t02.

Proof: We construct first a polynomial P (x, x′, x′′, . . . , x(K)) from γ∗
as it is explained in the text preceding the theorem. Then we find a
minimal polynomial for A1, obtained from P ′(H0, H1, . . . , Hn) by sub-
stituting Hi with x

i. Then the moments of the function S0(λ, t2)RSI

constructed from S0 ∈ RS will satisfy the same differential equations
appearing in theorem (5.10). As a result the output γ∗,0 of the function
S0(λ, t2) will satisfy the same polynomial differential equation as the
given γ∗ and will have the same initial conditions, which means that
γ∗,0 = γ∗, which finishes the proof. �

We now solve Problem 1.7.

Theorem 6.2. Given Cp×p-valued functions σ1, σ2, γ, an interval I
and N quadruples < t

j
2, wj, ξj, ηj > where tj2 ∈ I, wj ∈ C+, ξj, ηj ∈ C1×p

j = 1, . . .N , and assume that the corresponding matrices X̃i > 0. Then
there exists a solution of the Nevanlinna-Pick problem 1.7, i.e. there
exists a function S ∈ RSI satisfying S(wi, t

i
2)ξi = ηi if and only

if there exists n ∈ N, matrices Ai
0,X

i
0,∈ C(n−1)×(n−1) with Xi

0 > 0,
Bi

0 ∈ Cp×(n−1), Vij ∈ Cn×n such that for Ai, Bi,Xi defined by

Bi =

[
Bi

0

ηi − ξi

]
(6.1)

Xi =

[
Xi

0 0

0 X̃i

]
(6.2)

Ai =




Ai
0

Bi
0σ1(t

i
2)ξ

∗
i

X̃i

−ηiσ1(ti2)(Bi
0)

∗(Xi
0)

−1 −w∗
i −

ηiσ1(t
i
2)(η

∗
i − ξ∗i )

X̃i


(6.3)

it holds that

(1) Ai = VijAjV
−1
ij ,

(2)
∮
(λI − Ai)

−1Biσ
−1
1 (tj2)Φ

−1(λ, tj2, t
i
2)dλ = VijBj.

and the matrix X(t2),

X(t2) = Xi +

∫ t2

ti
2

Bi(y)σ2(y)(Bi(y))
∗dy

is invertible on the interval I.

Proof: For each ti2 all the functions which satisfy S(wi, t
i
2)ξi = ηi are

of the form TΘi
(Si

0(λ, t2)), provided X̃i =
ξiσ1(t

i
2)ξ

∗
i − ηiσ1(t

i
2)η

∗
i

w∗
i + wi

> 0.
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Here

Θi(λ) =



I +

η∗i ηiσ1

X̃i(λ+ w∗
i )

η∗i ξiσ1

X̃i(λ+ w∗
i )

− ξ∗i ηiσ1

X̃i(λ+ w∗
i )

I − ξ∗ξσ1

X(λ+ w∗)




and Si
0 ∈ RS. Given a minimal realization

Si
0(λ) = I − (Bi

0)
∗(Xi

0)
−1(λI − Ai

0)
−1Bi

0σ1(t
i
2)

of Si
0, we shall obtain from formulas (3.15), (3.16), (3.17) the formulas

(6.1), (6.2), (6.3) in the theorem. In view of Theorem 4.7, a necessary
and sufficient condition to obtain the same function S(λ, t2) for every
i is that there exist invertible constant matrices Vij such that the op-
erators Ai are similar. In other words there must exist Vij such that
Ai = VijAjV

−1
ij . Moreover, the second part of theorem 4.7 tells that

additionally the equality
∮

(λI − Ai)
−1Biσ

−1
1 (tj2)Φ

−1(λ, tj2, t
i
2)dλ = VijBj

must hold. �
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ON THE CLASS SI OF J-CONTRACTIVE

FUNCTIONS INTERTWINING SOLUTIONS OF

LINEAR DIFFERENTIAL EQUATIONS

DANIEL ALPAY, ANDREY MELNIKOV, AND VICTOR VINNIKOV

Abstract. In the PhD thesis of the second author under the
supervision of the third author was defined the class SI of J-
contractive functions, depending on a parameter and arising as
transfer functions of overdetermined conservative 2D systems in-
variant in one direction. In this paper we extend and solve in the
class SI, a number of problems originally set for the class S of
functions contractive in the open right-half plane, and unitary on
the imaginary line with respect to some preassigned signature ma-
trix J . The problems we consider include the Schur algorithm,
the partial realization problem and the Nevanlinna-Pick interpo-
lation problem. The arguments rely on a correspondence between
elements in a given subclass of SI and elements in S. Another
important tool in the arguments is a new result pertaining to the
classical tangential Schur algorithm.
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1. Introduction

Functions S(λ), which are Cp×p-valued, analytic and contractive in the
open right half plane C+, or equivalently, such that the kernel

K(λ, w) =
Ip − S(w)∗S(λ)

λ+ w∗

is positive1 in C+, play an important role in system theory, inverse
scattering theory, network theory and related topics; see for instance
[L], [BC], [DD], [He], [A]. Here, positivity of the kernel means that for
every n ∈ N and every choice of points w1, . . . , wn ∈ C+ and vectors
ξ1, . . . , ξn ∈ C1×p the n× n Hermitian matrix

[
ξiK(wi, wj)ξ

∗

j )
]
i,j=1,...n

is positive (that is, has all its eigenvalues greater or equal to 0).

Far reaching generalizations of this class were introduced in [M, MV1,
MVc], in the study of 2D-linear systems (say, with respect to the vari-
ables (t1, t2)), invariant with respect to the variable t1. To introduce
the classes defined in these papers we first need a definition.

Definition 1.1. Let σ1, σ2, γ and γ∗ be C
p×p-valued functions, contin-

uous on an interval I = [a, b]. Suppose moreover that σ1 and σ2 take
self-adjoint values, and that σ1 is differentiable and invertible on I, and
that the following relations hold:

γ(t2) + γ(t2)
∗ = γ∗(t2) + γ∗(t2)

∗ = − d

dt2
σ1(t2), t2 ∈ I.

1positive-definite in the classical terminology
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Then σ1, σ2, γ, γ∗ and the interval I are called vessel parameters.

The class of functions SI corresponding to thr vessel parameters σ1,
σ2, γ, γ∗ and the interval I was introduced in [M, MVc] (see Definition
2.7 below) and consists of the functions S(λ, t2) of two variables λ, t2
such that for every t2 ∈ I the function S(λ, t2) is meromorphic in C+

and the kernel

(1.1)
σ1(t2)− S(w, t2)

∗σ1(t2)S(λ, t2)

λ+ w∗

is positive for λ and ω in the domain of analyticity of S(λ, t2) in C+.
For positive σ1(t2), the positivity of the kernel implies that S is analytic
in C+; see [Do], [A]. For general (invertible) σ1(t2), the entries of S are
of bounded type and S has at most poles in C+; see [ADRS]. It is also
required that S(λ, t2) is analytic at infinity for each t2, with value Ip
there, and that S(λ, t2) maps solutions of the input Linear Differential
Equation (LDE) with the spectral parameter λ

λσ2(t2)u(λ, t2)− σ1(t2)
∂

∂t2
u(λ, t2) + γ(t2)u(λ, t2) = 0,

to solutions of the output LDE

λσ2(t2)y(λ, t2)− σ1(t2)
∂

∂t2
y(λ, t2) + γ∗(t2)y(λ, t2) = 0.

It is proved in [M, MVc] that elements of SI are the transfer functions
of t1-invariant conservative 2D systems; see Section 2.

The purpose of this paper is to study various questions in the class SI

such as Nevanlinna-Pick interpolation, property of moments, etc. A
key result is the following theorem, which we prove in the sequel; see
Section 4.
Theorem 4.1 Let us fix the parameters σ1, σ2, and γ, and the interval
I. Then for every t02 ∈ I there is a one-to-one correspondence between
pairs (γ∗, S) such that S ∈ SI and γ∗ continuous in a neighborhood
of t02, and functions Y (λ), meromorphic in C+, and with the following
properties

(1) Y (∞) = Ip,
(2) Y (λ)∗σ1(t

0
2)Y (λ) ≤ σ1(t

0
2) for λ ∈ C+ where Y is analytic, and

(3) Y (λ)∗σ1(t
0
2)Y (λ) = σ1(t

0
2) for almost λ satisfying ℜλ = 0 and

where Y (λ) is the non-tangential limit.

As mentioned above the σ1(t2)-contractivity of Y implies that Y is of
bounded type in C+, and thus the asserted non-tangential limits exist
almost everywhere.
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Definition 1.2. The class of functions Y with the properties in Theo-
rem 4.1 will be will be denoted by S(t02) and the functions will be called
σ1(t

0
2)-inner. The subclass of rational functions of S(t02) will be denoted

by RS(t02).

For the sequel, it is important to notice that the general tangential
Schur algorithm developped in [AD] can be applied to functions in
S(t02), and in particular in RS(t02).

Definition 1.3. RSI will denote the subclass of functions in SI

which are rational in λ for every t2 ∈ I.

The paper consists of six sections besides the introduction, and we
now describe their content. In Section 2 we review the main results
from [M] (see details in [MV1] and [MVc]) on t1-invariant conservative
2D-systems, relevant to the present work. In particular the class SI

mentioned above consists of the transfer functions of these systems.
In Section 3 we present the reproducing kernel space approach to the
tangential Schur algorithm for the class S, as developed in [AD]. We
obtain in particular new formulas which allow us to find the main op-
erator in a realization of an element of S after one iteration of the
tangential Schur algorithm; see formulas (3.15), (3.17), (3.16) in The-
orem 3.5. In Section 4 we develop the tangential Schur algorithm for
a function S(λ, t2) ∈ SI . Applying directly the theory of the previous
section to S(λ, t2) leads to a new function which need not belong to
SI. Instead, we apply the Schur algorithm to the σ1(t

0
2)-inner function

S(λ, t02) for some preassigned t02 ∈ I, and obtain a simpler (in terms of
McMillan degree) σ1(t

0
2)-inner function S0(λ, t

0
2). We use Theorem 4.1

to obtain an element in a class SI from S0(λ, t
0
2). We call this pro-

cedure the tangential Schur algorithm for the class SI. We study in
Section 5 the coefficients (called the Markov moments) Hi(t2) of the
expansion of S(λ, t2) around λ = ∞

(1.2) S(λ, t2) = Ip −
∞∑

i=0

1

λi+1
Hi(t2)

It turns out that the first Markov momentH0(t2) satisfies the Lyapunov
equation
(1.3)
γ∗(t2)− γ(t2) = σ2(t2)H0(t2)− σ1(t2)H0(t2)σ

−1
1 (t2)σ2(t2), t2 ∈ I,

which means that given the functions σ1, σ2, γ and H0 on I, one can
uniquely reconstruct γ∗, and, as a result of Theorem 4.1, there will
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exists a unique function S(λ, t2) (t2 ∈ I) with the given Markov param-
eters. We prove the following theorem 5.5 on the structure of Markov
moments:
Theorem Suppose that we are given moments Hi(t2), defined in a
neighborhood of the point t02 ∈ I. Then there exists n0 ≤ p2 such that
each element Hi+1 is uniquely determined from H0, . . . , Hi using the
algebraic formulas (5.5), and n0 LDEs with arbitrary initial conditions,
obtained from (5.4). Moreover, n0 equations must be satisfied by the
elements of γ∗(t2).
Starting from the Markov coefficients at infinity, constructed under
conditions of Theorem 5.5 we recover in Section 6 the transfer function
S(λ, t2). In the arguments we make use of a Krein-space realization
theorem of Dijksma–Langer–de Snoo for analytic functions at infinity
[DLdeS, Theorem 3]. By a counterexample, we show that it is not
always possible to reconstruct the function using Hilbert space realiza-
tions.
In Section 7 we study two generalizations of Nevanlinna Pick inter-
polation problem in the class SI . Let us recall that in the classical
Nevanlinna Pick interpolation problem [N, P] Schur analysis plays a
special role; see for instance [FK], [Dy], [A]. Schur analysis gives a
parametrization of all solutions (when they exist) for the given data.
The first problem 1.4 is similar to the non commutative and Riemann
surface cases and involves specifying the exact class of input-output
mappings, and a finite number of inputs that are to be mapped to the
corresponding outputs. In our case this yields fixing vessels parameters
and a set of values wi, i = 1, . . . , N and corresponding solutions ξi(t2)
and ηi(t2) of the input and the output LDEs, respectively:

Problem 1.4 (Nevanlinna-Pick interpolation). Let σ1, σ2, γ, γ∗ be ves-
sel parameters and let I be an interval. Let N ∈ N and wi, i = 1, . . . , N
be complex numbers. Suppose also that N input functions ξi(t2) satis-
fying (2.16) with corresponding spectral parameters wi’s, and N output
functions ηi(t2) satisfying (2.17) with the given wi’s.

(1) Give sufficient and necessary conditions, so that there exists
S(λ, t2) ∈ SI such that S(wj, t2)ξi(t2) = ηi(t2), j = 1, . . . , N ,
on a sub-interval of I.

(2) Describe the set of all solutions for this problem.

The second problem uses the fact that we can also specify the data for
different values of t2 and is more similar to the classical one:
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Problem 1.5. Given Cp×p-valued functions σ1, σ2, γ defined on I, and
given N quadruples < t

j
2, wj, ξj, ηj >, where t

j
2 ∈ I, wj ∈ C+, ξj , ηj ∈

C1×p j = 1, . . . N , then:

(1) Give sufficient and necessary conditions, so that there exists γ∗
and S(λ, t2) ∈ SI such that S(wj, t

j
2)ξj = ηj, j = 1, . . . , N , on

a sub-interval of I containing all the tj2.
(2) Describe the set of all solutions for this problem.

If all the values tj2 = t02 are equal, we have to find a function S(λ, t02)
satisfying S(wj, t

0
2)ξj = ηj . Thus, the above problem is a generalization

of the classical Nevanlinna-Pick interpolation problem. We also remark
that we do not address the question of describing the set of all solutions.
Remarks: Some of the results presented here have been announced in
[AMV].

2. t1 invariant conservative 2D systems.

The material in this section is taken from [M, MV1, MVc], where proofs
and more details can be found. The origin of this theory can be found
in the paper [Li].

2.1. Definition. An overdetermined conservative t1-invariant 2D sys-
tem is a linear input-state-output (i/s/o) system, which consists of
operators depending only on the variable t2 and is of the following
form:

(2.1) IΣ :





∂
∂t1
x(t1, t2) = A1(t2)x(t1, t2) + B̃1(t2)u(t1, t2)

x(t1, t2) = F (t2, t
0
2)x(t1, t

0
2) +

t2∫
t0
2

F (t2, s)B̃2(s)u(t1, s)ds

y(t1, t2) = u(t1, t2)− B̃(t2)
∗x(t1, t2),

where the variable t1 belongs to R, and the variable t2 belongs to some
interval I. Furthermore, the input u(t1, t2) and the output y(t1, t2)
take values in some Hilbert space E and the state x(t1, t2) takes values
in the Hilbert space Ht2 . We assume that u(t1, t2) and y(t1, t2) are
continuous functions of each variable when the other variable is fixed.
The operators of the system are supposed to satisfy the following:

Assumptions 2.1.

(1) A1(t2) : Ht2 → Ht2, and B̃(t2) : E → Ht2 are bounded operators
for all t2,

(2) The functions σ1, σ2, γ, γ∗ : E → E , are continuous in the oper-
ator norm topology.
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(3) σ1(t2) is an invertible operator for every t2 ∈ I.
(4) F (t, s) is an evolution continuous semi-group.

For continuous inputs u(t1, t2), the inner state is continuously differ-
entiable. Requiring now the invariance of the system transition from
(t01, t

0
2) to (t1, t2) via the points (t01, t2) and (t1, t

0
2) respectively, is equiv-

alent to the equality of second order partial derivatives of x(t1, t2):

(2.2)
∂2

∂t1∂t2
x(t1, t2) =

∂2

∂t2∂t1
x(t1, t2).

Substituting in this equality the system equations we obtain that for
the free evolution u(t1, t2) = 0 the so called Lax equation holds

(2.3) A1(t2) = F (t2, t
0
2)A1(t

0
2)F (t

0
2, t2).

Inserting (2.3) into (2.2) we see that the input u(t1, t2) has to satisfy
the following PDE

B̃(t2)σ2(t2)
∂
∂t1
u(t1, t2)− B̃(t2)σ1(t2)

∂
∂t2
u(t1, t2)−(

A1(t2)B̃(t2)σ2(t2) + F (t2, t
0
2)

∂
∂t2

[F (t02, t2)B̃(t2)σ1(t2)]
)
u(t1, t2) = 0.

Assuming the existence of a function γ(t2) satisfying
(2.4)

A1(t2)B̃(t2)σ2(t2) + F (t2, t
0
2)
∂

∂s
[F (t02, t2)B̃(t2)σ1(t2)] = −B̃(t2)γ(t2)

we obtain that it is enough that u(t1, t2) satisfies the PDE

(2.5) σ2(t2)
∂

∂t1
u(t1, t2)− σ1(t2)

∂

∂t2
u(t1, t2) + γ(t2)u(t1, t2) = 0.

The output y(t1, t2) should satisfy the output compatibility condition of
the same type as for the input compatibility condition (2.5), namely:

(2.6) σ2(t2)
∂

∂t1
y(t1, t2)− σ1(t2)

∂

∂t2
y(t1, t2) + γ∗(t2)y(t1, t2) = 0.

Inserting here y(t1, t2) = u(t1, t2)− B̃(t2)
∗x(t2, t2) we obtain that

0 = σ2(t2)B̃(t2)
∗A1(t2)F (t2, t

0
2)−(2.7)

−σ1(t2)
∂

∂t2
[B̃(t2)

∗F (t2, t
0
2)] + γ∗(t2)B̃(t2)

∗F (t2, t
0
2)

γ(t2) = σ1(t2)B̃(t2)
∗B̃(t2)σ2(t2)−(2.8)

−σ2(t2)B̃(t2)
∗B̃(t2)σ1(t2) + γ∗(t2).
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The fact that the system is lossless comes from the requirement of the
so called energy balance equations:

∂

∂ti
〈x(t1, t2), x(t1, t2)〉Ht2

+ 〈σi(t2)y(t1, t2), y(t1, t2)〉E =

= 〈σi(t2)u(t1, t2), u(t1, t2)〉E , i = 1, 2,

which means that the energy of the output is distributed between the
energy of the input and the change of the energy of the state of the
system. Immediate consequences of this requirement are

0 = A1(t2) + A∗
1(t2) + B̃(t2)σ1(t2)B̃(t2)

∗,(2.9)

d

dt2
[F ∗(t2, t

0
2)F (t2, t

0
2)] = F ∗(t2, t

0
2)B̃(t2)

∗σ2(t2)B̃(t2)F (t2, t
0
2).(2.10)

In this manner we obtain the notion of conservative vessel in the integral
form, which is a collection of operators and spaces

V = (A1(t2), F (t2, t
0
2), B̃(t2); σ1(t2), σ2(t2), γ(t2), γ∗(t2);Ht2 , E)

where the operators satisfy the regularity assumptions 2.1, and the
following vessel conditions:

0 = A1(t2) + A∗
1(t2) + B̃(t2)

∗σ1(t2)B̃(t2) (2.9)

‖F (t2, t02)x(t1, t02)‖2 − ‖x(t1, t02)‖2 =
=

∫ t2

t0
2

〈σ2(s)B̃(s)x(t1, s), B̃(s)x(t1, s)〉ds (2.10)

F (t2, t
0
2)A1(t

0
2) = A1(t2)F (t2, t

0
2) (2.3)

0 = d
dt2

(F (t02, t2)B̃(t2)σ1(t2))+

+F (t02, t2)A1(t2)B̃(t2)σ2(t2) + F (t02, t2)B̃(t2)γ(t2) (2.4)

0 = σ1(t2)
∂
∂t2

[B̃(t2)
∗F (t2, t

0
2)]−

−σ2(t2)B̃(t2)
∗A1(t2)F (t2, t

0
2)− γ∗(t2)B̃(t2)

∗F (t2, t
0
2) (2.7)

γ(t2) = −σ2(t2)B̃(t2)
∗B̃(t2)σ1(t2)+

+σ1(t2)B̃(t2)
∗B̃(t2)σ2(t2) + γ∗(t2) (2.8)

In order to simplify some notations we introduce the following defini-
tion.

Definition 2.2. Let

U = U(λ1, λ2; t2) = σ2(t2)λ1 − σ1(t2)λ2 + γ(t2),

and similarly

U∗ = U∗(λ1, λ2; t2) = σ2(t2)λ1 − σ1(t2)λ2 + γ∗(t2).
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The vessel V is naturally associated to the system (2.1)

Σ :





∂
∂t1
x(t1, t2) = A1(t2) x(t1, t2) + B̃(t2)σ1(t2) u(t1, t2)

x(t1, t2) = F (t2, t
0
2)x(t1, t

0
2) +

t2∫
t0
2

F (t2, s)B̃(s)σ2(s)u(t1, s)ds

y(t1, t2) = u(t1, t2)− B̃(t2)
∗ x(t1, t2).

with inputs and outputs satisfying the compatibility conditions (2.5)
and (2.6), i.e. satisfy:

U(
∂

∂t1
,
∂

∂t2
; t2)u(t1, t2) = 0, U∗(

∂

∂t1
,
∂

∂t2
; t2)y(t1, t2) = 0

The theory of such vessels, developed in [M, MV1] enables to find a
more convenient form of the vessel. Denoting H = Ht0

2
, A1 = A1(t

0
2),

F ∗(t2, t
0
2)F (t2, t

0
2) = X−1(t2) andB(t2) = F (t02, t2)B̃(t2), we shall obtain

the following notion, first introduced in [M2].

Definition 2.3. A (differential) conservative vessel associated to the
vessel parameters is a collection of operators and spaces

(2.11) V = (A1, B(t2),X(t2); σ1(t2), σ2(t2), γ(t2), γ∗(t2);H, E),
where the operators satisfy the following vessel conditions:

0 =
d

dt2
(B(t2)σ1(t2)) + A1B(t2)σ2(t2) +B(t2)γ(t2),(2.12)

A1X(t2) + X(t2)A
∗

1 = B(t2)σ1(t2)B(t2)
∗,(2.13)

d

dt2
X(t2) = B(t2)σ2(t2)B(t2)

∗,(2.14)

γ∗(t2) = γ(t2) + σ2(t2)B(t2)
∗
X

−1(t2)B(t2)σ1(t2)−(2.15)

−σ1(t2)B(t2)
∗
X

−1(t2)B(t2)σ2(t2)

It turns out that Lyapunov equation (2.13) is partially redundant.

Lemma 2.4. Suppose that B(t2) satisfies (2.12) and X(t2) satisfies
(2.14), then if the Lyapunov equation (2.13)

A1X(t2) + X(t2)A
∗

1 +B(t2)σ1(t2)B(t2)
∗ = 0

holds for a fixed t02, then it holds for all t2. If X(t02) = X∗(t02), then
X(t2) = X(t2)

∗ for all t2.

Proof: By differentiating the left hand side of (2.13), we will obtain
that it is zero. The derivative of X(t2) is selfadjoint. �

This representation of a vessel is the most convenient when one focuses
on the notion of transfer function, as we do in the next subsection.
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2.2. Transfer function. Performing a separation of variables as fol-
lows

u(t1, t2) = uλ(t2)e
λt1 ,

x(t1, t2) = xλ(t2)e
λt1 ,

y(t1, t2) = yλ(t2)e
λt1 ,

we arrive at the notion of a transfer function. Note that u(t1, t2) and
y(t1, t2) satisfy PDEs, but uλ(t2) and yλ(t2) are solutions of LDEs with
spectral parameter λ,

U(λ,
∂

∂t2
; t2)u(t1, t2) = 0,(2.16)

U(λ,
∂

∂t2
; t2)y(t1, t2) = 0.(2.17)

The corresponding i/s/o system becomes




xλ(t2) = (λI − A1(t2))
−1B(t2)σ1(t2)uλ(t2)

∂
∂t2
xλ(t2) = F (t2, t

0
2)xλ(t

0
2) +

t2∫
t0
2

F (t2, s)B̃2(s)uλ(s)ds

yλ(t2) = uλ(t2)− B̃(t2)
∗xλ(t2)

The output yλ(t2) = uλ(t2)− B̃(t2)
∗xλ(t2) may be found from the first

i/s/o equation:

yλ(t2) = S(λ, t2)uλ(t2),

using the transfer function

S(λ, t2) = I − B̃(t2)
∗(λI − A1(t2))

−1B̃(t2)σ1(t2)

= I − B̃(t2)
∗(λI − F (t2, t

0
2)A1(t

0
2)F (t

0
2, t2))

−1B̃(t2)σ1(t2)

= I − B̃(t2)
∗F (t2, t

0
2)(λI −A1(t

0
2))

−1F (t02, t2)B̃(t2)σ1(t2)

= I − B̃(t2)
∗F ∗(t02, t2)F

∗(t2, t
0
2)F (t2, t

0
2)(λI −A1)

−1B(t2)σ1(t2)
= I −B(t2)

∗X−1(t2)(λI − A1)
−1B(t2)σ1(t2)

and we obtain that

(2.18) S(λ, t2) = I − B(t2)
∗
X

−1(t2)(λI −A1)
−1B(t2)σ1(t2).

Proposition 2.5. The transfer function S(λ, t2) defined by (2.18) has
the following properties:

(1) For all t2, S(λ, t2) is an analytic function of λ in the neighbor-
hood of ∞, where it satisfies:

S(∞, t2) = Ip

(2) For all λ, S(λ, t2) is a continuous function of t2.
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(3) For λ in the domain of analyticity of S(λ, t2):

(2.19) S(λ, t2)
∗σ1(t2)S(λ, t2) ≤ σ1(t2), ℜλ > 0,

and

(2.20) S(λ, t2)
∗σ1(t2)S(λ, t2) = σ1(t2), ℜλ = 0.

(4) Maps solutions of the input LDE (2.16) with spectral parameter
λ to the output LDE (2.17) with the same spectral parameter.

Proof: These properties are easily checked, and follow from the defi-
nition of S(λ, t2):

S(λ, t2) = I − B̃(t2)
∗(λI − A1(t2))

−1B̃(t2)σ1(t2).

The function S(λ, t2) is analytic for λ > ‖A1(t2)‖ and since all the
operators are bounded, we have S(∞, t2) = Ip. The second property
follows from the regularity assumptions 2.1. The third property follows
from straightforward calculations:

S(λ, t2)
∗σ1(t2)S(λ, t2)− σ1(t2) =

−2ℜ(λ)σ1(t2)B̃(t2)
∗(λ̄I − A∗

1(t2))
−1(λI − A1(t2))

−1B̃(t2)σ1(t2)

Here the sign of −ℜ(λ) determines the sign of S(λ, t2)
∗σ1(t2)S(λ, t2)−

σ1(t2) and thus the third property is obtained. The fourth property
follows directly from our construction. �

Remark: When dimH < ∞, we obtain that S(λ, t2) is a rational
function of λ for every t2.

It is an interesting fact that also the converse of Proposition 2.5 holds;
see [M], [MVc, chapter 5].

Theorem 2.6. For any function of two variables S(λ, t2), satisfying
the conditions of Proposition 2.5, there is a conservative t1-invariant
vessel whose transfer function is S(λ, t2).

We define the class of transfer functions mentioned in the introduction
as follows:

Definition 2.7 ([MVc]). The class SI = SI(U(λ,
∂

∂t2
; t2),U∗(λ,

∂

∂t2
; t2))

consists of functions S(λ, t2) of two variables, which

(1) are analytic in a neighborhood of λ = ∞ for all t2 and where it
holds S(∞, t2) = Ip,

(2) are continuous as functions of t2 for all λ,
(3) satisfy (2.19) and (2.20) in the domain of analyticity of S,
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(4) map solutions of the input LDE (2.16) with spectral parameter
λ to the output LDE (2.17) with the same spectral parameter

Recall (see [CoLe]) that to every LDE can be associated an invertible
matrix (or operator) function Φ(t2, t

0
2), called the fundamental solution,

which takes value I at some preassigned value t02 and such that any
other solution u(t2) of the LDE, with initial condition u(t02) = u0 is of
the form

u(t2) = Φ(t2, t
0
2)u0.

Let Φ(λ, t2, t
0
2) and Φ∗(λ, t2, t

0
2) be the fundamental solutions of the

input LDE (2.16) and the output LDE (2.17) respectively, where we
have added in the notation the dependence in λ. Then,

(2.21) S(λ, t2)Φ(λ, t2, t
0
2) = Φ∗(λ, t2, t

0
2)S(λ, t

0
2)

and consequently S(λ, t2) satisfies the following LDE

(2.22)
∂
∂t2
S(λ, t2) = σ−1

1 (t2)(σ2(t2)λ+ γ∗(t2))S(λ, t2)−
−S(λ, t2)σ−1

1 (t2)(σ2(t2)λ+ γ(t2)).

The symmetry conditions (2.19) and (2.20), which are a result of Lya-
punov equation (3.8) gives us

(2.23) S(λ, t2) = σ−1
1 (t2)S

−1∗(−λ̄, t2)σ1(t2)

3. Schur analysis for the classical case

One of the approaches to the tangential Schur algorithm for a rational
matrix function S(λ) ∈ Cp×p is based on the theory of reproducing ker-
nel Hilbert spaces of the kind introduced by de Branges and Rovnyak;
see [dBR1], [dBR2], [Dy] for information on these spaces. The paper
[AD] considers the case of column-valued functions. In this section
we adapt the results of [AD] to the case of row-valued functions. We
also present a new formula for a realization of a Schur function after
implementation of the tangential Schur algorithm.

3.1. Schur functions and Reproducing Kernel Hilbert spaces.

In this section σ1 denotes a fixed self-adjoint and invertible (but not
necessarily unitary) matrix in Cp×p. Let S(λ) be a rational function,
σ1-inner in the open right half plane, i.e.

S(λ)∗σ1S(λ)− σ1 ≤ 0

at all points in the domain of analyticity Ω(S) of S in C+, and

S(λ)∗σ1S(λ)− σ1 = 0
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at all points on the imaginary axis where S is defined. Then, the kernel

(3.1) KS(λ, w) =
σ1 − S(w)∗σ1S(λ)

w̄ + λ

is positive for λ, w ∈ Ω(S), and the space of rational C1×p-valued func-
tions

H(S) = {
n∑

i=1

αiciKS(λ, wi) | α1 ∈ C, wi ∈ Ω, ci ∈ C
1×p}

is finite dimensional. These well-known facts can be proved using re-
alization theory; see for instance [AG]. Furthermore, H(S) is the re-
producing kernel Hilbert space, associated to the kernel KS(λ, w). The
inner product is defined by

〈cKS(λ, ν), dKS(λ, w)〉HS
= 〈cKS(w, ν)〉C1×p = cKS(w, ν)d

∗.

For an arbitrary f(λ) ∈ H(S) we have the reproducing kernel property

〈f(λ), ξK(λ, w)〉HS
= f(w)ξ∗.

More generally, let now M be a finite dimensional Hilbert space of
C1×p-valued functions defined in some set Ω, and let {f1(λ), . . . , fN(λ)}
be a basis of M. Let X ∈ Cp×p denote the Gram matrix with ℓ, j entry
given by

(3.2) Xℓ,j = 〈fj(λ), fℓ(λ)〉M, ℓ, j = 1, . . . , p.

It is easily seen that the space M is a reproducing kernel Hilbert space
with kernel given by the formula

(3.3) K(λ, w) =
[
f1(w)

∗ · · · fN (w)
∗
]
X

−1



f1(λ)
...

fN(λ)


 .

We set

(3.4) F (λ) =



f1(λ)
...

fp(λ)


 .

Assume now that M consists of rational functions, defined on a set
Ω(M). For α ∈ Ω(M) the backward-shift operator Rα is defined by

Rα(f(λ)) =
f(λ)− f(α)

λ− α
.

Suppose that:

(1) The space M is invariant under the action of Rα,



14 D. ALPAY, A. MELNIKOV, AND V. VINNIKOV

(2) The functions fi(λ) has the property that fi(∞) = 0, i.e.,
F (∞) = 0,

then the function F given by (3.4) can be written as

F (λ) = (λI − A)−1Bσ1,

for suitably chosen matrices A,B. In this special case, formula (3.3)
takes the form

(3.5) K(λ, w) = σ1B
∗(w̄I − A∗)−1

X
−1(λI −A)−1Bσ1.

As mentioned at the beginning of this section we are interested in
kernels of the form (3.1) for some σ1-inner rational function S. We now
recall the characterization of these spaces, and first note the following:
equation (3.1) leads to

(3.6)
σ1 − S(w)∗σ1S(λ)

w̄ + λ
= F (w)∗X−1F (λ).

If S is analytic at infinity and satisfies there S(∞) = Ip, and letting
w → ∞ in this equation, we obtain the formula

(3.7) S(λ) = Ip − B∗
X

−1(λI − A)−1Bσ1.

Theorem 3.1. Let M be a finite dimensional Hilbert space of C1×p-
valued rational functions, which are zero at infinity. Suppose that
RαM ⊂ M for α ∈ Ω(M) and let X be its Gram matrix with re-
spect to F (λ). Then M = H(S) for S defined by (3.7) if and only if
the Lyapunov equation

(3.8) AX+ XA∗ +Bσ1B
∗ = 0

holds.

When the spectrum of the operator A is in the open left half plane
ℜλ < 0, one has

H(S) = H2,σ1
⊖H2,σ1

S,

where H2,σ1
is the Hardy space H

p
2 with the inner product

[f, g]H2,σ1
= 〈f, gσ−1

1 〉Hp
2
.

We set J =

[
−σ1 0
0 σ1

]
. Note that J is both invertible and self-

adjoint, and one can define J-inner rational functions. Let Θ =

[
Θ11 Θ12

Θ21 Θ22

]

be a J-inner rational function; we introduce the linear fractional trans-
formation

TΘ(W ) = (Θ11 +WΘ21)
−1(Θ12 +WΘ22).



ON THE CLASS SI 15

Theorem 3.2. Let S and Θ be respectively σ1-inner J-inner rational
functions. Then there exists a σ1-inner rational function W such that
S = TΘ(W ) if and only if the map

(3.9) F 7→ F

[
−S(λ)
Ip

]

is a contraction from H(Θ) to H(S).

This theorem originates with the work of de Branges and Rovnyak (see
[dBR1, Theorem 13 p. 305]), where it is proved in a more general
setting, and is one of the key ingredients to the reproducing kernel
approach to the Schur algorithm. The proof is the same as for column-
valued functions, and is omitted.

As a special case of the previous theorem we have:

Corollary 3.3. Given S ∈ RS, w1, . . . , wn ∈ C+, and row vectors
ξ1, . . . , ξn ∈ C1×p, define

B =




−ξ1S(w1)
∗ ξ1

...
...

−ξnS(wn)
∗ ξn


 , A1 = diag[−w∗

1, . . . ,−w∗

n].

Let M be a Hilbert space of row vectors spanned by the rows of the
matrix-valued function

F (λ) = (λI −A1)
−1BJ.

Let X be the solution of the Lyapunov equation

(3.10) AX+ XA∗ +BJB∗ = 0

and assume X > 0. Let Θ be defined by

(3.11) Θ(λ) = I2p −B∗
X

−1(λIn − A1)
−1BJ.

Then there exists S0 ∈ RS such that S = TΘ(S0).

Proof: Let us denote by t the map (3.9). For an arbitrary element
f(λ) = ηF (λ), we shall obtain that

tf(λ) = η(λI − A1)
−1BJ

[
−S(λ)
Ip

]
=

= η diag[ 1
λ+w̄i

]




−ξ1S(w1)
∗ ξ1

...
...

−ξnS(wn)
∗ ξn



[
σ1S

σ1

]
=

=
∑

i
ηi

λ+w̄i
ξi(σ1 − S(wi)

∗σ1S(λ)) =

=
∑

i ξiηiKS(λ, wi)
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and consequently,

〈tf, tf〉 = 〈∑i ξiηiKS(λ, wi),
∑

j ξjηiKS(λ, wj)〉 =
=

∑
ij ηiξiKS(wj, wi)η

∗
j ξ

∗
j = ηXη∗ =

= 〈f, f〉.
Thus t is an isometry and Theorem 3.2 allows to conclude. �

The following result shows that the assumption X > 0 in the statement
of Corollary 3.3 can always be achieved for n = 1.

Lemma 3.4. Given S ∈ RS which is not the function identically
equal to Ip. Then there exist a pair (ξ, w) ∈ C1×p × C+ such that the
corresponding X > 0.

Proof: We proceed by contradiction. Assume that for each w ∈ C+

and for each vector ξ, it holds that

ξσ1ξ
∗ = ξS(w)∗σ1S(w)ξ

∗.

or, equivalently,

ξKS(w,w)ξ
∗ = 0.

Then, ξKS(λ, w) ≡ 0, and for each f ∈ H(S)

ξf(w) =< f(λ, ξKS(λ, w) >= 0.

The space H(S) is thus trivial, and its kernel is zero:

σ1 − S(w)∗σ1S(λ)

λ+ w̄
= 0,

from where we conclude that for each w, λ

S(λ) = σ−1
1 S−∗(w)σ1.

and consequently, S(λ) ≡ Ip. �

3.2. Analysis of the tangential Schur algorithm. For n = 1, the
matrix function in (3.11) becomes
(3.12)

Θ(λ) = I2p − B∗X−1(λI −A)−1BJ =

= I2p −
[
−η∗
ξ∗

] [
−η ξ

] [ −σ1 0
0 σ1

]
1

X(λ+ w∗)
=

=



Ip +

η∗ησ1

X(λ+ w∗)

η∗ξσ1

X(λ+ w∗)

− ξ∗ησ1

X(λ+ w∗)
Ip −

ξ∗ξσ1

X(λ+ w∗)


 =

[
Θ11 Θ12

Θ21 Θ22

]
,
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where using the Lyapunov equation (3.10)

AX+ XA∗ = X(−w∗ − w) =

= −BJB∗ = −
[
−η ξ

] [ −σ1 0
0 σ1

] [
−η∗
ξ∗

]

we find that

(3.13) X =
ξσ1ξ

∗ − ησ1η
∗

w + w∗
.

To the best of our knowledge, Theorem 3.5 below is new and uses a
realization theorem of M. Livšic [BLi]. It will be of much use in the
following sections.

Theorem 3.5. Let S0 ∈ S with minimal realization

(3.14) S0(λ) = Ip − B∗

0X
−1
0 (λI − A0)

−1B0σ1,

and let Θ be given by (3.12). Then S = TΘ(S0) ∈ RS and a minimal
realization of S is given by

S(λ) = Ip −B∗

SX
−1
S (λI − AS)

−1BSσ1,

where

BS =

[
B0

η − ξ

]
(3.15)

XS =

[
X0 0
0 X

]
=

[
X0 0

0
ξσ1ξ

∗ − ησ1η
∗

w + w∗

]
(3.16)

AS =




A0
B0σ1ξ

∗

X

−ησ1B∗
0X

−1
0 −w∗ − ησ1(η

∗ − ξ∗)

X


(3.17)

Proof: From the definition

S(λ) = TΘ(S0(λ)) =
= (Θ11 + S0(λ)Θ21)

−1(Θ12 + S0(λ)Θ22) =

= (Ip +
η∗ησ1

X(λ+ w∗)
− S0(λ)

ξ∗ησ1

X(λ+ w∗)
)−1×

×
(

η∗ξσ1

X(λ+ w∗)
+ S0(λ)[Ip −

ξ∗ξσ1

X(λ+ w∗)
]

)
.
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Let us denote here S0(λ)ξ
∗ = α∗; then the preceding expression be-

comes

S(λ) = (Ip +
η∗ησ1

X(λ+ w∗)
− α∗ησ1

X(λ+ w∗)
)−1×

×(
η∗ξσ1

X(λ+ w∗)
+ S0(λ)−

α∗ξσ1

X(λ+ w∗)
) =

= (Ip +
(η∗ − α∗)ησ1
X(λ+ w∗)

)−1(S0(λ) +
(η∗ − α∗)ξσ1
X(λ+ w∗)

) =

Using (I + b∗a)−1 = I − b∗a
1

1 + ab∗
we get

S(λ) = (Ip −
(η∗ − α∗)ησ1
X(λ+ w∗)

1

1 +
ησ1(η

∗ − α∗)

X(λ+ w∗)

)(S0(λ) +
(η∗ − α∗)ξσ1
X(λ+ w∗)

) =

= S0(λ)−
(η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
.

Suppose further that there is a realization of the form (3.14) for the
function S0(λ). Inserting it here we shall obtain

S(λ) = S0(λ)−
(η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
=

= Ip −B∗
0X

−1
0 (λI − A0)

−1B0σ1−
− (η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
.

Let us denote

M = X(λ+ w∗) + ησ1(η
∗ − S0(λ)ξ

∗) =
= X(λ+ w∗) + ησ1(η

∗ − ξ∗) +B∗
0X

−1
0 (λI − A0)

−1B0σ1ξ
∗.

The preceding formula for S(λ) becomes

S(λ) = Ip − B∗
0X

−1
0 (λI −A0)

−1B0σ1 −
(η∗ − S0(λ)ξ

∗)[ησ1S0(λ)− ξσ1]

X(λ+ w∗) + ησ1(η∗ − S0(λ)ξ∗)
=

= Ip −
1

M

[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 1

]
×

×
[
α−1M + α−1βδα−1 −α−1β

−δα−1 1

] [
B0

η − ξ

]
σ1,

where
α = λI − A0

β = −B0σ1ξ
∗

δ = ησ1B
∗
0X

−1
0 .

By definition of M we have

M = X(λ+ w∗) + ησ1(η
∗ − ξ∗)− δα−1β,
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and hence we obtain from the formula
[
α β

δ D

]−1

=
1

D − δα−1β

[
α−1(D − δα−1β) + α−1βδα−1 −α−1β

−δα−1 1

]

that the last expression for S(λ) is

S(λ) = Ip −
1

M

[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 1

]
×

×
[
α−1M + α−1βδα−1 −α−1β

−δα−1 1

] [
B0

η − ξ

]
σ1 =

= Ip −
[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 1

]
×

×
[
α β

δ X(λ+ w∗) + ησ1(η
∗ − ξ∗)

]−1 [
B0

η − ξ

]
σ1 =

= Ip −
[
B∗

0 η∗ − ξ∗
] [ X

−1
0 0
0 X−1

]
×

×




λI −A0 −B0σ1ξ
∗

X

ησ1B
∗
0X

−1
0 λ+ w∗ +

ησ1(η
∗ − ξ∗)

X




−1 [
B0

η − ξ

]
σ1.

Thus we have obtained the realization (3.15)–(3.17). Furthermore, the
Lyapunov equation (3.10) holds since

ASXS + XSA
∗
S =

=




A0
B0σ1ξ

∗

X

−ησ1B∗
0X

−1
0 −w∗ − ησ1(η

∗ − ξ∗)

X



[
X0 0
0 X

]
+

+

[
X0 0
0 X

][ A∗
0 −X

−1
0 B0σ1η

∗

ξσ1B
∗
0

X
−w − (η∗ − ξ∗)σ1η

∗

X

]

=

[
A0X0 + X0A

∗
0 −B0σ1(η

∗ − ξ∗)
−(η − ξ)σ1B

∗
0 −X(w + w∗)− ησ1(η

∗ − ξ∗)− (η∗ − ξ∗)σ1η
∗

]

=

[
A0X0 + X0A

∗
0 −B0σ1(η

∗ − ξ∗)
−(η − ξ)σ1B

∗
0 ησ1η

∗ − ξσ1ξ
∗ − ησ1(η

∗ − ξ∗)− (η∗ − ξ∗)σ1η
∗

]

= −BSσ1B
∗
S.

The last equality follows easily from the Lyapunov equation for the
given realization of S0 and the formula (3.13). �
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4. The tangential Schur algorithm in the class SI

Our strategy to the tangential Schur algorithm in the class SI relies
on the following theorem. This theorem shows in particular that one
cannot use the naive approach of applying the classical tangential Schur
algorithm for each t2 (that is, looking at t2 as a mere parameter).

Theorem 4.1. Let us fix the parameters σ1, σ2, and γ, and the interval
I. Then for every t02 ∈ I there is a one-to-one correspondence between
pairs (γ∗, S) such that S ∈ SI and γ∗ continuous in a neighborhood of
t02, and functions Y (λ) ∈ S(t02).

Proof: Let φ be the map which to a pair (γ∗, S) associates the func-
tion S(λ, t02) ∈ S(t02). The converse map ψ : Y (λ) → Y (λ, t2) was
introduced in [M], [MV1, chapter 7] in a more general setting, and is
defined as follows. Suppose that we have realized the transfer function
Y (λ) in the form

Y (λ) = Ip − B∗

0X
−1
0 (λI − A1)

−1B0σ1(t
0
2).

Then we construct B(t2) from the differential equation with the spec-
tral matrix parameter A1:

(4.1)
d

dt2
[B(t2)σ1(t2)]+A1B(t2)σ2(t2)+B(t2)γ(t2) = 0, B(t02) = B0.

In fact, the function B(t2) is given by the formula

(4.2) B(t2) =

∮
(λI − A1)

−1B0σ
−1
1 Φ−1(λ, t2, t

0
2)dλ.

Next we construct X(t2) on the maximal interval I, where it is invertible
(2.14) via the formula

(4.3)
d

dt2
X(t2) = B(t2)σ2(t2)B(t2)

∗, X(t02) = X0.

Finally, we define

γ∗(t2) = γ(t2) + σ2(t2)B(t2)
∗X−1(t2)B(t2)σ1(t2)−

−σ1(t2)B(t2)
∗X−1(t2)B(t2)σ2(t2).

Then easy computations show that the function

(4.4) S(λ, t2) = Ip − B(t2)
∗
X

−1(t2)(λI −A1)
−1B(t2)σ1(t2)

is in the class CI corresponding to the parameters σ1(t2),σ2(t2),γ(t2),
and γ∗(t2) for t2 ∈ I. ????????????????? Moreover, the Lya-

punov equation (3.8) holds for every t2 ∈ I, and thus the real-

ization (4.4) is minimal for every t2 ∈ I.
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Note that the composition φ ◦ ψ = id, since starting from a function
Y ∈ S(t02), constructing Y (λ, t2) and taking its value at t02, we shall
obtain again Y from the initial conditions of the differential equations
(4.1) and (4.3) defining B(t2),X(t2).

In order to show that ψ◦φ = id, we start from a function S(λ, t2) ∈ SI

and take its value S(λ, t02) ∈ S(t02). Using the construction above, we
shall obtain a function Y (λ, t2). Note that the two functions S(λ, t2)
and Y (λ, t2) have the same value at t02 and maps solutions of the same
input LDE to (possibly different) output LDEs, i.e. :

S(λ, t2) = Φ∗(λ, t2, t
0
2)S(λ, t

0
2)Φ

−1(λ, t2, t
0
2),

Y (λ, t2) = Φ′
∗(λ, t2, t

0
2)S(λ, t

0
2)Φ

−1(λ, t2, t
0
2).

Then the function S−1(λ, t2)Y (λ, t2) is equal to Ip at infinity and is
entire. By Liouville’s theorem it is a constant function and is equal to
Ip. Thus

Φ∗(λ, t2, t
0
2) = Φ′

∗(λ, t2, t
0
2),

from where we obtain that

Φ−1
∗ (λ, t2, t

0
2)Φ

′

∗(λ, t2, t
0
2) = Ip.

Differentiating both sides of this last equation we get to

0 =
∂

∂t2
[Φ−1

∗ (λ, t2, t
0
2)Φ

′
∗(λ, t2, t

0
2)] =

= Φ−1
∗ (λ, t2, t

0
2)σ

−1
1 (t2)(−γ(t2) + γ′(t2))Φ

′
∗(λ, t2, t

0
2).

Since the matrices Φ∗(λ, t2, t
0
2),Φ

′
∗(λ, t2, t

0
2), σ1(t2) are invertible we ob-

tain that γ(t2) = γ′(t2). �

Remark: Last theorems claims that the correspondence is between
”initial” values S(λ, t02) and pairs (S(λ, t2), γ∗(t2)). Notice that it is
possible to obtain functions with the same γ∗(t2) with different initial
conditions:

Proposition 4.2. Suppose that there exists a function Y ∈ S(t02),
which commutes with Φ(λ, t2, t

0
2) and suppose that a function S ∈ SI

corresponds to certain vessel parameters σ1, σ2, γ, γ∗. Then the func-
tion SY belongs to the class SI and corresponds to the same vessel
parameters σ1, σ2, γ, γ∗.

Proof: Using formula 2.21 we obtain that

S(λ, t2) = Φ∗(λ, t2, t
0
2)S(λ, t

0
2)Φ

−1(λ, t2, t
0
2).
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Consequently,

S(λ, t2)Y (λ) = Φ∗(λ, t2, t
0
2)S(λ, t

0
2)Y (λ)Φ

−1(λ, t2, t
0
2)

intertwines solutions of the input (2.16) and the output (2.17) ODEs
with the spectral parameter λ, and is identity at infinity, because S
and Y and their product are such. Thus by the definition the function
SY ∈ SI and corresponds to the same spectral parameters as S. �

For example (to be studied in subsection 5.5), taking Sturm-Liouville
(SL) vessel parameters

σ1 =

[
0 1
1 0

]
, σ2 =

[
1 0
0 0

]
, γ =

[
0 0
0 i

]

we shall obtain that

Φ(λ, t2, t
0
2) = V

[
e−k(t2−t0

2
) 0

0 ek(t2−t0
2
)

]
V −1,

where

V =


 −

√
i

λ

√
i

λ
1 1


 , k =

√
iλ.

Taking Y , which commutes with σ−1
1 (σ2λ + γ) =

[
0 i

λ 0

]
, i.e. of the

form

(4.5) Y (λ) = I2 −
[
a(λ)

ic(λ)

λ
c(λ) a(λ)

]

for functions a(λ), c(λ), which are zero at infinity, we shall obtain that
for any S ∈ SI, the function SY ∈ SI and corresponds to the same
vessel parameters. But in this case (which can be also generalized) it
turns to be a necessary condition as the following theorem states:

Lemma 4.3. Given SL vessel parameters σ1, σ2, γ, γ∗(x), there exists
a unique initial value S(0, λ) up to a scalar t2-independent symmetric
and identity at infinity function.

Proof: For this it is enough to prove that if a function Y (λ, t2) ∈
SI intertwines solutions of the input LDE (2.16) with itself, then
Y (λ, t2) = Y (λ, t02), i.e is a constant function, which moreover com-
mutes with ΦI(λ, t2, t

0
2). Indeed, if we are given two functions S1(λ, t2),

S2(λ, t2), then the function S−1
1 (λ, t2)S2(λ, t2) will intertwine solutions

of the input LDE with itself and as a result is constant Y (λ) ∈ S, which
is moreover commutes with ΦI(λ, t2). Following the paragraph preced-
ing the theorem, Y (λ) = I and this means that S1(λ, t

0
1) = S2(λ, t

0
2).
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Let us show first that if S(λ, t2) intertwines solutions of the input LDE
(2.16) with itself and is identity at λ = ∞, then it is a constant matrix,
which commutes with Φ(λ, t2, t

0
2). Performing simple calculations, we

can find that

σ−1
1 (σ2λ+γ) =

[
0 i

λ 0

]
, Φ(λ, t2, t

0
2) = V

[
e−k(t2−t0

2
) 0

0 ek(t2−t0
2
)

]
V −1,

where

V =


 −

√
i

λ

√
i

λ
1 1


 , k =

√
iλ.

Consequently, for the expression S(λ, t2) = Φ(λ, t2, t
0
2)S0(λ)Φ

−1(λ, t2, t
0
2)

to be identity for λ = ∞, it is necessary to ”cancel” the essential sin-
gularity arising from two entire functions Φ(λ, t2, t

0
2) and Φ−1(λ, t2, t

0
2)

(or more precisely, let them cancel each other).
Using the formula for Φ(λ, t2, t

0
2)

Φ(λ, t2, t
0
2)S0(λ, t

0
2)Φ

−1(λ, t2, t
0
2) =

V

[
e−k(t2−t0

2
) 0

0 ek(t2−t0
2
)

]
V −1S(λ, t02)V

−1

[
ek(t2−t0

2
) 0

0 e−k(t2−t0
2
)

]
V −1 = I

and considering coefficients of the exponents, we may conclude that in
order to cancel the exponents it is necessary to demand

V −1S(λ, t02)V =

[
b(λ) 0
0 d(λ)

]
.

for some analytic in
√
λ at infinity functions b(λ), d(λ) which are 1

there. From here it follows that

S(λ, t02) =




−
√
i

λ
(b(λ) + d(λ))

i

λ
(d(λ)− b(λ))

d(λ)− b(λ) −
√
i

λ
(b(λ) + d(λ))


 .

denoting here 1− a(λ) = −
√
i

λ
(b(λ) + d(λ)) and −c(λ) = d(λ)− b(λ),

we shall obtain that S0(λ) is of the form (4.5), i.e. commutes with the
fundamental matrix Φ(λ, t2, t

0
2).

Finally, let us consider a function of this form and will require the
symmetry condition for it:

S∗(λ, t02)σ1S(λ, t
0
2) = σ1.



24 D. ALPAY, A. MELNIKOV, AND V. VINNIKOV

Plugging here the expression (4.5) for S(λ, t02)

S(λ, t02) = I2 −
[
a(λ)

ic(λ)

λ
c(λ) a(λ)

]

we shall obtain that on the one imaginary axis, where λ = −λ̄, the
following system of equations must hold





(1− a∗(−λ̄))c(λ) + c∗(−λ̄)(1− a(λ)) = 0,

(1− a∗(−λ̄))(1− a(λ)) +
1

λ
c∗(−λ̄)c(λ) = 1,

(1− a∗(−λ̄))(1− a(λ)) +
1

λ̄
c∗(−λ̄)c(λ) = 1,

ic∗(−λ̄)(1− a(λ))

λ
+
ic(λ)(1− a∗(−λ̄))

λ
= 0.

Subtracting the second and the third equation we obtain that (remem-
ber that λ = −λ̄)

c∗(−λ̄)c(λ)( 1
λ
− 1

λ̄
) = c∗(−λ̄)c(λ) 2

λ
= 0.

from where it follows that on the imaginary axis at the points of an-
alyticity of c(λ) it holds that c(λ) = 0. Since it is analytic there, it
will be globally zero. Notice that the last system of equations for the
trivial c(λ) gives

(1− a∗(−λ̄))(1− a(λ)) = 1,

Which means that 1− a(λ) is of norm one on the imaginary axis. �

We now focus on the rational case. We first note that starting from dif-
ferent realizations at t02 we shall obtain the same γ∗(t2). More precisely
we have the following theorem:

Theorem 4.4. Suppose that there are two minimal realizations of the
function S(λ, t02) ∈ RS:

S(λ, t02) = Ip − B∗

ℓX
−1
ℓ (λI − A1)

−1Bℓσ1(t
0
2), ℓ = 1, 2,

with associated similarity matrix V . Then the functions

Sℓ(λ, t2) = Ip − Bℓ(t2)
∗
X

−1
ℓ (t2)(λI − Aℓ)

−1Bℓ(t2)σ1(t2), ℓ = 1, 2,

obtained from these realizations via the construction in Theorem 4.1
are the same, and this holds if and only if:

B2(t2) = V B1(t2),(4.6)

where t2 varies in a neighborhood of t02. Moreover, in this case the
following formula holds

X2(t2) = VX1(t2)V
∗.
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Proof: Equality of the two realizations means that there exists an
invertible matrix V such that

A2 = V A1V
−1, B2σ1(t

0
2) = V B1σ1(t

0
2), B

∗

1X
−1
1 V = B∗

2X
−1
2 ,

from which follows (see [AG, Lemma 2.1 p. 184] for instance) that

X2 = VX1V
∗.

By the construction described in Theorem 4.1, the function B1(t2) will
satisfy (4.1)

d

dt2
[B1(t2)σ1(t2)] + A1B1(t2)σ2(t2) +B1(t2)γ(t2) = 0, B1(t

0
2) = B1,

and the function B2(t2) will satisfy the same equation with A2 instead
of A1:

d

dt2
[B2(t2)σ1(t2)] + A2B2(t2)σ2(t2) +B2(t2)γ(t2) = 0, B2(t

0
2) = B2.

Using the equalities A2 = V A1V
−1, B2 = V B1 we obtain that the

function V −1B2(t2) satisfies

d
dt2

[V −1B2(t2)σ1(t2)] + A1V
−1B2(t2)σ2(t2) + V −1B2(t2)γ(t2) = 0,

V −1B2(t
0
2) = B1,

which is the same differential equation as for B1(t2). Thus B2(t2) =
V B1(t2). Similarly, considering the differential equations

d

dt2
Xi(t2) = Bi(t2)σ1Bi(t2)

∗, Xi(t
0
2) = Xi, i = 1, 2,

we obtain that
X2(t2) = VX1(t2)V

∗.

Consequently,

B∗
2(t2)X

−1
2 (t2)B(t2) = B∗

1(t2)V
∗V −1∗X

−1
1 (t2)V

−1V B1(t2)
= B∗

1(t2)X
−1
1 (t2)B1(t2),

from where we conclude that the same function γ∗ is associated to
S1(λ, t2) and S2(λ, t2). Since these functions coincide for t2 = t02 and
map the same input ODE, we obtain that they are equal in a neigh-
borhood of t02. �

The following notion has been introduced and studied in [M2].

Definition 4.5. Let S ∈ RSI with a realization (4.4). The function

τ(t2) = detX(t2).

is called the τ -function associated to S.
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It follows from Theorem 4.4 that the τ function is well defined up to a
multiplicative strictly positive constant. Indeed using the notation of
the theorem,

detX2(t2) = det[VX1(t2)V
∗] = detX1(t2) det(V V

∗).

We now introduce the counterpart of the tangential Schur algorithm
in the class RSI. Let S ∈ RSI and fix t02 ∈ I. The function
S(λ, t02) ∈ RS. Consider now a spaceM with X > 0 and corresponding
function Θ as in Corollary 3.3. This is always possible in view of Lemma
3.4. It follows from Theorem 3.2 that there exists S0 ∈ RS such that

(4.7) S(λ, t02) = TΘ(λ)(S0(λ)).

Applying Theorem 4.1 to S0, we obtain a uniquely defined function
S0(λ, t2) ∈ RSI, such that at t02 the relation (4.7) holds.

Definition 4.6. The map TΘ,t0
2

S(λ, t2) 7→ S0(λ, t2)

is the time-varying counterpart of the linear fractional transformation
(4.7). We will call it a generalized linear fractional transformation.

If S(λ, t2) ∈ SI corresponds to the vessel parameters σ1, σ2, γ, γ∗,
then S0(λ, t

0
2) ∈ SI corresponds to the vessel parameters σ1, σ2, γ,

γ0,∗ for a uniquely defined function γ0,∗(t2). Moreover, for t2 = t02 we
have the usual linear fractional transformation (4.7).

As a consequence of Theorem 4.1 the following lemma holds.

Lemma 4.7. For a given J-inner function Θ and a given point t02, the
map TΘ,t0

2
is one-to-one from RS into RSI.

Proof: Notice that for a given t02 the map TΘ is injective. Further-
more, using Theorem 4.1, every S ∈ RSI is uniquely defined by the
function S(λ, t02) ∈ RS. The result follows. �

Suppose now that we start from S0(λ) ≡ Ip and apply n linear frac-
tional transformations for a fixed t02, using the data < wi, ξi, ηi >

(i = 1, . . . n) to construct the corresponding J-inner functions. We
obtain a function

Sn(λ) = TΘ(I) = I − B∗

nX
−1
n (λI − An)

−1Bnσ1 ∈ RS.
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Using iteratively formulas (3.15), (3.16), (3.17) we obtain that

Bn =



η1 − ξ1

...
ηn − ξn


 ,

Xn = diag[X̃1, . . . , X̃n],

and
(4.8)

An =




−w∗

1
−

η1σ1(η∗1 − ξ∗
1
)

X̃1

(η1 − ξ1)σ1ξ
∗

2

X̃2

. . .
(η1 − ξ1)σ1ξ

∗

n

X̃n

−
η2σ1(η∗1 − ξ∗

1
)

X̃1

−w∗

2
−

η2σ1(η∗2 − ξ∗
2
)

X̃2

. . .
(η2 − ξ2)σ1ξ

∗

n

X̃n

.

..
.
..

. . .
.
..

−
ηnσ1(η∗1 − ξ∗

1
)

X̃1

−
ηnσ1(η∗2 − ξ∗

2
)

X̃2

. . . −w∗

n −
ηnσ1(η∗n − ξ∗n)

X̃n




,

where X̃i is defined by (3.13):

X̃i =
ξiσ1ξ

∗
i − ηiσ1η

∗
i

wi + w∗
i

, i = 1, . . . n.

Assume now that, starting from the identity matrix we apply this pro-
cedure for two different sets of data (with the same n) at two different
points t12 and t22. The following theorem answers the question as when
we obtain the same function, that is, when do we have:

TΘ1,t
1

2
(Ip) = TΘ2,t

2

2
(Ip).

Theorem 4.8. Suppose that there are given two sets of n triples
< w1

i , ξ
1
i , η

1
i > and < w2

i , ξ
2
i , η

2
i >, with corresponding Θℓ, ℓ = 1, 2.

Then necessary and sufficient conditions for equality of the two func-
tions

Sℓ(λ, t2) = TΘℓ,t
ℓ
2

(I) = Ip −Bℓ
n(X

ℓ
n)

−1(λI − Aℓ
n)

−1Bℓ
nσ1, ℓ = 1, 2

are:

(1) The corresponding matrices A1
n and A2

n defined by (4.8) are sim-
ilar, i.e. there exists an invertible matrix V such that A1

n =
V A2

nV
−1,

(2)
∮
(λI − A1

n)
−1B1

nσ
−1
1 Φ−1(λ, t22, t

1
2)dλ = V B2

n.

Proof: From Theorem 4.1, a necessary and sufficient condition for the
functions to be equal is that

S1(λ, t
2
2) = S2(λ, t

2
2).

From 4.4 this holds if and only if

A2
n = V A1

nV
−1, B2

n(t
2
2) = V B1

n, X
2
n(t

2
2) = V X

1
nV

∗
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for a uniquely defined invertible matrix V . The result follows using
formula (4.2). �

A more general construction in this setting is obtained if one supposes
that at each step different values of t2 are chosen. In this case the
construction of the function Sn(λ, t2) is more complicated, and can be
computed recursively. The formulas are very involved in this case and
we can see no real advantage to develop them at this point.

5. Markov moments and partial realization problem in

the class SI

Let S ∈ S, and consider the Laurent expansion at infinity

S(λ) = Ip −B∗
X

−1(λI − A)−1Bσ1 = Ip −
∞∑

i=0

1

λi+1
B∗

X
−1AiBσ1

in terms of a given minimal realization. The matricesHi = B∗
X

−1AiBσ1
are called the Markov moments of S. The Partial Realization Prob-
lem (or moment problem at infinity) in S is defined as follows: Given
the first n+ 1 Markov moments H0, . . . , Hn, find all functions (if any)
S ∈ S with these first n+1 moments. See [GKL] for a general study of
the partial realization problem. Similarly, one can define the Markov
moments for an element S ∈ SI. We now give necessary conditions
which the moments of a function S ∈ SI have to satisfy.
It is important to notice the following: fixing t2 = t02 and solving the
corresponding classical moment problem will not lead to a solution of
the problem in the class SI because we cannot obtain the function γ
(and hence γ∗) from this solution.

5.1. Fundamental properties of S(λ, t2). Before we consider mo-
ments of the function S(λ, t2) we present some of its fundamental prop-
erties which shed more light on the deriving of the moment equations.

Theorem 5.1. For fixed σ1, σ2, γ, a necessary condition on γ∗ so that
there exists a vessel with the vessel parameters σ1, σ2, γ, γ∗ is

det Φ∗(λ, t2, t
0
2) = det Φ(λ, t2, t

0
2)

Proof: Let S ∈ SI be a function corresponding to the parameters
σ1, σ2, γ, γ∗. Then using a realization (4.4)

S(λ, t2) = Ip − B(t2)
∗
X

−1(t2)(λI − A1)
−1B(t2)σ1(t2)
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and Lyapunov equation (3.8) we shall obtain that

detS(λ, t2) = det
(
Ip − B(t2)

∗
X

−1(t2)(λI −A1)
−1B(t2)σ1(t2)

)

= det
(
I − B(t2)σ1(t2)B(t2)

∗X−1(t2)(λI − A1)
−1
)

= det
(
I + (A1X(t2) + X(t2)A

∗
1)X

−1(t2)(λI − A1)
−1
)

= det
(
I + A1(λI −A1)

−1 + X(t2)A
∗
1X

−1(t2)(λI − A1)
−1
)

= det ((λI + X(t2)A
∗
1X

−1(t2))(λI − A1)
−1)

= det(λI + A∗
1) det(λI − A1)

−1

= detS(λ, t02).

Consequently, taking determinant of the formula (2.21)

S(λ, t2)Φ(λ, t2, t
0
2) = Φ∗(λ, t2, t

0
2)S(λ, t

0
2)

we shall obtain that det Φ∗(λ, t2, t
0
2) = det Φ(λ, t2, t

0
2) for all points λ,

where detS(λ, t02) exists and is different from zero. Since it happens for
all points outside the spectrum of A1 and the functions det Φ∗(λ, t2, t

0
2),

det Φ(λ, t2, t
0
2) are entire they are equal for all λ. �

Next theorem put some light on the connection between equations,
which determine the transfer function S(λ, t2) and its moments. This
theorem is similar to the property of a solution of a Riccati equation
[Ze, theorem 2.1]

Theorem 5.2. Suppose that S(λ, t2) is a continuous function of t2
for each λ, meromorphic in λ for each t2 and satisfies S(∞, t2) = I.
Suppose also that S(λ, t2) is an intertwining function of LDEs (2.16)
and (2.17). Then if the symmetry condition (2.23)

S(λ, t2) = σ−1
1 (t2)S

−1∗(−λ̄, t2)σ1(t2)

holds for t02, then it holds for all t2.

Proof: Since S(λ, t2) intertwines solutions of (2.16) and (2.17), then
it satisfies the differential equation (2.22)

∂

∂t2
S(λ, t2) = σ−1

1 (t2)(σ2(t2)λ+ γ∗(t2))S(λ, t2)−

−S(λ, t2)σ−1
1 (t2)(σ2(t2)λ+ γ(t2)).

Consequently, using properties of γ∗, γ appearing in definition 1.1 we
obtain that the function σ−1

1 (t2)S
−1∗(−λ̄, t2)σ1(t2) satisfies the same

differential equation. If these two functions are equal at t02, from the
uniqueness of solution for a differential equation with continuous coef-
ficients, they are also equal for all t2. �
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5.2. Restrictions on Markov moments for functions in SI. We
study the Markov moments of a function S ∈ SI, which maps solutions
of the input ODE (2.16) to the output ODE (2.17) using a minimal
realization (4.4) of S.
If A1 is a constant matrix, at some stage the elements I, A1, . . . , A

n
1

will be linearly dependent and we obtain:

Lemma 5.3. Given S ∈ RSI , with Markov moments Hi(t2), i =
0, 1, . . .. Then exists N and constants µj, j = 1, . . . , N such that

(5.1)
N+1∑

j=0

µjHn−j(t2) = 0, n ≥ N + 1.

Next we present formulas, which hold for the moments of a function in
SI. They can be easily derived from theorem 5.2. We notice that the
first moment H0(t2) satisfies the linkage condition (1.3):

γ∗(t2)− γ(t2) = σ2(t2)H0(t2)− σ1(t2)H0(t2)σ
−1
1 (t2)σ2(t2).

Let us denote

H0(t2) = C(t2)B(t2)σ1(t2) = (B(t2))
∗X−1(t2)B(t2)σ1(t2).

The functions B(t2), C(t2) satisfy the following differential equations

d

dt2
[B(t2)σ1(t2)] + A1B(t2)σ2(t2) +B(t2)γ(t2) = 0(5.2)

σ1(t2)
d

dt2
C(t2)− σ2(t2)C(t2)A1 − γ∗(t2)C(t2) = 0,(5.3)

see [M, MV1]. Thus, differentiating H0(t2), we obtain

d
dt2
H0(t2) = d

dt2
[C(t2)B(t2)σ1(t2)]

= σ−1
1 (t2)σ2(t2)C(t2)A1B(t2)σ1(t2)− C(t2)A1B(t2)σ2(t2)+
+σ−1

1 (t2)γ∗(t2)H0(t2)−H0(t2)σ
−1
1 (t2)γ(t2).

In other words the second moment H1(t2) = C(t2)A1B(t2)σ1(t2) satis-
fies the following differential equation

σ−1
1 (t2)σ2(t2)H1(t2)−H1(t2)σ

−1
1 (t2)σ2(t2) =

= d
dt2
H0(t2)− σ−1

1 γ∗H0(t2) +H0(t2)σ
−1
1 (t2)γ(t2).

In the same manner the moments Hi(t2) and Hi+1(t2) are connected
by the following differential equation

(5.4)
σ−1
1 (t2)σ2(t2)Hi+1 −Hi+1(t2)σ

−1
1 (t2)σ2(t2) =

= d
dt2
Hi(t2)− σ−1

1 (t2)γ∗(t2)Hi(t2) +Hi(t2)σ
−1
1 (t2)γ(t2).
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Notice also that

Hiσ
−1
1 H∗

0σ1 = B∗X−1Ai
1Bσ1B

∗X−1Bσ1 =
= B∗X−1Ai

1[−A1X −XA∗
1]X

−1Bσ1 =
= −Hi+1 −B∗X−1Ai

1XA
∗
1X

−1Bσ1 =
= −Hi+1 −B∗X−1Ai−1

1 [−Bσ1B∗ −XA∗
1]A

∗
1X

−1Bσ1 =
= −Hi+1 +B∗X−1Ai−1

1 Bσ1B
∗A∗

1X
−1Bσ1+

+B∗X−1Ai−1
1 XA∗

1A
∗
1X

−1Bσ1 =
= −Hi+1 +Hi−1σ

−1
1 H∗

1σ1 +B∗X−1Ai−1
1 XA2∗

1 X
−1Bσ1 =

= · · · =
= −Hi+1 +Hi−1σ

−1
1 H∗

1σ1 −Hi−2σ
−1
1 H2σ1+

+ · · ·+ (−1)iσ−1
1 H∗

i+1σ1

Consequently, the following formula holds:

(5.5) Hi+1σ
−1
1 + (−1)iσ−1

1 H∗

i+1 =
i∑

j=0

(−1)j+1Hi−jσ
−1
1 H∗

j .

Remark: One can obtain the same equations (5.4) and (5.5) by taking
the expansion of S(λ, t2) into Taylor series around λ = ∞ and equating

the coefficients of each
1

λi
. More precisely, the algebraic condition (5.4)

is a consequence of the symmetry condition (2.23) and the condition
(5.5) is a result of the differential equation (2.22).
Finally, we show how the third condition in Proposition 2.5 is reflected
in the moments Hi(t2). This condition means that the function S(λ, t2)
is σ1(t2) contractive, and, for example, the first moment H0(t2) satisfies
H0(t2)σ

−1
1 (t2) > 0. Using the minimality property, we have

spanAn
1BE = H.

Thus, in order to have X > ǫI, ǫ > 0 (so that X−1 exists) it is enough
to demand

〈X−1
n∑

k=0

AkBek,

n∑

k=0

AkBek〉 > ǫ, for any choice of ek ∈ E .

Thus we obtain that the following Pick matrix arises

P =




B∗

B∗A∗
1

...
B∗(A∗

1)
n


X

−1
[
B A1B . . . An

1B
]
> ǫI

which is equal to

Pn = [pij ]
n
i,j = [B∗(A∗

1)
i
X

−1A
j
1B] > ǫI, n = 0, 1, 2, . . .
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Notice that the elements of the matrix are indexed from zero to n for
convenience. Using Lyapunov equation (3.8) iteratively, we shall obtain
that

B∗(A∗
1)

mX−1An
1B = B∗(A∗

1)
m−1(−X−1Bσ1B

∗X−1 − X−1A1)A
n
1B

= −σ−1
1 H∗

m−1σ1Hnσ
−1
1 −B∗(A∗

1)
m−1X−1An+1

1 B

= · · · =
=

m∑
k=0

(−1)k+1σ−1
1 H∗

m−1−kσ1Hn+kσ
−1
1 , m > 0,

B∗X−1An
1B = Hn.

So the Pick matrix is of the following form
(5.6)

P = [pij ]
n
i,j=0,





pij =
i∑

k=0

(−1)k+1σ−1
1 H∗

i−1−kσ1Hj+kσ
−1
1 , i > 1

p0,j = Hj.

Next theorem shows that moments of a transfer function in S satisfy
recursive equations, involving algebraic and differential equations: The
positivity of the matrix P, in that case does not necessarily hold.

Lemma 5.4. Denote the real and the imaginary parts of H2n+1σ
−1
1 =

R2n+1 + iM2n+1. Then if the moments H0, . . . , H2n satisfy the differ-
ential equations (5.4) and (5.5), then the real part R2n+1 satisfies the
imaginary part of differential equation (5.5):

(5.7)

2[σ−1
1 σ2R2n+1 − R2n+1σ2σ

−1
1 ] =

=
d

dt2
[H2n]σ

−1
1 − σ−1

1 γ∗H2nσ
−1
1 +H2nσ

−1
1 γσ−1

1 −

−σ−1
1

d

dt2
[H∗

2n] + σ−1
1 H∗

2nγ
∗

∗σ
−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n.

Proof: Multiplying equation (5.4) by σ−1
1 on the right and using the

notation H2n+1σ
−1
1 = R2n+1 + iM2n+1 we shall obtain that

σ−1
1 σ2(R2n+1 + iM2n+1)− (R2n+1 + iM2n+1)σ2σ

−1
1 =

= σ−1
1 σ2R2n+1 − R2n+1σ2σ

−1
1 + i(σ2σ

−1
1 M2n+1 −M2n+1σ2σ

−1
1 ) =

=
d

dt2
[H2n]σ

−1
1 − σ−1

1 γ∗H2nσ
−1
1 +H2nσ

−1
1 γσ−1

1
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Since σ−1
1 σ2R2n+1 − R2n+1σ2σ

−1
1 and σ2σ

−1
1 M2n+1 − M2n+1σ2σ

−1
1 are

skew adjoint, last equation is equivalent to equality of real and imagi-
nary parts of both sides:
(5.8)

2i[σ−1
1 σ2M2n+1 −M2n+1σ2σ

−1
1 ] =

d

dt2
[H2n]σ

−1
1 + σ−1

1

d

dt2
[H∗

2n]+

+H2nσ
−1
1 γσ−1

1 − σ−1
1 γ∗H2nσ

−1
1 − σ−1

1 H∗
2nγ

∗
∗σ

−1
1 + σ−1

1 γ∗σ−1
1 H∗

2n,

and (5.7)

2[σ−1
1 σ2R2n+1 − R2n+1σ2σ

−1
1 ] =

d

dt2
[H2n]σ

−1
1 − σ−1

1 γ∗H2nσ
−1
1 +

+H2nσ
−1
1 γσ−1

1 − σ−1
1

d

dt2
[H∗

2n] + σ−1
1 H∗

2nγ
∗

∗σ
−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n.

Let us show that R2n+1, defined in equation (5.5) also satisfies (5.7).
Indeed,

2[σ−1
1 σ2R2n+1 − R2n+1σ2σ

−1
1 ] =

= σ−1
1 σ2[

∑2n
j=0(−1)j+1H2n−jσ

−1
1 H∗

j ]− [
∑2n

j=0(−1)j+1H2n−jσ
−1
1 H∗

j ]σ2σ
−1
1 =

=
d

dt2
[H2n]σ

−1
1 − σ−1

1 γ∗H2nσ
−1
1 +H2nσ

−1
1 γσ−1

1 −

−σ−1
1

d

dt2
[H∗

2n] + σ−1
1 H∗

2nγ
∗
∗σ

−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n.

Performing rearrangement and using (5.5) for i = 2n − 1, we shall
obtain

σ−1
1 σ2[

∑2n
j=0(−1)j+1H2n−jσ

−1
1 H∗

j ]− [
∑2n

j=0(−1)j+1H2n−jσ
−1
1 H∗

j ]σ2σ
−1
1 =

=
d

dt2
[H2nσ

−1
1 − σ−1

1 H∗
2n]− σ−1

1 γ∗H2nσ
−1
1 +H2nσ

−1
1 γσ−1

1 −H2n
d

dt2
σ−1
1 +

+σ−1
1 H∗

2nγ
∗
∗σ

−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n +
d

dt2
[σ−1

1 ]H∗
2n =

=
d

dt2
[
∑2n−1

j=0 (−1)j+1H2n−1−jσ
−1
1 H∗

j ]− σ−1
1 γ∗H2nσ

−1
1 +H2nσ

−1
1 γσ−1

1 −

−H2n
d

dt2
σ−1
1 + σ−1

1 H∗
2nγ

∗
∗σ

−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n +
d

dt2
[σ−1

1 ]H∗
2n,
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Here we can use formula (5.4) in order to differentiate the expression
H2n−1−jσ

−1
1 H∗

j . From (5.4) it follows that
(5.9)
d

dt2
[Hkσ

−1
1 H∗

m] =

= [σ−1
1 σ2Hk+1 −Hk+1σ

−1
1 σ2 + σ−1

1 γ∗Hk −Hkσ
−1
1 γ]σ−1

1 H∗
m+

+Hk

d

dt2
[σ−1

1 ]H∗
m+

+Hkσ
−1
1 [H∗

m+1σ2σ
−1
1 − σ2σ

−1
1 H∗

m+1 +H∗
mγ

∗
∗σ

−1
1 − γ∗σ−1

1 H∗
m] =

= σ−1
1 σ2Hk+1σ

−1
1 H∗

m +Hkσ
−1
1 H∗

m+1σ2σ
−1
1 −

−Hk+1σ
−1
1 σ2σ

−1
1 H∗

m −Hkσ
−1
1 σ2σ

−1
1 H∗

m+1+
+σ−1

1 γ∗Hkσ
−1
1 H∗

m +Hkσ
−1
1 H∗

mγ
∗
∗σ

−1
1

Now we can insert the formula (5.9) into the left hand side of the
previous expression and we shall obtain

d

dt2
[
∑2n−1

j=0 (−1)j+1H2n−1−jσ
−1
1 H∗

j ]− σ−1
1 γ∗H2nσ

−1
1 +H2nσ

−1
1 γσ−1

1 −

−H2n
d

dt2
σ−1
1 + σ−1

1 H∗
2nγ

∗
∗σ

−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n +
d

dt2
[σ−1

1 ]H∗
2n =

=
∑2n−1

j=0 (−1)j+1[σ−1
1 σ2H2n−jσ

−1
1 H∗

j +H2n−1−jσ
−1
1 H∗

j+1σ2σ
−1
1 −

−H2n−jσ
−1
1 σ2σ

−1
1 H∗

j −H2n−1−jσ
−1
1 σ2σ

−1
1 H∗

j+1+
+σ−1

1 γ∗H2n−1−jσ
−1
1 H∗

j +H2n−1−jσ
−1
1 H∗

j γ
∗
∗σ

−1
1 ]−

−σ−1
1 γ∗H2nσ

−1
1 +H2nσ

−1
1 γσ−1

1 −
−H2n

d

dt2
σ−1
1 + σ−1

1 H∗
2nγ

∗
∗σ

−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n +
d

dt2
[σ−1

1 ]H∗
2n =

It is easy to recognize telescopic sums in this expression and we obtain
that finally it equals to

=
∑2n−1

j=0 (−1)j+1[σ−1
1 σ2H2n−jσ

−1
1 H∗

j +H2n−1−jσ
−1
1 H∗

j+1σ2σ
−1
1 ]+

+H2nσ
−1
1 σ2σ

−1
1 H∗

0 −H0σ
−1
1 σ2σ

−1
1 H∗

2n+

+
∑2n−1

j=0 (−1)j+1[σ−1
1 γ∗H2n−1−jσ

−1
1 H∗

j +H2n−1−jσ
−1
1 H∗

j γ
∗
∗σ

−1
1 ]−

−σ−1
1 γ∗H2nσ

−1
1 +H2nσ

−1
1 γσ−1

1 −
−H2n

d

dt2
σ−1
1 + σ−1

1 H∗
2nγ

∗
∗σ

−1
1 − σ−1

1 γ∗σ−1
1 H∗

2n +
d

dt2
[σ−1

1 ]H∗
2n =

=
∑2n

j=0(−1)j+1[σ−1
1 σ2H2n−jσ

−1
1 H∗

j −H2n−jσ
−1
1 H∗

j σ2σ
−1
1 ]+

+
∑2n−1

j=0 (−1)j+1[σ−1
1 γ∗H2n−1−jσ

−1
1 H∗

j +H2n−1−jσ
−1
1 H∗

j γ
∗
∗σ

−1
1 ]−

−σ−1
1 γ∗H2nσ

−1
1 + σ−1

1 H∗
2nγ

∗
∗σ

−1
1 =

In other words, we obtain that the compatibility condition (5.7) be-
comes

∑2n−1
j=0 (−1)j+1[σ−1

1 γ∗H2n−1−jσ
−1
1 H∗

j +H2n−1−jσ
−1
1 H∗

j γ
∗
∗σ

−1
1 ]−

−σ−1
1 γ∗H2nσ

−1
1 + σ−1

1 H∗
2nγ

∗
∗σ

−1
1 = 0
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or after multiplying by σ1 from both sides

γ∗H2n−H∗

2nγ
∗

∗ =

2n−1∑

j=0

(−1)j+1[γ∗H2n−1−jσ
−1
1 H∗

j σ1+σ1H2n−1−jσ
−1
1 H∗

j γ
∗

∗ ],

�

Theorem 5.5. Suppose that we are given moments Hi(t2), defined in
a neighborhood of the point t02 ∈ I. Then there exists n0 ≤ p2 such that
each element Hi+1 is uniquely determined from H0, . . . , Hi using the
algebraic formulas (5.5), and n0 LDEs with arbitrary initial conditions,
obtained from (5.4). Moreover, n0 equations must be satisfied by the
elements of γ∗(t2).

Remarks: 1. This theorem is of local nature. The number ”n0” ap-
pearing in the theorem may vary with the point t02, but is unchanged
in a small neighborhood of t02 by continuity.
2. The proof of the theorem allows to produce an algorithm to deter-
mine explicitly, up to n0 initial conditions, the Markov moments. The
arguments in the proof of the theorem are illustrated on an example
in the following subsection. This example exhibits all the difficulties
present in the general case.

Proof of 5.5: We have seen in lemma 5.4, that the real part ofH2n+1 =
R + iM , defined by equation (5.4) satisfies (5.7). Let as concentrate
on the equation (5.8) in order to solve for M . For example, if

spec σ−1
1 σ2 ∩ spec(−σ2σ−1

1 ) = ∅
then one can uniquely solve for M . But in general, there will be some
undefined entries ofM in this manner. In the later case, we can rewrite
these equations as linear equations in the entries of M . But before we
do that we also rewrite the equation (5.8) as following

2i[σ−1
1 σ2M2n+1 −M2n+1σ2σ

−1
1 ] =(5.10)

=
d

dt2
R2n − σ−1

1 γ∗H2nσ
−1
1 −H2nσ

−1
1 γ∗σ−1

1 −

−σ−1
1 H∗

2nγ
∗

∗σ
−1
1 − σ−1

1 γσ−1
1 H∗

2n

And further, we are able to rewrite this equation as a system of p2

linear equations in p2 variables Mkl, k, l = 1, . . . , p2:

(5.11)





∑
α11
klM

kl
2n+1 =

d
dt2
R11

2n +
∑

[β11
klR

kl
2n] +

∑
[δ11klM

kl
2n]∑

α12
klM

kl
2n+1 =

d
dt2
R12

2n +
∑

[β12
klR

kl
2n] +

∑
[δ12klM

kl
2n]

...∑
α
pp
klM

kl
2n+1 =

d
dt2
R

pp
2n +

∑
[βpp

klR
kl
2n] +

∑
[δppklM

kl
2n]
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Here αij
kl, β

ij
kl, δ

ij
kl are functions of t2 derived from the vessel parameters.

Using basic algebra manipulations, it is enough to find a maximally
independent subset of equations in the left side of (5.11), and to obtain
a system of p2 − n0 independent equations

(5.12)





∑
kl α

1
kl(t2)M

kl
2n+1 = f1(

d

dt2
Rkl

2n, R
kl
2n,M

kl
2n)

∑
kl α

2
kl(t2)M

kl
2n+1 = f2(

d

dt2
Rkl

2n, R
kl
2n,M

kl
2n)

...
∑

kl α
p2−n0

kl (t2)M
kl
2n+1 = fp2−n0

(
d

dt2
Rkl

2n, R
kl
2n,M

kl
2n)

for linear functions fj and a system of linear dependent ones




0 = g1(
d

dt2
R2n, R

kl
2n,M

kl
2n)

0 = g2(
d

dt2
R2n, R

kl
2n,M

kl
2n)

...

0 = gn0
(
d

dt2
R2n, R

kl
2n,M

kl
2n)

for linear functions gj.
On the other hand, using the same considerations for H2n+2, we shall
obtain n0 equations of the same type, which are additional restrictions
on M2n+1

(5.13) 0 = gj(
d

dt2
M2n+1,M2n+1, R2n+1), j = 1, . . . , n0.

Notice that we obtain algebraic (5.12) and differential (5.13) equations
which are independent (since all algebraic and differentials are, and
they are of different nature). So, if all elements of M2n+1 appear at
these equations we shall obtain that one can uniquely solve them up
to n0 initial conditions:

(5.14)





∑
kl α

i
kl(t2)M

kl
2n+1 = fi(

d

dt2
Rkl

2n, R
kl
2n,M

kl
2n)

i = 1, . . . , p2 − n0,

0 = gi(
d

dt2
M2n+1,M2n+1, R2n+1),

i = 1, . . . , n0

(See example of NLS at section 5.6). If this is not the case, some of
the elements, say p0 ≤ n0 will not appear in the equations (5.14). As
a result, using the algebraic expressions (5.12) and plugging them into
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differential ones, (5.13) we shall obtain p0 ≤ n0 differential equation of
second order on the elements R2n and M2n:

0 = hi(
d2

dt22
R2n,

d

dt2
R2n, R2n,

d

dt2
M2n,M2n), j = 1, . . . , p0.

By induction the same type of equation will hold for H2n+1 (for j =
1, . . . , p0):

(5.15) 0 = hi(
d2

dt22
M2n+1,

d

dt2
M2n+1,M2n+1,

d

dt2
R2n+1, R2n+1).

Finally, we shall obtain the following system of differential equations

(5.16)





∑
kl α

i
kl(t2)M

kl
2n+1 = fi(

d

dt2
Rkl

2n, R
kl
2n,M

kl
2n)

i = 1, . . . , p2 − n0,

0 = gi(
d

dt2
M2n+1,M2n+1, R2n+1),

i = 1, . . . , n0 − p0

0 = hi(
d2

dt22
M2n+1,

d

dt2
M2n+1,M2n+1,

d

dt2
R2n+1, R2n+1),

i = 1, . . . , p0

�

Remark: This theorem means that the equations (5.4) and (5.5) are
compatible, i.e. one can always solve them, once n0 equations are
satisfied for γ∗(t2). But if we consider the differential equation (5.4)
only and ignore (5.5), then one obtain the following

Corollary 5.6. Suppose that Moments of Hi satisfy the differential
equations (5.4), then there exist K0(t2), K1(t2), K2(t2), K3(t2) depend-
ing on vessel parameters only such that

(5.17)
d

dt2
Hn+1 = K0Hn +K1

d

dt2
Hn +K2

d2

dt22
Hn +K3

d3

dt32
Hn

Proof: All we have to do it to imitate the proof of theorem 5.5 ignor-
ing the additional constrain (5.5) on the real/imaginary parts of the
moments. Denoting by H ij

n the entries of Hn, we will obtain from (5.4)
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p2 equations (like (5.11))




∑
α11
klH

kl
n+1 =

d

dt2
Hkl

n +
∑

[β11
klH

kl
n ]

∑
α12
klH

kl
n+1 =

d

dt2
Hkl

n +
∑

[β12
klH

kl
n ]

...
∑
α
pp
klH

kl
n+1 =

d

dt2
Hkl

n +
∑

[βpp
klH

kl
n ]

and analogously to deriving the formulas (5.14), we will obtain




∑
kl α

i
kl(t2)H

kl
n+1 = fi(

d

dt2
Hn, Hn), i = 1, . . . , p2 − n0,

0 = gi(
d

dt2
Hn+1, Hn+1), i = 1, . . . , n0

So, if these equations are independent, differentiating the first one, we
shall obtain

d

dt2
Hn+1 = K0Hn +K1

d

dt2
Hn +K2

d2

dt22
Hn.

Otherwise, there will be p0 equations analogous to (5.15) of the form

0 = hi(
d2

dt22
Hn+1,

d

dt2
Hn+1, Hn+1), j = 1, . . . , p0.

Moreover, the independent entries of Hn+1 will appear with one differ-
entiation only, because, otherwise they would appear at the previous

stage at the equation 0 = gi(
d

dt2
Hn+1, Hn+1), and would be derived

from n0 differential equations. So, this last equation means that the
remaining p0 elements are found from

d

dt2
H

ij
n+1 = L0Hn+1 + L1

d

dt2
Hn+1 + L2

d2

dt22
Hn+1

so that only the known entries appear at the left hand side. From here
it immediately follows the corollary. �

We want to present next a necessary restriction on γ∗(t2), derived from
the existence of a finite dimensional vessel:

Theorem 5.7. Let σ1, σ2, γ, γ∗ be vessel parameters, and V a finite
dimensional vessel corresponding to the m parameters. Then the en-
tries of the function γ∗ satisfies a polynomial differential equation of
finite order with coefficients in the differential ring R, generated by
(the entries of) σ1, σ

−1
1 , σ2, γ.
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Proof: Suppose that the transfer function of the vessel V, defined in
(2.11) is

S(λ, t2) = I −B∗(t2)X
−1(t2)(λI − A1)

−1B(t2)σ1(t2) = I −
∞∑

i=0

Hi

λi+1
,

and the linkage condition is

σ−1
1 (t2)γ∗(t2) = σ−1

1 (t2)γ(t2) + [σ−1
1 (t2)σ2(t2), H0(t2)].

Notice that if we differentiate this formula and use the equation for the
derivative of H0(t2) from the equation (5.4), we shall get

d

dt2

(
σ−1
1 (t2)γ∗(t2)

)
=

d

dt2

(
σ−1
1 (t2)γ(t2)

)
+ [

d

dt2
(σ−1

1 (t2)σ2(t2)), H0(t2)]+

+[σ−1
1 (t2)σ2(t2),

d

dt2
H0(t2)] =

=
d

dt2

(
σ−1
1 (t2)γ(t2)

)
+ f00(H0(t2)) + f01(H1(t2))

for linear in moments functions f00, f01 with coefficients depending on
R and γ∗. Similarly, differentiating this expression and using formula

(5.4) for
d

dt2
H0(t2) and

d

dt2
H1(t2), we shall obtain that the second

derivative is

d2

dt22

(
σ−1
1 (t2)γ∗(t2)

)
=

=
d2

dt22

(
σ−1
1 (t2)γ(t2)

)
+ f10(H0) + f11(H1(t2)) + f12(H2(t2)).

for linear in the moments functions f10, f11, f12 with coefficients de-

pending on R and γ∗,
d

dt2
γ∗. Continuing this differentiation further at

each step i we shall obtain an equation of the form

di

dti2

(
σ−1
1 (t2)γ∗(t2)

)
=

di

dti2

(
σ−1
1 (t2)γ(t2)

)
+

i∑

j=0

fij(Hj),

where fij is a linear function of Hj with coefficients, depending on R

and first i − 1 derivatives of γ∗ (this can be immediately seen by the
induction). But at some stage the moments start to repeat themselves
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due to equation (5.1). So, taking K derivatives we shall obtain equa-
tions of the following form
(5.18)



σ−1
1 (t2)γ∗(t2) = σ−1

1 (t2)γ(t2) + f00(H0(t2))
d

dt2

(
σ−1
1 (t2)γ∗(t2)

)
=

d

dt2

(
σ−1
1 (t2)γ(t2)

)
+ f10(H0(t2)) + f11(H1(t2))

d2

dt22

(
σ−1
1 (t2)γ∗(t2)

)
=

d2

dt22

(
σ−1
1 (t2)γ(t2)

)
+

2∑
j=0

f2j(Hj)

...
dN

dtN2

(
σ−1
1 (t2)γ∗(t2)

)
=

dN

dtN2

(
σ−1
1 (t2)γ(t2)

)
+

N∑
j=0

fNj(Hj)

...
dK

dtK2

(
σ−1
1 (t2)γ∗(t2)

)
=

dK

dtK2

(
σ−1
1 (t2)γ(t2)

)
+

N∑
j=0

fKj(Hj)

Suppose that that the dimension of the inner state is n (i.e. dimH =
n), then we get that each of the matrices Hj has n

2 entries and there is
the total number of n2(N+1) entries for the moments H0, . . . , HN . So,
taking ”enough” derivatives of γ∗(t2) (i.e., takingK so thatK dim(E)2 >
n2(N +1)) and eliminating all the entries of the moments, we shall ob-
tain a finite number of polynomial differential equation for the entries
of γ∗(t2). �

Remark: From this theorem is follows that γ∗ satisfies an equation of
the form

P (x, x′, x′′, . . . , x(K)) = 0,

where P (x0, x1, x2, . . . , xK) is a non-commutative polynomial with co-
efficients in R.
Using an outer space transformation it is possible to bring the matrix
σ−1
1 (t2)σ2(t2) to a simpler form. Suppose that there is an invertible

matrix V (t2) : E → E such that

σ−1
1 (t2)σ2(t2) = V (t2)L(t2)V

−1(t2)

for a ”simple” matrix L(t2), where L(t
0
2) is in a Jordan block form.

Define new operators (omitting t2-dependence)
(5.19)
σ̃1 = V ∗σ1V, σ̃2 = V ∗σ2V, γ̃ = V ∗γV −σ1V

′, γ̃∗ = V ∗γ∗V −σ1V
′

then simple calculations show that σ̃1(t2), σ̃2(t2), γ̃(t2), γ̃∗(t2) are vessel
parameters in the same interval I and the collection of operators and
spaces

Ṽ = (A1, B(t2),X(t2); σ̃1(t2), σ̃2(t2), γ̃(t2), γ̃∗(t2);H, E),
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is again a Vessel. By multiplying the original vessel conditions of V by

V or on V ∗ we check that the the vessel conditions are satisfied for Ṽ.
But for this new vessel Ṽ we obtain that

σ̃−1
1 (t2)σ̃2(t2) = V −1(t2)σ

−1
1 (t2)σ2(t2)V (t2) = L(t2).

The first step to understand the equations arising in theorem (5.5) we
study the cosntant case.

5.3. Moment equations for diagonal constant σ−1
1 σ2. At the spe-

cial case σ−1
1 σ2 = diag[s1, s2, . . . , sE ] (E = dim E) for some constants

si ∈ C we can explicitly find the formulas for the moments using equa-
tion (5.4).
First we consider the linkage condition (1.3), which may be considered
as the ”−1” equation of (5.4). Taking diagonal form for σ−1

1 (t2)σ2(t2)

and denoting the k, j-th entry of H0(t2) by H
kj
0 , we shall obtain

σ−1
1 (t2)[γ∗(t2)− γ(t2)] = [σ−1

1 (t2)σ2(t2), H0(t2)] =
[
H

kj
0 (t2)(sk − sj)

]
.

Cases for which sk − sj = 0 give restrictions on the entries of
σ−1
1 (t2)[γ∗(t2) − γ(t2)] and other cases uniquely determine entries of
H0(t2):

ekσ
−1
1 (t2)[γ∗(t2)− γ(t2)]e

t
j = 0, sk − sj = 0,(5.20)

H
kj
0 (t2) =

ekσ
−1
1 (t2)[γ∗(t2)− γ(t2)]e

t
j

sk − sj
, sk − sj 6= 0.(5.21)

But there more equations arise when we consider (5.4) for i = 0:

[σ−1
1 σ2, H1(t2)] =

[
H

kj
1 (t2)(sk − sj)

]
=

=
d

dt2
H0(t2)− σ−1

1 (t2)γ∗(t2)H0(t2) +H0(t2)σ
−1
1 (t2)γ(t2)

Here again if we focus on the cases sk−sj = 0, we shall obtain that the
following differential equations must hold (suppressing notation for t2
dependence)

d

dt2
H

kj
0 − ek[σ

−1
1 γ∗H0 +H0σ

−1
1 γ]etj = 0, sk − sj = 0,

H
kj
1 (t2) =

1

sk − sj
ek[

d

dt2
H0 − σ−1

1 γ∗H0 +H0σ
−1
1 γ]etj, sk − sj 6= 0

The first line gives a linear differential equation for the elements Hkj
0

in terms of vessel parameters and other known entries of H0:

d

dt2
H

kj
0 = ekσ

−1
1 γ∗H0e

t
j − ekH0σ

−1
1 γetj , 1 ≤ k ≤ r,

Finally we obtain the following
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Lemma 5.8. Suppose that

σ−1
1 σ2 = diag[s1, s2, . . . , sE ],

then the entries of γ, γ∗ satisfy the following equations

(5.22) ekσ
−1
1 (t2)[γ∗(t2)− γ(t2)]e

t
k = 0, when sk − sj = 0,

where ek stay for the standard elementary row vector with 1 at k-th
place and 0 everywhere.

An interesting question arises, is whether any continuous vessel pa-
rameters satisfying the conditions of this lemma gives rise to a transfer
function.

5.4. Moment equations for Jordan-block constant σ−1
1 σ2. Sup-

pose now that σ−1
1 σ2 is a Jordan block matrix with arbitrary eigenvalue

s ∈ C.

σ−1
1 σ2 = Jordan(s, r) =




s 1 . . . 0 0
0 s . . . 0 0
...

...
. . .

...
...

0 0 . . . s 1
0 0 . . . 0 s




then we can again consider the linkage condition (1.3):

σ−1
1 (t2)[γ∗(t2)− γ(t2)] = [σ−1

1 (t2)σ2(t2), H0(t2)] =
= [Jordan(s, r), H0(t2)] = [Jordan(0, r), H0(t2)] =

=




H21
0 H22

0 −H11
0 H23

0 −H12
0 . . . H2r

0 −H
1,r−1
0

H31
0 H32

0 −H21
0 H33

0 −H22
0 . . . H3r

0 −H
2,r−1
0

H41
0 H42

0 −H31
0 H43

0 −H32
0 . . . H4r

0 −H
3,r−1
0

...
...

...
...

...
H

r−1,1
0 H

r−1,2
0 −H

r−2,1
0 H

r−1,3
0 −H

r−2,2
0 . . . H

r−1,r
0 −H

r−2,r−1
0

Hr1
0 Hr2

0 −H
r−1,1
0 Hr3

0 −H
r−1,2
0 . . . Hrr

0 −H
r−1,r−1
0

0 −Hr1
0 −Hr2

0 . . . −Hr,r−1
0




,

where the value s on the main diagonal is canceled. It turns out that
sums of elements of each diagonal under the main one is 0. This may
be rewritten also in the following form

tr[σ−1
1 (γ∗(t2)− γ(t2)) Jordan(0, r)

k] = 0, k = 0, 1, . . . , r − 1.

From the other equations we find expressions for the entries of H0(t2)
using its first row as parameters. In other words, from the linkage
condition (1.3) we find r restrictions on σ−1

1 (γ∗(t2)− γ(t2)) and all the
entries of H0(t2), while the entries of the first row H11

0 , . . . , H
1r
0 are

unknown.
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Considering next the equation (5.4), we will similarly obtain that

tr[
( d

dt2
H0 − σ−1

1 γ∗H0 +H0σ
−1
1 γ

)
Jordan(0, r)k] = 0, k = 0, 1, . . . , r− 1.

These equations may be considered as additional equations on the first
row of H0(t2), which was unknown before. It is also possible that these
differential equations will not determine the first row of H0, in this
case we shall obtain additional differential restrictions on the elements
of σ−1

1 (γ∗(t2)− γ(t2)) (see (5.24) below). In this case, the elements of
the first row of H0 will be determined from differential equations on
the next level, involving H1(t2) (see (5.32) below).

5.5. Sturm Liouville vessel parameters. The following example
was extensively studied in [M2]. It deals with the Sturm Liouville
differential equation

d2

dt22
y(t2)− q(t2)y(t2) = λy(t2),

with the spectral parameter λ. The parameter q(t2) is usually called
the potential. For q(t2) = 0 this problem is easily solved by exponents
and in this case we shall call this equation trivial. In [M2] one connects
solutions of the more general problem with non trivial q(t2) to the
trivial one.

Definition 5.9. the Sturm Liouville vessel parameters are given by

σ1 =

[
0 1
1 0

]
, σ2 =

[
1 0
0 0

]
, γ =

[
0 0
0 i

]
,

γ∗(t2) =

[
−iπ11(t2) −β(t2)
β(t2) i

]

for real valued continuous functions π11(t2), β(t2).

Notice that these parameters correspond to the Jordan block form of

σ−1
1 σ2 =

[
0 0
1 0

]
.

The input compatibility differential equation (2.16) is equivalent to
{
λu1(λ, t2)− ∂

∂t2
u2(λ, t2) = 0

− ∂
∂t2
u1(λ, t2) + iu2(λ, t2) = 0

where we denote uλ(t2) =

[
u1(λ, t2)
u2(λ, t2)

]
. From the second equation

one finds that u2(λ, t2) = −i ∂
∂t2
u1(λ, t2) and plugging it back to the
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first equation, we shall obtain the trivial Sturm Liouville differential
equation with the spectral parameter iλ for u1(λ, t2):

∂2

∂t22
u1(λ, t2) = iλu1(λ, t2).

For the output yλ(t2) =

[
y1(λ, t2)
y2(λ, t2)

]
, we shall obtain that (2.17) is

equivalent to the system of equations
{

(λ− iπ11(t2))y1(λ, t2)− ( ∂
∂t2

+ β(t2))y2(λ, t2) = 0

(β(t2)− ∂
∂t2

)y1(λ, t2) + iy2(λ, t2) = 0
,

from which we immediately obtain that y2(λ, t2) = i(β(t2)− ∂
∂t2

)y1(λ, t2)
and plugging it into the first equation

∂2

∂t22
y1(λ, t2)− (π11(t2) + β ′(t2) + β2(t2))y1(λ, t2) = iλy1(λ, t2),

which means that y1(λ, t2) satisfies the Sturm Liouville differential
equation with the spectral parameter iλ and the potential q(t2) =
(π11(t2) + β ′(t2) + β2(t2)).

The first equation (1.3) considered for H0 =

[
H11

0 H12
0

H21
0 H22

0

]
becomes

[
−iπ11(t2) −β(t2)
β(t2) 0

]
=

[
H11

0 −H22
0 H12

0

−H12
0 0

]
.

from where we conclude that

(5.23) H12
0 = −β(t2), H11

0 −H22
0 = −iπ11(t2).

Let us consider the differential equation (5.4), where we use the nota-

tion H1 =

[
H11

1 H12
1

H21
1 H22

1

]
. Substituting the expressions for the vessel

parameters, we shall obtain




d
dt2
H11

0 − βH11
0 − iH21

0 = −H12
1 ,

d
dt2
H12

0 − βH12
0 + i(H11

0 −H22
0 ) = 0,

d
dt2
H21

0 + iπ11H
11
0 + βH21

0 = H11
1 −H22

1 ,
d
dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0 = H12

1 .

and consequently, using the formulas (5.23) the second equation results
in

(5.24) π11 =
d

dt2
β − β2.
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Together the first and the fourth equations give

H12
1 = −(

d

dt2
H11

0 − βH11
0 − iH21

0 ) =
d

dt2
H22

0 + iπ11H
12
0 + βH22

0 + iH21
0

from where we obtain using (5.23)

(5.25)
d

dt2
[H11

0 +H22
0 ] = 0 ⇒ H11

0 +H22
0 = C ∈ C,

Additionally, H0 has to satisfy H0 = σ−1
1 H∗

0σ1. Using this relation we
shall obtain that

[
H11

0 H12
0

H21
0 H22

0

]
=

[
0 1
1 0

] [
(H11

0 )∗ (H21
0 )∗

(H12
0 )∗ (H22

0 )∗

] [
0 1
1 0

]
⇒

⇒





H11
0 = (H22

0 )∗

H12
0 = (H12

0 )∗

H21
0 = (H21

0 )∗

H22
0 = (H11

0 )∗

from where we conclude that

(5.26) H11
0 = (H22

0 )∗, H12
0 = (H12

0 )∗, H21
0 = (H21

0 )∗.

As we can see H21
0 = h210 is a real valued (arbitrary at this stage)

function, and H0 is as follows

(5.27) H0 =



r − iπ11

2
−β

h210
r + iπ11

2


 ,

where r ∈ R.

Let us perform the same calculations for H1. From the algebraic equa-
tion (5.5)

H1σ
−1
1 + σ−1

1 H∗

1 = −H0σ
−1
1 H∗

0

we obtain that
[
H12

1 + (H12
1 )∗ H11

1 + (H22
1 )∗

H22
1 + (H11

1 )∗ H21
1 + (H21

1 )∗

]
= −H0σ

−1
1 H∗

0

From the equation (5.4) with i = 0 we obtain as before that

H11
1 −H22

1 =
d

dt2
H21

0 + iπ11H
11
0 + βH21

0 ,(5.28)

H12
1 = iH21

0 − d

dt2
H11

0 + βH11
0 .(5.29)
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and the same equation (5.4) with i = 1 produces similarly to the pre-
vious case

d

dt2
H12

1 − βH12
1 + i(H11

1 −H22
1 ) = 0,(5.30)

d

dt2
(H11

1 +H22
1 ) = −iπ11H12

1 + β(H11
1 −H22

1 ).(5.31)

Plugging (5.28) and (5.29) into (5.30), we shall obtain that H21
0 = h210

have to satisfy the following differential equation of the first order:

d

dt2
(iH21

0 − d
dt2
H11

0 + βH11
0 )−

−β(iH21
0 − d

dt2
H11

0 + βH11
0 )+

+i d
dt2
H21

0 − π11H
11
0 + iβH21

0 = 0.

or after cancellations

(5.32) 2i(H21
0 )′ =

d2

dt22
H11

0 − 2β
d

dt2
H11

0 .

Inserting here the expressions for H ij
0 appearing in (5.27) we shall ob-

tain that the real part of the last equality can be derived from the
equation (5.24):

r

2
[β ′ − β2 − π11] = 0.

The imaginary part gives the following equation

4
d

dt2
h210 =

d

dt2
(π11β) + βπ′

11 − β2π11 − π2
11 − π′′

11.

Suppose (see [M2]) that there exists a function τ such that β = −τ
′

τ
.

Then using (5.24) π11 = −τ
′′

τ
and inserting these equations into the

formula for d
dt2
h210 we obtain that

4
d

dt2
h210 =

τ (4)

τ
−

(τ ′′
τ

)2
.

Let us write down the formulas for the elements of H1:




H12
1 = d

dt2
H21

0 − d

dt2
H11

0 + βH11
0 , (5.29)

H11
1 −H22

1 = i( d
dt2
H12

1 − βH12
1 ), (5.28)

d
dt2

(H11
1 +H22

1 ) = −iπ11H12
1 + β(H11

1 −H22
1 ), (5.31)

2i(H21
1 )′ = d2

dt2
2

H11
1 − 2β d

dt2
H11

1 (5.32)′
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The last equation (5.32)′ is obtained from (5.32) by substituting the

index 0 at H ij
0 by the index 1: H ij

1 .
Finally, we obtain that in the general case Hi+1 is derived from Hi

using a system of similar equations.

(5.33)





H12
i+1 = d

dt2
H21

i − d

dt2
H11

i + βH11
i ,

H11
i+1 −H22

i+1 = i( d
dt2
H12

i+1 − βH12
i+1),

d
dt2

(H11
i+1 +H22

i+1) = −iπ11H12
i+1 + β(H11

i+1 −H22
i+1),

2i d
dt2
H21

i+1 = d2

dt2
2

H11
i+1 − 2β d

dt2
H11

i+1.

from where we see that Markov moments are defined up to initial con-
ditions for n0 = 2 elements. Notice that p0 = 1 in this case.
Let us also demonstrate theorem 5.7 for the Sturm Liouville parameters
from definition 5.9. We will take the simplest case n = 1 and as a result
the transfer function is

S(λ, t2) = I − 1

λ+ z
C(t2)B(t2)σ1 = I −

∞∑

i=0

1

λi+1
(−z)iC(t2)B(t2)σ1.

We have already seen (in (5.24)) that γ∗ is necessarily of the form

γ∗(t2) =

[
−i(β ′ − β2) −β

β i

]

for a real valued function β(t2) on I. In this case, N = 0 which means
that the first moment is a multiple of the zero moment: H1 = −zH0.
Since the vessel parameters are constant the differential ring R = C

is trivial. Using the formulas developed in [M2] we shall obtain that
τ = exp

∫
β satisfies

(
d

dt2
− k)(

d

dt2
− k̄)(

d

dt2
+ k)(

d

dt2
+ k̄)τ = 0.

for k =
√
−iz, which may be rewritten as a polynomial differential

equation for β, after inserting the formula for τ = exp
∫
β and multi-

plying by τ−1.

5.6. Non-Linear Shrödinger equation parameters.

Definition 5.10. Non-Linear Shrödinger equation parameters are given
by

σ1 =

[
1 0
0 1

]
, σ2 =

1

2

[
1 0
0 −1

]
, γ(x) =

[
0 0
0 0

]
,

γ∗(x) =

[
0 β(x)

−β∗(x) 0

]
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Then the output and output compatibility conditions take the form of
the classical non linear Schrödinger equation with the spectral param-
eter iλ

∂

∂x
u(x, λ) = (iλA +Q(x))u(x, λ),

where

I = σ1, A = −1

2

[
i 0
0 −i

]
= −iσ2, Q(x) = −γ∗(x).

We may perform the same calculations for the moments as in the
Sturm-Liouville case. Using formula (1.2) and denoting n-th moment

by Hn(t2) =

[
H11

n H12
n

H21
n H22

n

]
we shall find that the moments has to sat-

isfy the following relations

(5.34)





H21
n = − d

dt2

(
H21

n−1

)
− β∗(t2)H

11
n−1,

H12
n =

d

dt2

(
H12

n−1

)
− β(t2)H

22
n−1,

d

dt2

(
H11

n

)
= β(t2)H

21
n ,

d

dt2

(
H22

n

)
= −β∗(t2)H

12
n .

while the first moment H0 is found from the linkage condition (2.15)

H0 =

[
H11

0 β(t2)
β∗(t2) H22

0

]
,

and the entries H11
0 , H

22
0 are found using two last equations of (5.34):

d

dt2

(
H11

0

)
= β(t2)H

21
0 = β(t2)β

∗(t2),

d

dt2

(
H22

0

)
= −β∗(t2)H

12
0 = −β∗(t2)β(t2).

6. Inverse problem at infinity for given vessel

parameters

In order to discuss the reconstruction of the transfer function from its
moments, we will show first that for almost arbitrary vessel parame-
ters one can solve the n0 moment equations, appearing in Theorem 5.5.
Once a symmetric, equal to identity at infinity, function is constructed,
we will use a Krein space realization for it. Finally, by a counterexam-
ple, we will show that not all vessels parameters admit Hilbert space
(with positive X) realizations.
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We have seen that there is a differential equation (5.17), which connects
the moments, and means that the next moments is roughly speaking
a second derivative of the previous one. If we start to estimate its
growth, we will end with factorial growth for the moments, because
consecutive applying of derivative produces many terms due to Leibniz
rule. Instead, we will assume that there is a ”big” functionM(t2) which
majorizes all the moments. Of course such an assumption narrows the
class of function, to which the realization theorem 6.1 is applicable.
On the other hand, the algebraic equations (5.5) connects the real/
imaginary parts of the moments with all the previous ones. Again, we
found assumptions, which will enable us to handle the growth of such
elements.
From theorem 5.2 it follows that we have to demand the symmetry
condition (5.5) only at t02. Examining the equation (5.5) and supposing
that ‖Hn(t

0
2)‖ ≤ fnC

n+1, we will obtain that

‖Hn+1σ
−1
1 + (−1)iσ−1

1 H∗

n+1‖ ≤
n∑

j=0

‖Hn−j‖‖σ−1
1 ‖‖H∗

j ‖ ≤

≤ ‖σ−1
1 ‖

n∑

j=0

fn−jC
n−j+1fjC

j+1 = ‖σ−1
1 ‖

n∑

j=0

fn−jfjC
n+2

So, if the series {fn} has the property

(6.1) fn+1 = ‖σ−1
1 ‖

n∑

j=0

fn−jfj,

we will obtain that

‖Hn+1σ
−1
1 + (−1)iσ−1

1 H∗

n+1‖ ≤ ‖σ−1
1 ‖

n∑

j=0

fn−jfjC
n+2 ≤ fn+1C

n+2.

One can find generating function F (x) =
∑
fix

i. Multiplying (6.1) by
xn+1 and summing, we will obtain that

xF (x)2 = F (x) − F (0) ⇒ F (x) =
1−

√
1− 4xF (0)

2x
=

∞∑

n=0

fnx
n

from where it follows that for F (0) = 1

fn ∼ 4n√
πn(2n− 1)
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Let M(t2) be a positive function with positive derivatives on [t02, t2],
which satisfies the following differential equation

(6.2)
C

3
√
2

d

dt2
M(t2) =

= ‖K0‖M(t2) + ‖K1‖
d

dt2
M(t2) + ‖K2‖

d2

dt22
M(t2) + ‖K3‖

d3

dt32
M(t2)

then, if H
(k)
n (t2) ≤ fnC

n+1M (k)(t2) we will obtain that

‖ d

dt2
Hn+1‖ ≤

≤ fnC
n+1(‖K0‖‖Hn‖+‖K1‖‖

d

dt2
Hn‖+‖K2‖‖

d2

dt22
Hn‖+‖K3‖‖

d3

dt32
Hn‖)

≤ fnC
n+1(‖K0‖M(t2)+‖K1‖

d

dt2
M(t2)+‖K2‖

d2

dt22
M(t2)+‖K3‖

d3

dt32
M(t2))

=
fn

3
√
2
Cn+2M ′(t2) ≤ fn+1C

n+2M ′(t2)

and by induction on k, further differentiating the equation (5.17) and

using triangle inequality and additional assumption ‖K(k)
i (t2)‖ ≤ dk

dtk2
‖Ki(t2)‖,

we will obtain that

‖H(k)
n+1(t2)‖ ≤ fn

3
√
2
Cn+2M (k)(t2) ≤ fn+1C

n+2M (k)(t2).

Using these ideas we obtain the following

Theorem 6.1. Suppose that the vessels parameters and the norm are
chosen so that K0, K1, K2, K3 satisfy for all k ≥ 1

(6.3) ‖K(k)
i (t2)‖ ≤ dk

dtk2
‖Ki(t2)‖, i = 0, 1, 2, 3.

Suppose also that M(t2) is a solution of the differential equation (6.2)
with the initial value I, which majorizes H0(t2) and all its derivatives:

‖H(k)
0 (t2)‖ ≤ f0CM(t2) on [t02, t2]. Then if at each step the imaginary

(for even n) and real (for odd n) part of Hn+1σ
−1
1 , which is uniquely

determined from the first line in (5.16) also satisfies

(6.4) ‖Hn+1(t
0
2)σ

−1
1 − (−1)iσ−1

1 H∗

n+1(t
0
2)‖ ≤ fn+1C

n+2,

then the series

I −
∞∑

n=0

1

λi+1
Hn(t2)σ1
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determines an analytic at λ = ∞ function S(λ, t2) not necessary σ1(t2)-
contractive function (i.e. condition (2.19) of proposition 2.5 does not
necessary hold), which maps solutions of (2.16) to solutions of (2.17)
and which is symmetric (i.e. satisfies (2.23)). Radius of convergence

around λ = ∞ is at least
1

4C
.

Proof: Let us write down all the ideas, preceding the claim of this
theorem. We will prove the theorem, using induction on n. The basis
of the induction follows from the assumptions, namely.

‖H(k)
0 ‖ ≤ f0CM(t2).

Suppose that ‖H(k)
i (t2)‖ ≤ fiC

i+1M (k)(t2) for i = 0, 1, . . . , n, then from
(5.17) it follows that

‖ d

dt2
Hn+1‖ ≤

≤ fnC
n+1(‖K0‖‖Hn‖+‖K1‖‖

d

dt2
Hn‖+‖K2‖‖

d2

dt22
Hn‖+‖K3‖‖

d3

dt32
Hn‖)

≤ fnC
n+1(‖K0‖M(t2)+‖K1‖

d

dt2
M(t2)+‖K2‖

d2

dt22
M(t2)+‖K3‖

d3

dt32
M(t2))

=
fn

3
√
2
Cn+2M ′(t2) ≤ fn+1C

n+2M ′(t2)

and by induction on k, we obtain that for k ≥ 1,

‖H(k)
n+1(t2)‖ =

= ‖
k∑

i=0

(
k

i

)
{K(i)

0 H(k−i−1)
n +K

(i)
1 H(k−i)

n +K
(i)
2 H(k−i+1)

n +K
(i)
3 H(k−i+2)

n }

≤
k∑

i=0

(
k

i

)
{‖K(i)

0 ‖‖H(k−i−1)
n ‖+‖K(i)

1 ‖‖H(k−i)
n ‖+‖K(i)

2 ‖‖H(k−i+1)
n ‖+‖K(i)

3 ‖‖H(k−i+2)
n ‖}

using assumption 6.3

≤
k∑

i=0

(
k

i

)
{‖K0‖(i)‖H(k−i−1)

n ‖+‖K1‖(i)‖H(k−i)
n ‖+‖K2‖(i)‖H(k−i+1)

n ‖+‖K3‖(i)‖H(k−i+2)
n ‖}

≤ fnC
n+1

k∑

i=0

(
k

i

)
{‖K0‖(i)M (k−i−1)+‖K1‖(i)M (k−i)+‖K2‖(i)M (k−i+1)+‖K3‖(i)M (k−i+2) =

= fnC
n+1(

C

3
√
2
M ′)(k−1) ≤ fn+1C

n+2M (k)(t2).
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‖Hn+1(t
0
2)σ

−1
1 +(−1)iσ−1

1 H∗

n+1(t
0
2)‖ ≤

n∑

j=0

‖Hn−j(t
0
2)‖‖σ−1

1 ‖‖H∗

j (t
0
2)‖ ≤

≤ ‖σ−1
1 ‖

n∑

j=0

fn−jC
n−j+1fjC

j+1 = ‖σ−1
1 ‖

n∑

j=0

fn−jfjC
n+2 ≤ fn+1C

n+2

From (6.4) and this inequality it follows that

‖Hn+1(t
0
2)σ

−1
1 ‖ ≤ 1

2
‖Hn+1(t

0
2)σ

−1
1 + (−1)iσ−1

1 H∗

n+1(t
0
2)‖+

+
1

2
‖Hn+1(t

0
2)σ

−1
1 − (−1)iσ−1

1 H∗

n+1(t
0
2)‖ ≤

≤ 1

2
(fn+1C

n+2 + fn+1C
n+2) = fn+1C

n+2.

Then

‖Hn+1(t2)σ
−1
1 ‖ = ‖Hn+1(t

0
2)σ

−1
1 +

∫ t2

t0
2

‖H ′

n+1(y)‖dy ≤

≤ fn+1C
n+2 +

∫ t2

t0
2

fn+1C
n+2M ′(y)dy =

= fn+1C
n+2 + fn+1C

n+2(M(t2)− I) = fn+1C
n+2M(t2).

From these estimates we obtain that

Hn(t2) ≤ fnC
n+1M(t2)

and as a result its radius of convergence is

1

R
= lim

n→∞

n
√
Hn(t)2 ≤ lim

n→∞

n
√
fnCn+1M(t2) = 4C.

because fn ∼ 4n√
πn

and the proof is finished. �

Using results in [DLdeS] we can easily show using Cayley transform
that there exists a Krein space realization for the just constructed func-
tion S(λ, t2).

Theorem 6.2. Let S(λ, t2) be an analytic at infinity function with
value I there symmetric with respect to the imaginary axis (i.e. satisfies
(2.23)), then there exists a realization

S(λ, t2) = I − B(t2)
∗
X

−1(t2)(λI − A1)
−1B(t2)σ1(t2)

such that the Lyapunov equation holds

A1X(t2) + X(t2)A
∗

1 +B(t2)
∗σ1(t2)B(t2) = 0.
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Proof: The idea behind this theorem is that one can construct a Krein
space realization at the given time t02 and then obtain a vessel with an

inner Krein space K̃ instead of H, using the formulas in theorem 4.1.
Indeed, suppose that there is constructed a Krein space realization at
t02 (which will be done in (6.8)):

S(λ, t02) = I − B∗

0X
−1
0 (λI − A1)

−1B0σ1(t
0
2).

Define next B(t2) as the solution of (4.1)

d

dt2
[B(t2)σ1(t2)] + A1B(t2)σ2(t2) +B(t2)γ(t2) = 0, B(t02) = B0

and X(t2) as a solution of (4.3)

d

dt2
X(t2) = B(t2)σ2(t2)B(t2)

∗, X(t02) = X0.

and define γ1∗(t2) using the Linkage condition (2.15) for which we shall
denote by Φ1

∗(λ, t2, t
0
2) the fundamental matrix of (2.17). Then we will

obtain that

Y (λ, t2) = Φ1
∗(λ, t2, t

0
2)S(λ, t

0
2)Φ(λ, t2, t

0
2).

On the other hand, in theorem 6.1 we proved that one can construct a
function S(λ, t2) with suitably chosen initial values, i.e. with S(λ, t02)
such that

S(λ, t2) = Φ∗(λ, t2, t
0
2)S(λ, t

0
2)Φ(λ, t2, t

0
2)

for the given γ∗(t2). It is remained to notice that

Y (λ, t2)S
−1(λ, t2) = Φ1

∗(λ, t2, t
0
2)Φ∗(λ, t2, t

0
2)

is entire and identity at infinity, i.e. is I, which means that

Y (λ, t2) = S(λ, t2)

and from here immediately follows (as at the second part of 4.1) that
γ∗(t2) = γ1∗(t2) and we have obtained a Krein space realization for the
function S(λ, t2) constructed in theorem 6.1.
It remains to show that there always exists a realization at t02. Define
a function Q(λ) using Cayley transform, which satisfies

(6.5) S(−iλ, t02) = (I +
i

2
Q(λ)σ1(t

0
2))(I −

i

2
Q(λ)σ1(t

0
2))

−1.

Actually, this function is given by

Q(λ) = 2iσ−1
1 (t02)(I − S(−iλ, t02))(I + S(−iλ, t02))−1
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and is well-defined at the neighborhood of infinity with value 0 there.
Then from a simple equality, resulting from the symmetry condition
(2.23) considered with −iλ instead of λ

(I − S∗(−iλ̄, t02))σ−1
1 (t02)(I + S(−iλ, t02)) =

= −(I + S∗(−iλ̄, t02))σ−1
1 (t02)(I − S(−iλ, t02))

it follows that Q(λ)∗ = Q(λ̄) and Q(λ, t2) is zero at the neighborhood
of λ = ∞. Thus [DLdeS, Theorem 3] Q(λ, t2) admits the following
Krein space realization

Q(λ) = Γ+(Ã− λI)−1Γ

where for a Krein space K̃, there is a bounded self-adjoint operator Ã ∈
L(K̃), and a bounded Γ ∈ L(E , K̃). So, we can insert this realization
formula into (6.5) and simplify:

S(−iλ, t02) = (I +
i

2
Q(λ)σ1(t

0
2))(I −

i

2
Q(λ)σ1(t

0
2))

−1 =

= (2I − I +
i

2
Q(λ)σ1(t

0
2))(I −

i

2
Q(λ)σ1(t

0
2))

−1 =

= −I + 2(I − i

2
Q(λ)σ1(t

0
2))

−1 =

= −I + 2(I − i

2
Γ+(Ã− λI)−1Γσ1(t

0
2))

−1

There is a simple formula [BGR] for evaluating the inverse of a matrix
in a realized form:

(I − i

2
Γ+(Ã− λI)−1Γσ1(t

0
2))

−1 = I +
i

2
Γ+(Ã× − λI)−1Γσ1(t

0
2),

where Ã× = Ã− i

2
Γσ1(t

0
2)Γ

+. So, the last formula becomes

(6.6)

S(−iλ, t2) = −I + 2(I − iΓ+(Ã− λI)−1Γσ1(t
0
2))

−1 =

= −I + 2(I +
i

2
Γ+(Ã× − λI)−1Γσ1(t

0
2)) =

= I + iΓ+(Ã× − λI)−1Γσ1(t
0
2) =

= I − Γ+(iÃ× − iλI)−1Γσ1(t
0
2)

Let us define A1 = −iÃ× then we obtain that

(6.7)

A1 + A+
1 = −iÃ× + i(Ã×)+ =

= −i(Ã− i

2
Γσ1(t

0
2)Γ

+) + i(Ã+ +
i

2
Γσ1(t

0
2)Γ

+) =

= −Γσ1(t
0
2)Γ

+,

since Ã is selfadjoint. In the Krein space, the Krein space adjoint may

be represented by an invertible selfadjoint operator X̃ in (the Hilbert
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space sense), when one considers the Krein space with its inner product
[·, ·] as a Hilbert space with its initial norm 〈·, ·〉:

[u, v] = 〈X̃u, v〉, ∀u, v ∈ K̃.
Then the formulas for Krein space adjoint becomes:

A+
1 = X̃

−1A∗

1X̃, Γ+ = X̃Γ∗

and the last equation (6.7)

A1 + A+
1 = −Γσ1(t

0
2)Γ

+ ⇔
A1 + X̃−1A∗

1X̃ = Γσ1(t
0
2)Γ

∗X̃ ⇔
A1X̃

−1 + X̃−1A∗
1 = Γσ1(t

0
2)Γ

∗

which is the Lyapunov equation (3.8) at t02 after defining B0 = Γ and

X0 = X̃
−1. Notice that Lyapunov equation (3.8) will also hold for all

t2 as a result of lemma 2.4. Moreover, substituting λ for −iλ in (6.6),
we also obtain

(6.8) S(λ, t02) = I − B∗

0X
−1
0 (λI − A1)

−1B0σ1(t
0
2).

�

It turns out that there are examples for which there is no a realiza-
tion with strictly positive X. For, example considering the Non-Linear
Schrödinger equation parameters, defined in section 5.6 for constant β

γ∗ =

[
0 β

β∗ 0

]

we can easily find that the fundamental matrices for the input and
output LDEs are (for convenience t02 = 0)

Φ(λ, t2) =

[
e

λ
2
t2 0

0 e
−λ
2

t2

]
,

Φ∗(λ, t2) =




−ββ∗

2Γ
[
E

Γ− λ
2

+
E−1

Γ + λ
2

]
β

2Γ
[E −E−1]

−β∗

2Γ
[E − E−1]

(Γ− λ
2
)E

2Γ
+

(Γ + λ
2
)E−1

2Γ




where

Γ =

√
λ2

4
− ββ∗, E = exp(Γt2).

Let us search for a constant in t2 matrix S(λ, 0) =

[
a(λ) b(λ)
c(λ) d(λ)

]

such that the constructed S(λ, t2) = Φ∗(λ, t2)S(λ, 0)Φ
−1(λ, t2) satisfies
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conditions of the proposition 2.5. Considering the identity at infinity
requirement, we come to the conclusion that

c(λ) =
−β∗

Γ + λ
2

a(λ), b(λ) =
−β

Γ + λ
2

d(λ),

where the square root at the Right Half Plane (RHP) is taken so that

at the infinity its argument coincides with the argument of
λ

2
. In this

case the expression Γ + λ
2
is analytic in the whole C, except for a cut

from −
√
2|β| to

√
2|β|. In other words this can not be defined as an

analytic function at the right half plane. On the other hand, if it were
possible to realize this function with A1, satisfying Lyapunov equation
(3.8) with positive X, this would mean that the spectrum of A1 is at
the left hand side, since σ1 = I and is a positive matrix:

A1X + XA∗

1 = −B∗B ≤ 0.

As a result S(λ, 0) would have spectrum only at the left hand side of
the complex plane, contradicting the previous argument.
Finally, we present in this section a lemma, which says that one can
always define moments so that the corresponding Pick matrices are
positive, but as the example above shows they will not always define
an analytic function (the radius of convergence may be zero)

Lemma 6.3. Suppose that equations (5.5), (5.4) hold so that the eigen-
values of the Pick matrix Pn are strictly positive on a finite interval I.
Suppose that initial values are chosen for H2n+1, then there exists an
initial values for H2n+2 such that all eigenvalues of Pn+1 are positive
on arbitrary finite interval around t02.

Proof: Let us use Sylvester criterion for positive definiteness of a
matrix. Denote the entries of the matrix (−1)nH2nσ

−1
1 as follows

(−1)nH2nσ
−1
1 = [hij] =




h11 h12 . . . h1p
h21 h22 . . . h2p
...

...
. . .

...
hp1 hp2 . . . hpp


 , Dn = [dij]

and suppose that Pn > 0 on a fixed interval I including t02. We will
consider main minors of the matrix Pn+1. First minors come from Pn

and as a result are positive, the next one is
[

Pn C1
n

(C1
n)

∗ h11 + d11

]
,
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where C1
n is the first column of the matric Cn. Its determinant, using

a formula for block matrix is

det

[
Pn C1

n

(C1
n)

∗ h11 + d11

]
= detPn det(h11 + d11 − (C1

n)
∗
P
−1
n C1

n).

In order to obtain here a positive result, we have to demand that (since
detPn > 0 and since h11 + d11 is real valued)

ℜh11 > (C1
n)

∗
P
−1
n C1

n − ℜd11.

Using the continuity and taking h11(t
0
2) big enough we obtain that the

same inequality will hold on the interval I. Consider now the next
main minor 


Pn C1

n C2
n

(C1
n)

∗ h11 + d11 h12 + d12
(C2

n)
∗ h21 + d21 h22 + d22


 .

Its determinant can be expressed as

det




Pn C1
n C2

n

(C1
n)

∗ h11 + d11 h12 + d12
(C2

n)
∗ h21 + d21 h22 + d22


 =

= det

[
Pn C1

n

(C1
n)

∗ h11 + d11

]
×

× det
(
h22 + d22 −

[
(C2

n)
∗ h21 + d21

] [ Pn C1
n

(C1
n)

∗ h11 + d11

]−1 [
C2

n

h12 + d12

] )

from where we obtain that the necessary condition for its positiveness
is

ℜh22 >
[
(C2

n)
∗ h21 + d21

] [ Pn C1
n

(C1
n)

∗ h11 + d11

]−1 [
C2

n

h12 + d12

]
−ℜd22

And so on for all the real parts of diagonal elements hii. It remains to
remark that the conditions (5.5), (5.4) do not involve real parts of hii
and they can be determined from the positive definiteness of Pn+1. �

7. Generalized Nevanlinna-Pick interpolation problem

We address the two kinds of Nevanlinna-Pick interpolation problems
1.4 and 1.5, defined in the introduction. The first one is solved using
the notion of positive pairs and for the second one we present a criterion
in terms of the of the initial data.
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7.1. Linear Fractional Transformations in terms of intertwin-

ing positive pairs. Suppose that we are given a data of the NP in-
terpolation problem 1.4. Following the notations of corollary 3.3 let us
write

B(t2) =




−ξ1(t2)∗S(w1, t2)
∗ ξ1(t2)

∗

...
...

−ξn(t2)∗S(wn, t2)
∗ ξn(t2)

∗


 , A1 = diag[−w∗

1, . . . ,−w∗

n].

Let us denote by capital Greek letters the following vessel parameters

Σ1(t2) =

[
−σ1(t2) 0

0 σ1(t2)

]
= J,

Σ2(t2) =

[
σ2(t2) 0
0 σ2(t2)

]
,

Γ(t2) =

[
γ∗(t2) 0
0 γ(t2)

]
,

then simple calculations show that B(t2) satisfies (4.1)

d

dt2
[B(t2)Σ1(t2)] + A1B(t2)Σ2(t2) +B(t2)Γ(t2) = 0, B(t02) = B.

Suppose that X(t2) > 0 is a solution of

A1X(t2) + X(t2)A
∗

1 +B(t2)Σ1(t2)B
∗(t2) = 0,

d

dt2
X(t2) = B(t2)Σ2(t2)B

∗(t2),

which is always possible if ℜwi 6= 0 for each i = 1, . . . , n. Then the
following collection

V = {A1, B(t2),X(t2); Σ1(t2),Σ2(t2),Γ(t2),Γ∗(t2);C
2n; E ⊕ E}.

is a vessel for Γ∗(t2) defined from the linkage condition (2.15)

Γ∗(t2) = Γ(t2) + Σ1(t2)B(t2)
∗
X

−1(t2)B(t2)Σ2(t2)−
−Σ2(t2)B(t2)

∗
X

−1(t2)B(t2)Σ1(t2).

Transfer function of the vessel V is

Θ(λ, t2) = I2p − B(t2)
∗
X

−1(t2)(λIn −A1)
−1B(t2)Σ1(t2),

which is in SI(U∗ ⊕U, Ũ) for

Ũ = λΣ2(t2)− Σ1(t2)
d

dt2
+ Γ∗(t2).
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If we denote further the decomposition of Θ(t2) as

Θ(λ, t2) =

[
Θ11(λ, t2) Θ12(λ, t2)
Θ21(λ, t2) Θ22(λ, t2)

]

then if one defines S0(λ, t2) so that

(Θ11 + S0Θ21)
−1(Θ12 + S0Θ22) = S,

then the function S(λ, t2) usually does not intertwine solutions of LDEs
with spectral parameter λ.
Instead, we define

W (λ, t2) =
[
W1(λ, t2) W2(λ, t2)

]

so that

W1Θ11 +W2Θ21 = Ip, W1Θ12 +W2Θ22 = S,

then the following lemma holds

Lemma 7.1. The pair of functions W (λ, t2) is in SI(Ũ,U∗) and
W (λ, t2)

∗Σ1(t2)W (µ, t2)

λ̄+ µ
≥ 0 on the domain of analyticity of W (λ, t2).

Proof: Since Θ(λ, t2) is invertible for all λ out of the spectrum of A1,

an element of Ũ is of the form Θ(λ, t2)

[
yλ(t2)
uλ(t2)

]
, where yλ(t2), uλ(t2)

satisfy (2.17) and (2.16) respectively. Then

W (λ, t2)Θ(λ, t2)

[
yλ(t2)
uλ(t2)

]
=

=
[
W1(λ, t2) W2(λ, t2)

] [ Θ11(λ, t2) Θ12(λ, t2)
Θ21(λ, t2) Θ22(λ, t2)

] [
yλ(t2)
uλ(t2)

]
=

=
[
W1Θ11 +W2Θ21 W1Θ12 +W2Θ22

] [ yλ(t2)
uλ(t2)

]
=

=
[
I S(λ, t2)

] [ yλ(t2)
uλ(t2)

]
= yλ(t2) + S(λ, t2)uλ(t2) ∈ U∗,

since yλ(t2) and S(λ, t2)uλ(t2) are in U∗.
From the formula WΘ =

[
I S

]
, it follows that

W (λ, t2) =
[
I S(λ, t2)

]
Θ−1(λ, t2).
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Consequently, the expression
W (λ, t2)

∗Σ1(t2)W (µ, t2)

λ̄+ µ
considered on

the domain of analyticity of W (·, t2) becomes

W (λ, t2)Σ1(t2)W
∗(µ, t2)

λ+ µ̄
=

=
[
I S(λ, t2)

] Θ−1(λ, t2)Σ1(t2)Θ
−1∗(µ, t2)

λ+ µ̄

[
I

S∗(µ, t2)

]
.

Since Θ(λ, t2) is a transfer function of a conservative vessel, its inverse
is a transfer function too and satisfies

Θ−1(λ, t2)Σ1(t2)Θ(µ, t2)
−1∗ − Σ1(t2)

λ+ µ̄
≥ 0

and consequently,

W (λ, t2)Σ1(t2)W
∗(µ, t2)

λ+ µ̄
≥ 1

λ+ µ̄

[
I S(λ, t2)

]
Σ1(t2)

[
I

S∗(µ, t2)

]

≥ 1

λ+ µ̄

[
I S(λ, t2)

] [ −σ1(t2) 0
0 σ1(t2)

] [
I

S∗(µ, t2)

]

≥ S(λ, t2)σ1(t2)S
∗(µ, t2)− σ1(t2)

λ+ µ̄
≥ 0

by the properties of transfer functions for vessels. �

As a consequence of this theorem, we define

Definition 7.2. A pair of functions

W (λ, t2) =
[
W1(λ, t2) W2(λ, t2)

]

such that the matrix W (λ, t2) has full rank is called positive if the
conditions of lemma 7.1 hold:

W (λ, t2) ∈ SI(Ũ,U∗), W (λ, t2)JW (λ, t2) ≥ 0 on C+

Previous arguments result in the following ”partial solution” of the
Nevanlinna-Pick interpolation problem 1.4:

Corollary 7.3. There exists a one-to-one correspondence between so-
lution of the Nevanlinna-Pick interpolation problem 1.4 and the positive
pairs W (λ, t2), which are analytic at the interpolation points.

7.2. Nevanlinna-Pick interpolation problem 1.5. Using the pre-
vious results, we present a criterion for solvability of the Problem 1.5.

Theorem 7.4. Given Cp×p-valued functions σ1, σ2, γ, an interval I
and N quadruples < t

j
2, wj, ξj, ηj > where tj2 ∈ I, wj ∈ C+, ξj, ηj ∈ C1×p

j = 1, . . .N , and assume that the corresponding matrices X̃i > 0. Then
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there exists a solution of the Nevanlinna-Pick problem 1.5, i.e. there
exists a function S ∈ RSI satisfying S(wi, t

i
2)ξi = ηi if and only

if there exists n ∈ N, matrices Ai
0,X

i
0,∈ C

(n−1)×(n−1) with X
i
0 > 0,

Bi
0 ∈ Cp×(n−1), Vij ∈ Cn×n such that for Ai, Bi,Xi defined by

Bi =

[
Bi

0

ηi − ξi

]
(7.1)

Xi =

[
Xi

0 0

0 X̃i

]
(7.2)

Ai =




Ai
0

Bi
0σ1(t

i
2)ξ

∗
i

X̃i

−ηiσ1(ti2)(Bi
0)

∗(Xi
0)

−1 −w∗
i −

ηiσ1(t
i
2)(η

∗
i − ξ∗i )

X̃i


(7.3)

it holds that

(1) Ai = VijAjV
−1
ij ,

(2)
∮
(λI − Ai)

−1Biσ
−1
1 (tj2)Φ

−1(λ, tj2, t
i
2)dλ = VijBj.

and the matrix X(t2),

X(t2) = Xi +

∫ t2

ti
2

Bi(y)σ2(y)(Bi(y))
∗dy

is invertible on the interval I.

Proof: For each ti2 all the functions which satisfy S(wi, t
i
2)ξi = ηi are

of the form TΘi
(Si

0(λ, t2)), provided X̃i =
ξiσ1(t

i
2)ξ

∗
i − ηiσ1(t

i
2)η

∗
i

w∗
i + wi

> 0.

Here

Θi(λ) =



I +

η∗i ηiσ1

X̃i(λ+ w∗
i )

η∗i ξiσ1

X̃i(λ+ w∗
i )

− ξ∗i ηiσ1

X̃i(λ+ w∗
i )

I − ξ∗ξσ1

X(λ+ w∗)




and Si
0 ∈ RS. Given a minimal realization

Si
0(λ) = I − (Bi

0)
∗(Xi

0)
−1(λI − Ai

0)
−1Bi

0σ1(t
i
2)

of Si
0, we shall obtain from formulas (3.15), (3.16), (3.17) the formulas

(7.1), (7.2), (7.3) in the theorem. In view of Theorem 4.8, a necessary
and sufficient condition to obtain the same function S(λ, t2) for every
i is that there exist invertible constant matrices Vij such that the op-
erators Ai are similar. In other words there must exist Vij such that
Ai = VijAjV

−1
ij . Moreover, the second part of theorem 4.8 tells that
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additionally the equality
∮

(λI − Ai)
−1Biσ

−1
1 (tj2)Φ

−1(λ, tj2, t
i
2)dλ = VijBj

must hold. �
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