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a b s t r a c t

We describe how the unique temporal and spectral characteristics of X-ray free-electron lasers (XFEL) can
be utilized to follow chemical transformations in heterogeneous catalysis in real time. We highlight the
systematic study of CO oxidation on Ru(0001), which we initiate either using a femtosecond pulse from
an optical laser or by activating only the oxygen atoms using a THz pulse. We find that CO is promoted
into an entropy-controlled precursor state prior to desorbing when the surface is heated in the absence of
oxygen, whereas in the presence of oxygen, CO desorbs directly into the gas phase. We monitor the acti-
vation of atomic oxygen explicitly by the reduced split between bonding and antibonding orbitals as the
oxygen comes out of the strongly bound hollow position. Applying these novel XFEL techniques to the full
oxidation reaction resulted in the surprising observation of a significant fraction of the reactants at the
transition state through the electronic signature of the new bond formation.

� 2017 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The world faces many challenges over the next few decades
concerning energy production, energy storage, and reduced energy
impact on the environment. Nearly all chemical processes involved
in energy conversion utilize catalytic chemical transformations at
interfaces between solids and liquids or gases. These include novel
electro- or photo-catalytic processes to produce hydrogen and to
convert emitted CO2 to fuels, more efficient and stable fuel cell cat-
alysts and selective thermal heterogeneous catalytic processes
generating methanol, higher alcohols and hydrocarbons. The
chemical industry in the US is responsible for more than 10% of
the US energy consumption [1], so it is important to develop a sus-
tainable chemical industry. It has furthermore been estimated that
the production of more than 90% of all these industrial chemicals is
dependent on the availability of suitable catalysts, and that about
60% of all individual processes in the chemical industry rely on
catalysis.

Many surface chemical reactions proceed through several ele-
mentary dynamical steps, which occur on different time scales.
Fig. 1 shows a schematic reaction energy diagram going from reac-
tants to products via different intermediates separated by various
transition states where the highest barrier controls the kinetics
of the overall process. The catalytic transformation from reactants
to products is a rare stochastic event (typical turnover frequencies
of a good catalyst is 1 per active site per second). Thus, if we mon-
itor the various species on the surface using in situ techniques
under steady-state conditions we might observe the adsorbed
reactants and products and maybe also the first intermediate illus-
trated in the figure since the barrier for further reaction is rather
high and therefore kinetically limited. However, the other interme-
diates will only be populated transiently due to their small activa-
tion barriers and the overall concentration at steady state
conditions will be very low.

Today, most of our understanding of short-lived intermediates
and the activation barriers separating them in heterogeneous
catalysis comes from quantum chemical calculations [2], and it is
essential that we complement this by suitable experiments. This
means that we need experiments that can probe the more short-
lived intermediates and the transition states on the relevant ultra-
fast time scales. Molecules at the transition state are extremely

http://dx.doi.org/10.1016/j.cplett.2017.02.018
0009-2614/� 2017 The Authors. Published by Elsevier B.V.
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hard to capture or observe due, not to a transient character, but
rather to the near-zero instantaneous population at steady-state
conditions. However, to achieve a complete understanding of the
involved surface chemical reactions, we need detailed information
on all steps in the dynamics of making and breaking bonds at the
surface in terms of the individual atomic and molecular forces
and the motions that these forces induce during chemical change.

Using an optical, ultrashort laser pulse we can increase the pop-
ulationof reactive species thatwill be turned into transient interme-
diates allowing for detection on an ultrafast time scale [3–10]. At
metal surfaces the ultrashort laser pulses will interact with the
metal substrate to excite electrons that then thermalize on a time-
scale of �100 fs [11] and subsequently couple directly to the adsor-
bate system or via phonons to initiate a reaction [8]. Heating of the
lattice is slower than of the electrons and during the first picosecond
after laser irradiation therewill be a strongnon-equilibriumthat can
be utilized to deduce reactionmechanisms. Dynamics that aremost
efficient during the first picosecond are likely driven by excited elec-
trons, whereas slower dynamics can also be phonon-driven. For
reactionswhere the product is a gas phasemoleculemass spectrom-
etry two-pulse correlation techniques have been used to decouple
electron- and phonon-mediated processes [8,12]. For instance, in
CO oxidation on a Ru(0001) single-crystal, one of the prime model
reactions for heterogeneous catalysis, the importance of electron-
and phonon-mediated processes was studied [13]. Under thermal
equilibrium and ultrahigh vacuum conditions CO desorbs molecu-
larly from oxygen-covered Ru(0001). However the oxidation chan-
nel could be opened by femtosecond laser irradiation where
extremely hot electrons can be produced on an ultrafast time-
scale and activate the adsorbed atomic O before the CO desorbs
[13]. These experiments, however, did not provide information
about themolecular interactions at the surface, or about active sites
or intermediate species since only gas-phase products were probed.

In order to get such information adsorbate-sensitive spectroscopic
experiments are required.

Pump-probe spectroscopic experiments targeting surface reac-
tions are technically challenging and have until recently only been
performed on reversible transients, such as diffusion or trivial reac-
tions like desorption. Vibrational sum-frequency generation (SFG)
spectroscopy has been utilized in a number of studies due to the
relative ease of time-resolving such experiments combined with
the molecular specificity that vibrational spectroscopy provides.
Reversible excitation of pre-dissociative NO on Ir(111) and diffu-
sion of CO from step to terrace sites on a stepped Pt surface as well
as simple reactions such as CO desorption from both Ru(0001) and
Pt(111) have been studied with ultrafast SFG [4,14–17]. In these
cases transient red-shifts of the internal CO stretching vibration
were observed and these results were mainly discussed in terms
of excitation of external vibrational modes, such as the frustrated
rotation, during the desorption process.

Valence-band and core-level photoemission using higher har-
monic generation of optical lasers have been used in pump-probe
experiments to study the electronic structure changes in reversible
transient phenomena [6,18]. The amount of information that could
be extracted from such experiments has so far been limited due to
the space charge issues involved in performing photoelectron spec-
troscopy with the presently available low repetition-rate intense
femtosecond light sources; space charge issues arise if the removal
of electrons leads to a build-up of an electrostatic potential that
distorts the spectral features.

Synchrotron-based X-ray absorption spectroscopy (XAS) and
X-ray emission spectroscopy (XES) have become the prime tools
for investigating local electronic structure and chemical bonding
of adsorbate systems under static conditions [19–22]. The most
important properties of these techniques are their ability to pro-
vide element-specific and symmetry-selective information about
the local electronic structure; the involvement of the very localized
core-level results in a projection of the electronic structure onto
the probed atom. In addition, XES can be used to selectively probe
certain atoms of an element present at the surface if these have a
distinct signature in XAS [23]. These core-level spectroscopies pro-
vide a way to measure adsorbate electronic structure in an
element-specific and symmetry-resolved way and have been
applied to a number of adsorbate systems [21].

Here we will present how such experiments can be extended to
probe short-lived transient species during catalytic surface reac-
tions. Fig. 2 illustrates how this can be achieved using an optical
pump to initiate a reaction and X-ray pulses to probe the different
reactants, various intermediates, and final products as they evolve
in a sequential manner.

A prerequisite for time-resolved studies with X-ray probe
pulses is that the time-duration of the pulses is shorter than the
process under study and that they carry sufficient number of pho-
tons. New accelerator-based light sources, such as FLASH at DESY
in Hamburg, Germany, the first free-electron laser in the extreme
ultraviolet (XUV) and soft X-ray regime starting user operation in
2005 [24], the Linac Coherent Light Source (LCLS) at SLAC at Stan-
ford, USA, the first hard X-ray laser world-wide [25], as well as
SACLA at SPring-8 in Harima, Japan [26], also operating in the hard
X-ray regime, and FERMI at Elettra in Trieste, Italy, the first fully
externally seeded free-electron laser in the XUV regime [27], pro-
vide ultrashort XUV and X-ray pulses with pulse length on the
order of a few femtoseconds to a few hundred femtoseconds with
unprecedented brightness and coherence properties, see Fig. 3.
With the European XFEL in Hamburg, the Swiss XFEL at PSI in Vil-
ligen, Switzerland and the PAL-XFEL in Pohang, Korea, three more
XFELs are expected to produce first light by the end of 2016 and the
beginning of 2017, respectively. These new light sources have

Fig. 1. Schematic picture of the potential energy surface of a gas phase reaction
with a large barrier and more efficient surface catalytic reaction from reactants to
products via two different intermediates and three smaller barriers [34].
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opened up many exciting new research opportunities in physics,
chemistry and life sciences [28,29].

In the present review we will demonstrate how we can use the
ultrashort X-ray pulses from X-ray lasers as exemplified by studies
using the soft X-ray materials science (SXR) beamline at LCLS
where the initial set of experiments has been conducted using
XAS and XES. The focus is on CO and O on Ru(0001) and the differ-
ent competing reaction pathways that open upon excitation of the
system using either a 400 nm laser pulse or a novel concept of THz
radiation [30]. To delineate the different processes we will describe
separately the desorption of CO from clean Ru(0001), which
results in population of a transient, entropy-based precursor state
[31], and desorption in the presence of oxygen, in which case the
specific interaction between O and CO eliminates the precursor
state [32]. We will describe the activation of atomic oxygen which

provides a particularly clear illustration of bonding and antibond-
ing orbitals, measured in XES and in XAS, respectively, and how the
split between them is reduced as the oxygen atom is activated and
comes out from its equilibrium hollow position [33]. We finally
combine and describe the different steps in the CO oxidation reac-
tion on Ru(0001) where we, contrary to common expectation,
could detect the electronic structure changes of molecules in the
transition state region as they attempt to form the new OACO bond
[3]. At the end we also demonstrate how we can stimulate the CO
oxidation reaction on Ru(0001) at room temperature selectively in
comparison to CO desorption using THz radiation [30].

2. Experimental methodology

The introduction of XFELs that provide intense, ultra-short
X-ray pulses has opened up new possibilities for studying chemical
reactions at surfaces. Using time-resolved XAS and XES, snapshots
of the electronic structure maps can be obtained as the reaction
proceeds in time, revealing atomic- and site-specific intermediates
and lifetimes. This information can be used to elucidate reaction
pathways, branching ratios, and dynamics of important catalytic
reactions. This multidimensional information is a unique aspect
of these surface science X-ray laser studies. The focus in the pre-
sent section will be to describe and discuss the different compo-
nents that have been required to perform these experiments and
to extract the maximum information.

2.1. Pump

The study of chemical dynamics requires the reaction of interest
be initiated nearly instantaneously so that a common time zero is
established and also a sufficient amount of the chemical species
proceeds down the reaction coordinate in unison. This concerted
excitation must be fast enough to allow the molecular motions,
which are primarily responsible for reactivity, to be probed as a
function of time during the critical steps of a chemical encounter.
Femtosecond laser pulses on the same timescale or faster than
molecular motions are ideal to pump these chemical reactions.
The reaction dynamics can then be mapped out by probing the
reaction as a function of time after laser excitation.

In the study of surface dynamics, specifically on metal catalysts,
optical femtosecond lasers operating in the 800–400 nm range
have been the workhorse of initiating chemical reactions [8]. The
excitation process and relevant timescales are depicted in Fig. 4.
During femtosecond excitation on metal surfaces, the electron bath
of the surface absorbs the energy of the photons, creating a high-
energy electron distribution that thermalizes in a few tens of fem-
toseconds. Due to electron-phonon coupling, the high-energy elec-
trons decay into the phonon bath, heating it up while lowering the
electronic temperature. After some picoseconds, the electron and
phonon temperatures will thermalize to the same temperature.
The electron and phonon modes can couple to and excite adsorbate
motions on the surface. Electron-adsorbate coupling typically
occurs on a sub-picosecond timescale by transient occupation of
surface-adsorbate antibonding states, leading to rapid excitation
of adsorbate nuclear motions. Phonon-adsorbate coupling, on the
other hand, requires a few picoseconds after laser excitation for
the phonon temperature to heat up and for the substrate phonons
to couple to the adsorbate. The temperature of the electron bath,
phonon bath, and adsorbate motions of CO on Ru(0001) are shown
in Fig. 5 as a function of time after laser excitation. After the
nuclear motions of the adsorbates are initially excited through
either electron- or phonon-mediated processes, the reaction pro-
ceeds down the potential energy surface corresponding to a nor-
mal, thermally driven reaction.

Fig. 3. Comparison of peak spectral brightness of storage ring and free-electron
laser sources. Reproduced with permission from Huang et al. [35].

Fig. 2. Schematic picture of the elementary steps in a catalytic reaction involving
molecular oxygen and hydrogen. The reaction is initiated by an optical laser pump
and probed with an LCLS soft X-ray pulse. The concentration of reactants, various
intermediates and products can be followed in real time.
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For the experiments presented here, a 400 nm femtosecond
pump laser with a temporal width of 70–100 fs was used to initiate
the reaction [3,31,33]. The pump laser fluence ranged between
100 J/m2 and 140 J/m2, depending on the experiment, with higher
laser fluences generally correlating to higher reaction yields.

2.2. Probe and set-up

Many electron-spectroscopic techniques, such as photoelectron
spectroscopy, have severe limitations for ultrafast studies, since
the large peak intensity builds up space charge on the surface
which affects the electron energies [37–41]. XES and
fluorescence-yield XAS are unique techniques used to probe the
atom-specific electronic structure of a system that eliminate any
space charge distortion as the excitation source and the detection
both are based on photons. In the X-ray absorption process, a core
electron in an atom is excited into an unoccupied orbital while the
X-ray emission process takes place when the core hole of the
excited atom is filled by a valence electron, as shown in Fig. 6.
The core electron can only transfer to unoccupied valence states
which have an overlap with the core state and the core hole can
only be filled by an electron from an occupied valence shell in
the proximity of the excited atom; both spectroscopies thus give
a projection of the electronic structure onto the excited atom.
The XAS spectra map out the unoccupied valence electronic struc-
ture while the XES spectra map out the occupied valence electronic
structure of the bonding system. For the present studies, we used
oxygen K-edge spectroscopy, where an O 1s core electron is excited

into the valence electronic structure of the system in the X-ray
absorption process.

XAS and XES in the soft X-ray region are dominated by dipole
transitions and, together with the symmetry and character of the
core-level, can thus provide important information about chemical
bonding in an atomic site-projected manner similar to the linear
combination of atomic orbitals (LCAO) approach in theoretical
modeling. Performing resonantly excited XAS and detecting the
subsequent emission, as in resonant inelastic X-ray scattering
(RIXS) [42], leads to additional symmetry selection rules which fur-
ther characterize the system [43]. Because of this, XAS and XES are
powerful tools to investigate intramolecular bonds and adsorption
of adsorbates on catalytic surfaces [21,44].

Soft X-ray free electron lasers (XFEL), which provide ultra-short
X-ray pulses on the time scale of atomic motion, have opened up
new possibilities for X-ray spectroscopies. The ultra-short X-ray
pulses can be used in time-resolved XAS and XES to probe transient
changes in the chemical bond breaking and formation processes on
the femtosecond timescale during catalytic chemical transforma-
tions at surfaces and interfaces [3,31]. XAS and XES, when taken
to this time-scale, give electronic structure snapshots as a function
of time during the evolution of the chemical bonding, allowing for
time-resolved energy maps. For example, Fig. 7 shows the XAS evo-
lution for CO oxidation as a function of time. With these new
advances, XFELs present the opportunity to monitor chemical reac-
tions in a manner that is chemically and site-specific on the rele-
vant ultrafast timescale. The time-resolution of the experiment is
dependent on the inherent pulse widths of the pump source and

Fig. 6. Schematic showing the K-edge XAS and XES processes. In K-edge X-ray
absorption, an X-ray excites an atomic core 1s electron to the unoccupied valence
shell. An electron in the occupied valence shell relaxes to the atomic core, emitting
an X-ray in the emission process.

Fig. 4. Femtosecond initiation of a chemical reaction. The electron bath and the phonon bath of the surface can couple to the surface adsorbates, exciting nuclear motions and
initiating reactions.

Fig. 5. Temperature of the ruthenium electron bath and phonon bath, as well as CO
adsorbates, as a function of time after laser excitation. Reproduced with permission
from Öberg et al. [36].
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XFEL probe, as well as the relative timing between them. The
relative timing between the pulses can be monitored down to
sub-100 fs resolution for each shot using a non-destructive optical
X-ray cross-correlator [45].

The optical pump/X-ray probe experiments presented here
were performed using the surface science endstation (SSE) [46]
at the soft X-ray hutch (SXR) at the LCLS at the SLAC National
Accelerator Laboratory. For more detailed information regarding
the SXR beamline, please refer to reference [47]. Fig. 8a shows a
typical configuration of SSE for ultrafast studies of surface reac-
tions using soft XFEL-based XAS and XES. The SSE consists of
preparation and analysis vacuum chambers. The preparation
chamber is equipped with standard ultra-high vacuum surface
science instruments, such as an ion-gun for sample cleaning and
a gas introduction system for sample preparation. The analysis
chamber is equipped with a grating-based wavelength-dispersive
spectrometer for partial fluorescence-yield XAS and XES measure-
ments and an electron-energy analyzer for photoelectron spec-
troscopy measurements [46]. The SSE geometric configuration
shown in Fig. 8b allows independent rotation of the sample to per-
mit arbitrary angles between the X-ray E-vector and the sample
surface, and any choice of detection angle with respect to the sam-
ple surface for (polarization-dependent) XAS measurements as
well as for (polarization-dependent) symmetry-selective XES. The
sample is mounted on a sample holder at grazing angle (�1–3�)
with respect to the incoming XFEL light.

Grazing incidence geometry is preferred since this enhances the
illuminated surface as well as reduces sample damage by increas-
ing the reflectivity of the metal and dispersing the beam spatially
over the surface to reduce the flux density. The peak power pro-
duced by XFELs can damage the catalytic surface under study
[46]. When the metal substrate absorbs intense X-rays from the
XFEL on a sub-100 fs time scale, the production of a secondary
electron cascade can result in the ablation of several atomic layers
near the surface [48]. These electrons can disrupt the system by
dissociating or desorbing the surface species under study. If the
core ionization event occurs more frequently than the decay event
of the core holes then double core hole creation can lead to the
probed electronic structure being modified during the duration of
the X-ray pulse. In particular, high peak intensities exceeding
1017 W/cm2 can induce double core ionization, which gives rise

to X-ray emission in a completely different energy region. To con-
firm the absence of such electronic structure damage, we com-
pared XAS and XES measured at the XFEL to that measured at a
synchrotron radiation facility where the peak intensity is much
lower [46].

2.3. X-ray Free Electron Lasers (XFEL)

With the exception of FERMI, the free-electron lasers currently
in operation in the VUV and X-ray range are based on ‘Self-
Amplified Spontaneous Emission’ SASE. This process occurs when
ultrashort, high-current, low-emittance electron bunches from a
linear accelerator enter long periodic magnetic structures with

Fig. 8a. The surface science endstation set-up for optical pump and X-ray probe
XAS and XES measurements. The system runs under ultra-high vacuum conditions.
The system is equipped with a soft X-ray grating spectrometer and an electron
spectrometer. The shown configuration includes a manipulator which allows the
sample to be rotated along the beam axis and also allows positioning and transfer of
the sample between the preparation chamber and the analysis chamber.

Fig. 8b. Schematic of the optical laser pump, X-ray laser probe experiment setup.
The 400 nm optical and X-ray lasers are co-linearly coupled. The X-ray spectrom-
eter energy-resolves the emitted X-rays to create XAS and XES spectra.

Fig. 7. The O 1 s XAS time evolution of CO oxidation on CO + O/Ru(0001). The
reaction is initiated at t = 0 fs using a 400 nm femtosecond laser. The horizontal axis
is the energy of the monochromatic X-ray photon probing the O 2p* resonance of
atomic O and CO during reaction conditions. Before laser excitation, the O 2p*

resonance of atomic O (531 eV) and CO (534 eV) are distinguishable. After laser
excitation, significant changes arise in the O 2p* resonance, such that the atomic O
and CO O 2p* resonances are no longer distinguishable. This is a result of significant
interaction between mobile O and excited CO on the Ru(0001) surface [3].

A. Nilsson et al. / Chemical Physics Letters 675 (2017) 145–173 149



alternating magnetic poles, so-called undulators, where they start
to emit electromagnetic radiation at a specific wavelength

k ¼ ku
2c2 1þ K2

2

� �
, where ku is the period of the magnetic structure,

c ¼ E
m0c2

is the relativistic ratio of the electron energy to its rest

mass energy, and K is the so-called undulator parameter which
depends on the magnetic field at the position of the electron beam
and is on the order of 1. Wavelength changes can be achieved by
either changing the electron beam energy or varying K that modi-
fies the on-axis magnetic field which is usually done by changing
the distance of the magnetic poles perpendicular to the beam. If
the emitted electromagnetic radiation acts back on the electron
bunch in a long undulator this leads to a density modulation of
the electron bunch with a period equal to the wavelength of the
emitted radiation. Electrons that are microbunched in this way
start to emit in phase which leads to an exponential growth of
the radiation field along the undulator until saturation is reached
(see Fig. 9). Coherent emission from the electrons in the bunch
leads to the very high peak brightness as well as to the high degree
of transversal coherence of the XFEL sources in comparison to stor-
age ring sources where the emitted radiation from individual elec-
trons adds incoherently. Temporally SASE sources are not fully
coherent since the amplification process in a SASE XFEL starts from
noise that typically leads to several longitudinal modes in the radi-
ation field [49]. Startup from noise then also results in shot-to-
shot, i.e. pulse-to-pulse, fluctuations of pulse energy, pulse dura-
tion and photon energy. In many cases these fluctuations imply
that it is necessary to record and store experimental data on a
shot-to-shot basis and sort the data afterwards according to the
simultaneously recorded photon pulse parameters which in turn
requires sophisticated single-shot photon diagnostics.

For the time-resolved X-ray spectroscopy experiments dis-
cussed in this review the fluctuations in photon energy which
are typically on the percent level would severely limit the resolu-
tion of the experiments. Since element-specific electronic-
structure studies will typically require a relative photon band-
width Dk

k 6 10�1 this results in the need to monochromatize the
SASE radiation. For this purpose at LCLS the SXR beamline
[47,50] has been built which covers the soft X-ray spectral regime
accessible at LCLS. One drawback of using a monochromator to
decrease the bandwidth of SASE radiation is an accompanying
increase in pulse energy fluctuations [51]. Besides the photon

energy and pulse energy fluctuations encountered at a SASE XFEL
also the timing jitter between the pump pulses, which are usually
derived from an external albeit synchronized optical laser, and the
XFEL plays an important role for time-resolved X-ray spectroscopy
experiments. Without corrections that require single-shot analysis
of the relative arrival time of the two pulses the time resolution of
pump-probe experiments would be typically limited to more than
200 fs at SASE sources such as LCLS. However, based on early proof-
of-principle experiments performed at FLASH [52,53] single-shot
cross-correlation methods based on transient X-ray induced opti-
cal reflectivity changes in semiconductors have been developed
which allow correcting for the timing jitter between optical
(pump) laser pulses and XFEL (probe) pulses [45,54]. It should be
noted that neither monochromatization nor correction for timing
jitter is necessary when a fully externally seeded XFEL is used as
is now available for low energies at FERMI [27].

3. Theoretical simulations

The close synergy between theory and experiment is a charac-
teristic of the studies that are presented here. It is clear that only
through this combination has it been possible to extract the full
extent of information from the experimental data, e.g., assignment
and characterization of the precursor state in CO desorption [31],
the absence of a precursor state in CO desorption in the presence
of coadsorbed oxygen [32] and catching the reacting molecules
in the transition-state region [3]. Here we will discuss some of
the theoretical and modeling aspects of this synergy.

3.1. The d-band model

The d-band model of Hammer and Nørskov [55] is illustrated
schematically in Fig. 10 as a step-wise development of the bond
between an adsorbed molecule and the metal surface. Initially,
on the left side of the illustration we have the molecule in gas
phase with a rather well-defined valence level that will eventually
interact with the substrate. On the right hand side we have the
electronic structure of the metal with a broad and featureless sp
conduction band and a more narrow and well-defined d-band.
Since it is a metal, the sp conduction band is half-filled and, for a
transition metal, the d-band crosses the Fermi level, or lies near
it, so also here there are empty states.

If we imagine that we turn on the interaction between adsor-
bate and metal first with the sp-band we will basically find a
broadened adsorbate level. Coupling this broadened level to the
d-band leads to the formation of bonding and antibonding states
where the strength of the resulting bond will depend on the degree
of filling of these levels; the energy position of the d-band will be
decisive here. If the d-band is high in energy then mainly the bond-
ing states will be populated as the antibonding ones will be pushed
up above the Fermi level. For a system with lower-lying d-band,
the antibonding states will be more filled as they are pulled down
below the Fermi-level and this will compensate much of the bond-
ing interaction and lead to weaker bonding. The d-band center has
thus turned out to be a good descriptor in comparing chemisorp-
tion energies between different metals where linear relations, so-
called scaling relations, are found to describe reaction energies as
well as reaction barriers [56,57].

3.2. Computational

Common to all the studies discussed in the present review is the
Ru(0001) substrate which was modeled either by using a fully
periodic slab model or by cutting out a small, 17 atoms, cluster
to represent the extended surface in some of the spectrum calcula-

Fig. 9. The exponential growth of the XFEL pulse energy as a function of the
distance z that the electron bunch traveled in the undulator. The cartoons show the
growing density modulation of the electron bunch. The data (open circles) were
obtained in the early days of FLASH [49].
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tions. Considering first the slab models of the Ru(0001) substrate,
they typically consisted of 3–4 atomic layers where the bottom 1
or 2 layers were kept fixed in the experimental geometry while
all other degrees of freedom were relaxed since the purpose was
to model the extended system. The density functional theory
(DFT) calculations on the slab models were performed using either
the GPAW code [58,59], which is a real-space, numerical grid-
based program, or the Quantum Espresso code [60] when perform-
ing free-energy calculations and ab initio molecular dynamics
(AIMD) simulations, which uses a plane wave basis set.

For the studies of CO desorption from clean Ru(0001) a 2 � 2
cell with periodic boundary conditions was used in which a CO
molecule was adsorbed at the ontop site corresponding to a cover-
age of 0.25 ML. From the top of the CO molecule to the bottom of
the adjacent slab, a separation of 10 Å of vacuum was employed
in the surface normal direction; a sufficient amount of vacuum
between slabs is important in order to avoid artifacts. The DFT cal-
culations of the potential energy surface of CO desorption were
performed using the BEEF-vdW exchange-correlation (XC) func-
tional [61], which includes van der Waals (vdW) interactions. This

longer-range interaction is very important and decisive for deter-
mining the potential at the distances which support the precursor
state. Starting at a CARu distance around 3.5 Å, we find an attrac-
tive plateau which, as we shall see from the potential of mean force
(PMF), is essential in the theoretical interpretation of the experi-
mental results for CO desorption and the precursor state.

The determination of the minimum energy path (MEP) for CO
oxidation and CO2 desorption using NEB-CI (nudged elastic band-
climbing image) [62] required particular care due to the very dif-
ferent characters of the first and final parts of the path (Fig. 11). Ini-
tially, six intermediate images were employed in the method after
which segments of the generated path were selected and more
images were added to ensure localization of the true transition
state. In total, the MEP from the initial state (IS) to the intermediate
state (IMS) contains 22 intermediate images. In addition, the vibra-
tional frequencies of the first transition state (TS1) generated with
NEB were calculated to verify that the obtained configuration con-
tained only one imaginary frequency. The second part of the MEP,
the CO2 desorption from IMS to the final state (FS), was challenging
to obtain and was calculated using constrained optimization,
where the CARu distance was kept fixed upon stepwise displacing
the CO2 molecule out from the surface along the surface normal.
Around the curvature surrounding the second transition state
(TS2) a reduced step size of 0.01 Å was employed to estimate the
transition state geometry accurately. Note, however, that this
approach may still lead to a slight overestimation of the barrier
since the force minimization in each constrained optimization
yields a local minimum so that the estimated TS2 is not necessarily
the true saddle point on the potential energy surface (PES) but
rather a local minimum in its vicinity.

3.3. Free-energy calculations

The free energy along the MEP of the reactions determined for
the surface species from the NEB-CI method [62] was obtained
based on frequencies in a harmonic oscillator approximation using
the thermochemistry python package available in the Atomic Sim-
ulation Environment (ASE) [63]; the ASE contains a large variety of
applications for building models and for analyzing results. In this
approach, the degrees of freedom of the reacting adsorbates are
assumed to be represented by localized oscillators with only vibra-
tional modes. The vibrational mode that corresponds to the reac-
tion coordinate, i.e. the one with a frustrated CO rotation and O
translation in the CO oxidation study [3] (shown in Fig. 12), was
excluded in the free-energy profile calculation.

As a practical example of these free-energy calculations we will
discuss the desorption of CO from Ru(0001) [31] where we also
found the largest contribution from entropy. We assume that the
potential energy is separable in translational and rotational
degrees of freedom

Vtot ¼ V0 þ Vx þ Vy þ Vrot1 þ Vrot2

� V0 þ 2Vtrans þ Vrot1 þ Vrot2 ð1Þ
where the rotational potentials (Vrot1 and Vrot2), translational poten-
tials parallel to the surface (Vx and Vy) and the potential of the MEP
(V0) have been introduced. The high-frequency internal CO stretch
vibration is neglected, since it is assumed to not be excited. On
the right hand side of Eq. (1) it is also assumed that the two trans-
lational degrees of freedom on the surface are equivalent. As pro-
posed by Doren and Tully [64,65] the PMF, W(s), can be written as

WðsÞ ¼ �kBT lnðgðsÞÞ þ kBT lnðgð1ÞÞ; ð2Þ
where kB is Boltzmann’s constant, T is the temperature, s is the dis-
tance from the surface to the center of mass of the CO molecule and
g(s) is given by the integral

Fig. 11. Minimum energy path of CO oxidation on Ru(0001), from initial state (IS),
in which CO and O are coadsorbed in the honeycomb phase of O. The reaction
mediates over transition state 1 (TS1) leading to the formation of an intermediate
state (IMS) of adsorbed CO2 which is adsorbed with a small barrier (0.12 eV passing
TS2) against gas phase (FS).

Fig. 10. Schematic illustration of how an adsorbate level (left) forms bonding and
antibonding states with the d-band of a transition metal with occupation and
splitting which is specific to the metal and characteristics of the site. The interaction
with the much broader sp-band is more generic and similar for all metals and leads
more to a broadening of the adsorbate level.
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gðsÞ ¼ C�1
Z

e�
Vðs;qÞ
kBT dq ð3Þ

here q represents the four degrees of freedom (two rotations and
two translations orthogonal to the path of desorption) and C is an
arbitrary normalization constant, the choice of which is irrelevant
when the PMF is set to zero at infinite separation through Eq. (2).

Inserting Eq. (1) into Eq. (3) the following is obtained:

gðsÞ ¼ C�1
Z

e�
V0 ðsÞþ2Vtrans ðs;xÞþVrot1ðs;hÞþVrot2ðs;vÞ

kBT dxdhdv

¼ C�12gtransðsÞgrot1ðsÞgrot2ðsÞ ð4Þ
By adding and subtracting V0 to each degree of freedom, the

PMF can be written as a correction for each degree of freedom

WtotðsÞ ¼ V0 �
XN
i

ðWi � Vfit
0;iÞ ð5Þ

where V0 is the energy of the MEP (effectively the z-direction), Wi is

the PMF and Vfit
0;i is the fit to V0 for the ith degree of freedom. Vfit

0;i

only differs from V0 to the extent that our mathematical represen-
tation of the potential in this direction is approximate. By subtract-
ing it out in each degree of freedom, this error, however, is cancelled
out.

To calculate the individual contributions, the degrees of free-
dom were sampled by calculating the potential energy of the two
rotations (cartwheel and helicopter) and a translation of the CO
molecule at fixed surface distances using the BEEF-vdW
exchange-correlation (XC) functional. The potential energy curves
for each degree of freedom were then fitted to functions for each
surface distance and inserted in the integral in Eq. (4).

3.4. AIMD simulations

To better understand some of the mechanistic aspects of the
surface reactions at elevated temperatures we employed AIMD to
simulate the dynamical evolution of the systems of interest. The
AIMD simulations at absolute temperature T = 2000 K were all car-
ried out in the canonical ensemble. The dynamics at a controlled
temperature is obtained by solving the Langevin equation as
implemented in the ASE [63]. In the Langevin dynamics, all parti-
cles receive a random force through coupling to the heat bath
and all particles have their velocities lowered through a constant
friction term. This happens at every time step in the simulation
under the restriction that the fluctuation-dissipation theorem is
obeyed, which in turn ensures the statistics of the canonical
ensemble. The friction in our simulations was set at 0.002 a.u.
and the velocities of the atoms in each system were initialized
according to a Boltzmann distribution at 3000 K and allowed to
thermalize to 2000 K through energy transfer defined by the elec-
tronic friction. The time for thermalization was 1 ps and the trajec-
tories for that time period were discarded from the analysis.
Sufficiently large unit cells (2 � 4 � 3) of the optimized CO/Ru

(0001) and 2O + CO/Ru(0001) structures were used to avoid
dynamical constraints in the simulations. Interatomic forces were
obtained on-the-fly from Quantum Espresso using the BEEF XC
functional at 500 eV energy cutoff and a 6 � 3 � 1 k-point
sampling of the Brillouin zone. Simulations were run until desorp-
tion of CO from the surface was achieved.

3.5. Constrained Space Orbital Variation (CSOV) analysis

In comparing the desorption of CO from the clean Ru(0001)
surface and in the presence of coadsorbed oxygen it was important
to analyze the differences in bonding and in particular to quantify
the differences in the interaction at longer range. For this a CSOV
analysis [66] was employed which allowed identifying the reduced
repulsion between the CO 5r and the sp-density at the surface in
the case of coadsorption with oxygen as the main difference
between the two situations.

The CSOV analysis starts with well-characterized CO molecular
and surface model orbitals (here a Ru17 atom cluster) obtained by
computing the system with CO at large distance from the surface.
The orbitals are characterized in terms of belonging either to the
cluster or to CO and whether they are occupied or empty. The sys-
tem is then brought into contact, but when the Kohn-Sham matrix
has been constructed it is transformed to the MO basis after which
one can allow or disallow specific orbital interactions by simply
making zero the corresponding off-diagonal Kohn-Sham matrix
elements.

In the case of the desorption studies we were interested in the
initial repulsion and thus disallowed any mixing between CO and
metal and between occupied and unoccupied orbitals. The compar-
ison with the fully relaxed system at large separation and the
energy obtained without allowing orbital relaxations then gave
the initial repulsion in each case; this initial repulsion can then
in the CSOV analysis be stepwise overcome, e.g., by first allowing
mixing between occupied CO and unoccupied metal orbitals, corre-
sponding to charge transfer from CO to the metal. In a second step
back-transfer from the metal to CO can be included by allowing
occupied metal states to mix with unoccupied CO orbitals. Extend-
ing step by step the orbital spaces that are allowed to interact and
mix, one arrives finally at the fully relaxed solution, but with a
decomposition of the energetic contributions to the bonding
according to their importance. In the comparison of CO interacting
either with clean Ru(0001) or O/Ru(0001) the initial repulsion
was found to be smaller for the coadsorbate system. This can be
understood by considering how CO binds to a metal, which is best
described in terms of p-bonding and r-repulsion [67–70]. When
CO adsorbs on-top of a metal atom, electron density on the metal
needs to be moved away to minimize the Pauli repulsion with
the closed-shell CO 5r lone-pair. Oxygen adsorbed on the surface
withdraws charge from its surrounding metal atoms and
thus reduces the repulsion with the lone-pair. As a result, the

Fig. 12. Illustration of the vibrational mode excluded from the free energy profile calculation. This corresponds to the MEP in the CO oxidation reaction.
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interaction becomes more directional farther out in the van der
Waals plateau with a resulting loss of entropy [31].

3.6. Simulations of X-ray spectra

Another key modeling aspect is the computation of X-ray spec-
tra to aid in the analysis and interpretation of the experimental
features. Both XES and XAS have been implemented in GPAW
[71]. For XES the ground state orbitals are used which entails
neglecting relaxation effects due to the core hole in the intermedi-
ate state as well as due to the valence hole in the final state [72]. To
compare with the experimental spectra a broadening with a Gaus-
sian function of 1 eV at full-width half-maximum (FWHM) was
employed. To obtain an absolute energy scale the computed
spectra were shifted to align the energy position of the CO 1~p state
with that of the corresponding experimental spectrum; the tilde
(�) sign indicates that the original gas-phase 1p molecular orbital
on CO has been modified through the interaction with the
substrate.

O K-edge XAS spectra and core-excited state wave functions for
CO in the precursor state were obtained using the StoBe-deMon
[73] DFT code using a three-layer cluster model containing 17
Ruthenium atoms to represent the Ru(0001) surface. Spectra were
computed within the transition-potential approach of Triguero
et al. [74,75] The energy scale was adjusted by shifting the spec-
trum at the chemisorbed equilibrium geometry to have its 2~p�

peak aligned with that of the unpumped experiment; the same
shift was then applied to all other spectra. The XAS calculations
used the exchange by Becke [76] and the correlation functional
by Perdew [77]; it has been shown [75,78], however, that the spec-
tral shape does not depend significantly on the choice of func-
tional. A Gaussian broadening of full-width-at-half-maximum
0.5 eV was applied up to 534 eV and then linearly increased to
3 eV until 539 eV and constant beyond that.

To indicate the reliability of these spectrum calculations Fig. 13
shows a direct comparison between the experimental and com-
puted XAS spectra of adsorbed CO and O as pure adsorbate phases
on Ru(0001) for which the structure is well known; these spectra
were computed using GPAW and the half-core-hole transition
potential approach [71,74,75]. The adsorbed O phase has
some minor impurities of CO contributing to the experimental
spectrum.

4. CO dynamics on Ru

The making and breaking of surface-molecular bonds are the
simplest, but undoubtedly also the most important surface pro-
cesses in heterogeneous catalysis. Getting a glimpse of the transi-
tion between a surface-bound molecule and its gas phase
equivalent has been at the top of surface scientists’ wish list for
as long as the field has existed. With the improvement of ultrafast
laser-based techniques we can now access the short time-domains
of surface transformations of a physicochemical nature and obtain
better understanding of the underlying dynamics of desorption
processes. Here we will focus on the most commonly studied
molecule, namely CO, and use as substrate Ru. The system will also
be extended to CO desorbing from Ru(0001) with co-adsorbed O
where the presence of oxygen has a significant effect on the CO
desorption dynamics.

However, since we will monitor the processes through changes
in the electronic structure of surface-bound CO, we first need to
discuss the binding of CO to a metal. The common frontier-
orbital picture of r-donation and p⁄ back-donation does not
describe the new states that are formed and we thus need to revise
the picture of the CO-metal bond.

4.1. CO surface chemical bonding

Here we will thus first review the nature of the chemical inter-
action of CO on Ru(0001) in terms of the electronic structure and
how this manifests in terms of signatures in XES and XAS
[20,21,70,79]. The molecule bonds in a perpendicular geometry
with the C end down and coordinates to one Ru atom in on-top
position [21]. Fig. 14 shows on the left the XES and XAS spectra
of CO interacting with a Ru surface and the corresponding DFT cal-
culated molecular orbitals on the right, which are further com-
pared with the free CO gas phase orbitals. We start with the
p-interaction which, in the allylic configuration involves one metal
atomic d-orbital and a 2p orbital from each of the C and O atoms
leading to three molecular orbitals being generated [68,69,79].
The lowest orbital is bonding between all atomic centers and
resembles the 1p orbital in gas phase CO which, due to the differ-
ence in electronegativity between C and O, is polarized towards the
oxygen end of the molecule; through the attractive interaction
with the metal the lowest orbital shifts density towards the C to
enhance the bonding overlap with the metal d-state. The middle
orbital has to contain a node since the wave function changes sign
at the two end atoms making these antibonding with respect to
each other. This creates a lone-pair orbital on the oxygen atom
with no contribution on the carbon atom. Since the orbital is dom-

inated by the substrate d-band contribution it is denoted ~dp. The
highest orbital is antibonding between all three centers and
thereby closely resembles the 2p⁄ orbital seen in gas phase CO.
Although these orbitals are created upon the absorbate-substrate
interaction another question is how the original CO orbitals are
rotated to obtain this allylic configuration. It has been shown that
we can understand this as mixing of the gas phase CO 1p and 2p⁄

orbitals which can be understood as partly breaking up the p-bond
within the molecule and generating virtual radical orbital states on
either the C or O atoms. The effect on the C atoms of the interaction
with the metal d-states can be described similarly as within the d-
band model while on the O atom it generates the lone-pair state.

The r-interaction has, on the other hand, been shown to be
repulsive in nature at the short distance required for p-bonding

Fig. 13. Experimental (top) and computed (bottom) XAS spectra of CO on Ru(0001)
and O on Ru(0001) showing excellent agreement. The intensity between 533 and
534 eV in the experimental spectrum of O on Ru(0001) is due to some minor CO
contribution.
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due to overlap of mostly occupied orbitals. The 5r is in the gas
phase mostly on the carbon end due to a large contribution of
C 2s but upon surface interaction it polarizes more towards the
oxygen end to reduce the Pauli repulsion with the d-states;
depending on the occupation of the d-shell the resulting contribu-
tion to the overall interaction may be attractive or repulsive [80].
The 5r orbital is antibonding as evidenced, e.g., by the shortening
of the CAO bond upon ionization in gas phase [81]. The interaction
with the substrate leads to a significant downward shift in the
orbital energy as the antibonding character is relaxed. Also the
4r (not shown in terms of orbital plots) is important and is mainly
of O 2s character. The net bonding with the surface is then a result
of the attractive p-interaction and repulsive r-interaction that
partly cancel each other. However, the interaction in each symme-
try set of orbitals can be quite large even though the resultant bond
is not very strong due to cancellation effects.

Based on this discussion we build the electronic spectrum we
expect from the XES and XAS processes. Since we probe the states
via the O 1s core orbital we project the electronic states on the oxy-
gen atom. The occupied electronic states counted from high bind-
ing energy towards the Fermi level as seen from XES will then be 4
~r, 5 ~r, 1 ~p and ~dp. An important effect of the 5r orbital interaction
is the different ordering with respect to 1p compared to the gas

phase and the ~dp appears only through the surface bonding. Above
the Fermi level probed by XAS, the 2 ~p� level is seen that has
through internal polarization shifted down slightly. We can now
address how these orbitals change upon laser excitation.

4.2. Transient observation of the precursor state

The desorption of CO from Ru(0001) has been well studied
using femtosecond laser pulses as it provides an ideal system to
probe the nature of bond breaking, a fundamental process in sur-
face chemistry [15,82,83]. It is known that CO desorbs from a Ru
surface after a single strong laser pulse with high enough fluence
[13,15,83]. Based on two-pulse correlations with both 800 nm
and 400 nm femtosecond lasers it has been shown that both hot
electrons and phonons contribute to the desorption process [83]
(see Fig. 5).

Fig. 15 shows the XAS and XES spectra of CO before and 12 ps
after 400 nm laser excitation with 140 J/m2 pulses [31,36]. There
are clear shifts in the position and intensity of the O1s to 2 ~p�

anti-bonding resonance of CO in the XAS spectra after laser excita-
tion approaching the position of the free CO molecule. This indi-
cates a significant weakening of the interaction with the surface
after laser excitation. The intensity and position of the 2 ~p� varies
with delay time and is shown in Fig. 16. We note that on short time

scales (0–2 ps), the peak initially red-shifts and decreases in inten-
sity, before moving towards the gas-phase peak, a topic that will be
discussed in the next section. The 5 ~r and 1 ~p CO orbitals are mon-
itored in the XES spectra and after laser excitation show the same
shift towards gas phase values as the 2 ~p� resonance. We can
understand this since with a weaker interaction the strong 5 ~r
peak will shift towards the Fermi level since the stabilization of
the orbital decreases as discussed in the preceding section. This

is further corroborated by the ~dp orbital, a non-bonding orbital
which accompanies the formation of the CO to metal bond. On
the same short timescale as for the 2 ~p� resonance, the intensity
increases and then reverses after 1 ps and instead decreases to
�0.7 of its initial intensity after roughly 5–7 ps. This decreased
intensity shows that the bond to the metal has been weakened,

but CO is still interacting with the surface; the ~dp orbital only arises
through this interaction. All these spectral changes are towards
gas-phase CO and after 7 ps the spectra remain constant for the
duration of the recorded timescale.

The question is if these spectra represent a combination of
strongly chemisorbed CO and desorbed CO in the gas phase. In a
detailed analysis using experimental chemisorbed and gas phase
CO spectra to decompose the spectra measured at long time-
delay it was found necessary to modify the resonantly excited
XES gas phase spectra to account for differences in spectator shifts.
These arise due to that in the resonantly excited XES measure-
ments there is a localized electron in the 2p⁄ orbital that will
remain localized after the XES decay, causing shifts of the spectral
lines as previously observed in the gas phase spectrum [84]. How-
ever, the spectator shift is smaller than in gas phase in the case of
the long-time-delayed spectra shown in Fig. 15. In addition, the
position of the 2 ~p� is not shifted fully to the gas phase value indi-
cating that the weakened state is not gas phase but something else.
It could be shown that this corresponds to CO molecules that are
no longer chemically bonded to the surface, but in the thermally
excited state still interact with the surface. This is easily seen in
XAS since the spatial extent of the 2 ~p� wave function is much lar-
ger than the occupied orbitals making this state a sensitive indica-
tor of surface interactions at longer distances. Fig. 17 shows the
computed wave function of the excited 2 ~p� wave function at dif-
ferent distances from the surface and the corresponding shift in the
2 ~p� resonance. There is a clear overlap in the wave function as the
CO center of mass to Ru distance has shifted from 2.6 Å to 4.5 Å.
Thus, the observed evolution of the spectral features towards gas
phase, but not quite reaching there even on longer (>12 ps) time
scales, shows that there must exist a trapped state of CO further
out from the surface on the path to desorption.

In order to explain the kinetics in adsorption and desorption
processes on surfaces it has been necessary to include a weakly
adsorbed transient species denoted ‘precursor state’ [64,85–87].
Here it was proposed that we indeed are observing such a weak
transient precursor state. This was further inferred from DFT cal-
culations of the potential of mean force of CO at various distances
to the surface. Fig. 18 shows that for 0 K we observe the
chemisorption well with the adsorption energy of 1.4 eV. Since
the potential of mean force is normalized to the gas phase value
adding temperature will result in an increase of the energy at the
chemisorption well since the stiff perpendicular geometry of che-
misorbed CO has much lower entropy than the freely rotating gas
phase molecule. With increasing temperature the contribution of
entropy increases further through the TDS term. Since the DFT
calculations were conducted with a functional that includes the
van der Waals interaction the precursor state can be observed
as a weak plateau further out from the surface. As the molecule
is free to rotate, the entropy contribution is almost similar to
the gas phase and there is not much change in the potential of

Fig. 14. Orbital plots (right) of CO in the gas phase and upon interaction with the
surface and (left) the corresponding O K-edge XAS and XES spectra.

154 A. Nilsson et al. / Chemical Physics Letters 675 (2017) 145–173



mean force when the temperature has reached 2000 K. At this
temperature we observed indeed that the precursor state
becomes isoenergetic with the chemisorbed state with an entro-
pic barrier in between. Here we directly can see that molecules
on the way to the gas phase can be trapped in the precursor
state. The available average thermal energy, �0.17 eV, at
T = 2000 K is comparable to the well-depth in the precursor state
(see Fig. 18) which means that molecules that leak through the
entropy barrier can still be expected to be bound in the outer
well. Once in the outer well, where they can reorient freely, there
will be a high probability of becoming trapped there rather than
re-entering the chemisorbed region. Since we observe the spec-
tral intensity related to the precursor state on time scales up to

14 ps we assume that it exists for a quite long time. We antici-
pate that, after further collisions with the substrate, energy trans-
fer occurs increasing or decreasing the kinetic energy and the
molecules can either escape the trapped precursor state or return
to the surface as it cools down.

These results are in agreement with sum-frequency generation
(SFG) experiments [15]. In these experiments, the SFG intensity of
the COARu bond decreased by an order of magnitude, and recov-
ered to half its original intensity after 170 ps as half of the CO
molecules returned to their chemisorbed state. As SFG is a
surface-sensitive technique, the initial loss of intensity was attrib-
uted to the CO molecules entering the same precursor state as
observed here. As the CO molecules enter the precursor state, they

Fig. 16. The time evolution of CO electronic features in the X-ray absorption and emission spectra for CO/Ru(0001) after being excited by a femtosecond laser pulse. The 2~p�

orbital increases in intensity and blue-shifts towards gas-phase CO values after the first couple of picoseconds. As these shifts occur in the CO 2~p� peak, the ~dp orbital
decreases in intensity due to reduced interaction between the CO molecules and the ruthenium surface. These changes in the spectra indicate that the CO molecules are
entering a precursor state prior to desorption/adsorption. Reproduced with permission from Dell’Angela et al. [31].

Fig. 15. Oxygen K-edge XES (left) and XAS (right) spectra (markers) of CO/Ru(0001) and corresponding fits (solid lines) measured at two selected pump–probe delays. Gas
phase peak positions are shown on the upper scale. Reproduced with permission from Dell’Angela et al. [31].
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interact less strongly with the surface, creating a decrease in the
SFG intensity.

In the X-ray probe experiment, 30% of the ~dp orbital intensity
had disappeared in the spectra by 7 ps after laser excitation. This
decreased intensity is attributed to 30% of the CO molecules enter-
ing the precursor state. In the precursor state, the CO molecules
can either desorb from the system or re-adsorb to the chemisorbed
state as the surface cools. It was proposed from the SFG experi-
ments [15] that 50% of the CO molecules in the precursor state
re-adsorb to the surface, while the other 50% desorb. Indeed our
AIMD simulations using a van der Waals function show exactly this

type of trajectory with CO being trapped on the path to desorption
in the precursor state and then readsorbing [32], as shown in
Fig. 19.

CO desorption from Ru(0001) was also studied using X-ray
spectroscopies at a lower optical laser fluence of 100 J/m2 that gen-
erated quite different results compared to those at the higher
140 J/m2 fluence [88]. The differences in the XAS and XES can be
seen in Fig. 20. The most obvious change is the lack of evidence
for the precursor state in the 2 ~p� resonance in the lower-fluence
spectra. On short timescales (<2 ps), the behavior in the spectra
between the lower and higher fluences is the same. We see an

Fig. 18. The potential of mean force for CO adsorption/desorption on Ru(0001) at 0 K (minimum energy path, MEP) and 300, 500, 1500 and 2000 K. The inset shows the
potential energy curve (0 K) of the CO molecule with orientation parallel and perpendicular to the Ru(0001) surface. The surface distance is measured between the CO center-
of-mass and the surface. At 0 K and distances smaller than 2.5 Å CO moves from on-top to bridge and hollow sites giving less strong repulsion compared to the finite
temperatures where more repulsive orientations are sampled. Reproduced with permission from Dell’Angela et al. [31].

Fig. 17. (a–d) Iso-amplitude plots of wave functions of the core excited 2p* amplitude calculated for CO on a 17-atom cluster model of the Ru(0001) surface sampling the
potential energy surface from Figs. 35 and 37; blue indicates positive amplitude and red negative amplitude in the wave function. (a) Equilibrium structure for on-top CO.
Center-of-mass (COM) distance 2.601 Å. (b) COM distance 4.0 Å (close to the inner turning point of the precursor well). (c) COM distance 4.5 Å (in the precursor well). (d) COM
distance 6.75 Å (at the outer turning point of the precursor well). (e) Computed XAS spectra along the different points color-coded according to the frames in (a–d).
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increase in the ~dp intensity and shift to lower energy of the 2 ~p�

which is related to CO moving along the surface but opposite to
what has been described above for spectral changes related to
the precursor state. From previous XAS and XES studies of CO
molecules adsorbed in various sites [68,89,90] CO molecules move

to more highly coordinated sites. After 2 ps, the 2 ~p� orbital in the
lower-fluence spectra continues this trend, while in the high-
fluence spectra the CO molecules reverse and become less coordi-
nated to the surface as they enter the precursor state. The different
behavior between the low and high fluences can be explained by
looking at the electron-adsorbate, and phonon-adsorbate coupling.
The frustrated rotation of CO is excited through electron-adsorbate
coupling in both the low and high fluence regimes, leading to
highly mobile CO molecules on the surface on timescales of
<1 ps. The highly mobile CO molecules can occupy many sites on
the surface, including bridge and hollow sites. As the phonon bath
is heated up in the high fluence regime (>2 ps), the highly mobile
CO molecules, through collisions with a heated and disordered
substrate, enter the precursor state. In the low fluence regime,
the phonon bath is not heated to sufficient temperatures to cause
this transition.

We can now summarize the observations as to what occurs
upon laser excitation of Ru(0001) with adsorbed CO, as shown
in Fig. 21. During the first picosecond, hot electrons generated by
the laser pulse lead to excitation of rotational and translational
external vibrational modes resulting in motion parallel to the sur-
face. This is detected through spectroscopic signatures indicative of
partial population of CO in higher coordination sites. After a few
picoseconds the additional impulsive excitation of the adsorbate
by the substrate phonons initiates a fraction of molecules, in the
present case around 30%, to move out from the surface and enter
the precursor state. Here the molecules can rotate almost freely
and thereby occupy a higher entropic state. The residence time
in the precursor state is more than 25 ps and as the surface is
cooled down around half of the molecules (in the present case) will
reenter the chemisorbed state and the other half will leave the sur-
face completely as desorbed molecules. This is an example of prob-
ing a transient state that will be almost impossible to observe
under steady-state desorbing conditions in equilibrium with the
gas phase since the population is extremely small. It is only by
using ultrafast techniques that it becomes possible to observe such
a short-lived state and then only by increasing the population by
several orders of magnitude under extremely short times.

4.3. Co-adsorbate effects on desorption

In the pump-probe experiment described above, the desorption
of CO from Ru(0001) showed a significant blueshift of the CO 2p⁄

peak towards the gas phase (see Fig. 22(a)). This increase in inten-
sity is consistent with a desorption pathway mediated by a weakly
bound precursor species, a state that has long been hypothesized
based on kinetic measurements [64,65,87,91,92]. Under relevant
reaction conditions the catalyst surface will contain many different
adsorbates and, depending on type, coverage and orientation of the
catalyst surface, these species can cause significant changes in the
surrounding surface electronic structure and hence the measured
desorption dynamics. In a recent study, we found that co-
adsorbed oxygen atoms have a considerable influence on the des-
orption mechanism of CO from the Ru(0001) surface [32]. In
Fig. 22(a), the measured O K-edge XAS spectra are shown for the
CO/Ru(0001) and CO + O/Ru(0001) cases. The distribution of
unoccupied CO 2 ~p� states clearly shows that the optical laser
pump has a larger effect on the CO/Ru(0001) system than on the
CO + O/Ru(0001) system and that the observations are indicative
of the disappearance of the CO precursor state in the latter system.
To fully interpret this effect we need to first understand how the
laser affects the electronic states of the surface-adsorbate system.

When a femto-second laser pulse excites the substrate electron
distribution, a large carrier density and hence a significant number
of electronic energy transfer processes (excitation and de-

Fig. 20. Time evolution of the 2~p� resonance in XAS (A) and of the 1~dp -level (B) as a
function of pump probe delay for 100 J/m2 (black) and 140 J/m2 (red) optical pump-
laser fluences. In panel (B) the time-dependent spectra for 100 J/m2 have been
acquired at two excitation energies below and above the 2~p� resonance. On short
timescales, both fluences show the CO molecules shift to higher coordination sites
on the Ru(0001) surface. After 2 ps, the low and high fluence spectra separate as
the CO molecules in the low-fluence spectra remain highly coordinated to the Ru
(0001) surface while CO molecules in the high-fluence case enter the precursor
state. Panel (C) shows the calculated time-evolution of the electron and phonon
temperatures (black solid and dashed lines, respectively) together with the
population of the precursor state (red line) obtained from an Arrhenius-like
activation by the phonon temperature which transfers �50% of the molecules into
the precursor state (red). Reproduced with permission from Beye et al. [88].

Fig. 19. Snapshots of CO desorption trajectories taken from AIMD simulations at
2000 K for CO/Ru(0001). Reproduced with permission from Xin et al. [32].
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excitation) can be achieved. Electrons excited into adsorbate-
surface antibonding states will deposit energy into the surface-
adsorbate bond thus leaving the system in a vibrationally excited
state. If the relaxation time of the vibration is longer than the time
needed to re-excite the resonance then sufficient energy can be
deposited into the surface-adsorbate bond to induce desorption.
The soft vibrational modes of CO on the surface of Ru(0001), indi-
cated by DFT calculations, is the predominant reason for the exis-
tence of a weakly bound precursor state. When oxygen is co-
adsorbed on the Ru(0001) surface our femto-second time-
resolved measurements show that the signature for the weakly
bound CO precursor state disappears as seen in Fig. 22(a), thus
indicating that the CO desorption occurs entirely through a direct
pathway. To elucidate this difference we needed to compute the
free energy of CO desorption along well defined pathways on the
clean and oxygen-covered Ru(0001) surface. As described in the
Methods section, free energies along the reaction coordinate were
calculated using DFT and applying a potential of mean force
approach in which all possible degrees of freedom perpendicular
to the reaction coordinate were taken into account [64,65]. In
Fig. 22(b) we see the free-energy paths of CO desorbing from the
surface with and without oxygen in a parallel or perpendicular

orientation relative to the surface. The precursor state of CO on
clean Ru(0001) can be seen as a consequence of the coinciding
energy of both CO orientations at longer distances, where the
molecule is still bound to the substrate. This clearly suggests that
CO has significant degrees of freedom in the precursor region
resulting in an entropy-induced shallow adsorption minimum at
higher temperatures, which is separated from the chemisorbed
state by an entropic barrier.

In the case where atomic oxygen is present on the surface the
CO desorption energetics profile in Fig. 22(b) evidently shows that
desorption when CO is perpendicular to the surface is favored. In
contrast to the clean surface this leads to a constrained desorption
pathway and therefore a lack of entropic stabilization in the region
where a precursor state would be expected. Hence, at higher
temperatures, if CO on the oxygen-covered Ru(0001) surface
crosses the barrier for desorption, it will proceed directly into the
gas phase as shown by the dashed line in Fig. 22(b).

The free-energy profiles in Fig. 22(b) display a significant stabi-
lization of CO in the precursor region on the surface with co-
adsorbed oxygen compared to the clean surface. This increase in
stability is the predominant reason why the precursor state van-
ishes in the system with co-adsorbed oxygen. To understand what
drives this, one has to look at changes in the electronic structure in
the relevant region. The insets in Fig. 22(c) show schematically
what the difference is between the two systems. The oxygen in
the vicinity of the desorption site withdraws electron density from
the site making it positively charged. This effectively leads to less
r-repulsion which also results in a stronger electrostatic attraction
between CO 5r and the now positively charged site. A way to
quantify this is to look only at the orbital orthogonalization in
the near precursor region. In Fig. 22(c) the repulsive energy as a
function of the RuACO distance is calculated using a frozen orbital
approach [66]. The calculations show that there is an oxygen-
induced reduction in the orbital overlap corresponding to a
decrease in Pauli repulsion. This, together with an increase in elec-
trostatic attraction, is what causes the CO desorption along the
direct pathway in the case of CO/O/Ru(0001) instead of the
precursor-mediated pathway found for CO/Ru(0001).

To further elucidate the mechanism we performed AIMD simu-
lations of the process on Ru surfaces that had no co-adsorbed oxy-
gen and where there was a 2:1 oxygen to CO ratio. The simulations
were run at a temperature of 2000 K and, based on the free-energy
profiles of desorption, this temperature should be sufficient to
overcome the entropic barrier to desorption and hence provide
mechanistic insight into the process on the two surfaces. What
we found from the simulations was that CO desorption on the bare
Ru surface occurred on a much longer timescale than on the sur-
face with co-adsorbed oxygen. These observations are consistent
with the existence of a weakly bound precursor state in which
there is strong coupling to soft rotational modes of CO. On the
oxygen-covered surface the coupling to the rotational modes is
very weak leading to increased momentum in the direction away
from the surface and hence a much shorter timescale for desorp-
tion. The combination of experimental and theoretical efforts has
clearly provided a mechanistic understanding of surface chemical
bonding and the dynamics of desorption under varying surface
conditions.

5. Atomic O on Ru(0001)

Recent experiments indicate that laser excitation of electrons in
the metal surface directly into the unoccupied adsorbate orbitals
may play an important role. Two-photon photoemission (2PP)
spectroscopy studies of adsorbates on noble metals have shown lit-
tle evidence for a hot electron mechanism, while some studies

Fig. 22. (a) O K-edge spectra showing the CO 2~p� states on CO/Ru(0001) and CO/O/
Ru(0001) as measured before and >10 ps after the laser pump. (Note that the peak
for atomic oxygen is well separated from the CO peak as shown in Fig. 13) (b) Free-
energy profiles of CO desorption with (red) and without (blue) co-adsorbed oxygen
along parallel and perpendicular constrained pathways. Solid lines are at 0 K and
dashed line at 2000 K. (c) Calculated repulsive interaction energies between CO and
Ru(0001) with (red) and without (blue) co-adsorbed oxygen. Energies are obtained
from frozen-orbital calculations. Insets in (c) show CO 5r interaction with the Ru
sp-band with and without co-adsorbed oxygen. Reproduced with permission from
Xin et al. [32].

Fig. 21. Schematic illustration of the dynamics of CO adsorbed on Ru after optical
laser excitation.
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have shown strong evidence for direct absorption [93,94]. In other
experiments, the results of CO oxidation on Ru(0001) and Pt(111)
could only be explained through a mixture of hot electrons and a
linear, non-thermal absorption process [12,95]. The reaction yield
for the non-thermal mechanism scaled linearly with laser fluence,
indicating that the process was a single-photon process. A strong
candidate to explain this process is then the direct excitation of
an electron from the metal surface to the OARu anti-bonding
orbital [3,36].

5.1. Bonding and antibonding orbitals and bond-activation

Forming a covalent bond between two atoms results in new
molecular orbitals where the bonding state is stabilized while
the antibonding is destabilized relative to the original states (see
schematic illustration in Fig. 23); the bonding state is the in-
phase combination leading to build-up of charge density between
the nuclei while the antibonding changes phase, giving a node
plane and charge depletion between them. In the case of atomic
oxygen on Ruthenium the bond-formation as illustrated is
between the O 2p and Ru 4dr which points in the direction orthog-
onal to the surface plane. The equilibrium geometry is with the
oxygen atom in a hollow position with a significant split
(�9.6 eV) between the bonding (measured in XES) and antibonding
(measured in XAS) states. The femtosecond pulse from the optical
laser activates the oxygen atom by transiently populating the anti-
bonding state with electrons excited from the metal, which weak-
ens the bond, and also by heating the metal and adsorbate as the
hot electron distribution equilibrates with the vibrations of the
metal and adsorbate. The result is large-amplitude vibrations of
the oxygen atom which comes out of the hollow position and
moves towards bridge where it interacts more weakly with the
metal since there it interacts with fewer metal atoms. This is seen
directly in the spectra where now the XES peak from the OARu r
bond has shifted to higher energy while the antibonding OARu r⁄

peak in XAS has shifted towards the Fermi level, i.e. to lower
energy; the measured split is now reduced to �8.6 eV.

The spectra shown here illustrate the formation of both bonding
and antibonding states when a covalent bond is formed; this is a
well-known concept in molecular orbital theory. The changes seen
here upon activation of the oxygen are as expected, but had never
before been measured directly in the electronic structure. Two

prerequisites made this possible: the X-ray spectroscopies for mea-
suring the electronic structure and the time-resolution provided by
the XFEL to enable measuring the transient changes in the elec-
tronic structure. We will in the next section give more details on
these measurements.

5.2. Optical laser-induced activation of atomic oxygen

In Fig. 24, we display schematically the electronic structure of
atomic oxygen adsorbed on a ruthenium surface together with
XAS and XES data for the ground state of the system. As discussed
in the preceding section upon chemisorption of oxygen on ruthe-
nium, the atomic oxygen valence 2p orbitals mix with the Ru 4d
band and split up into two energetically distinct sets of hybrid
orbitals – the bonding orbitals (occupied, studied with XES, grey)
and the antibonding orbitals (mainly unoccupied, studied with
XAS, green).

In contrast to many other systems, atomic oxygen chemisorbed
on a ruthenium surface is rather strongly bound and does not des-
orb upon laser excitation. Thus, the dynamics of the system cannot
be studied with a mass spectrometer but have to be analyzed with
an XFEL directly in the electronic structure. On the other hand,
experimentally, since oxygen does not desorb, the experiment is
non-destructive: the surface restores to the initial state upon cool-
ing down after the laser excitation and does not require reduced
excitation repetition rates and rapid scanning of the sample.

Upon excitation with an ultrashort optical laser pulse, the bond
of atomic oxygen to the ruthenium surface is weakened. From our
data, we can conclude that this bond weakening, and thus the acti-
vation of oxygen for surface reactions, occurs before the phonon
system of the substrate heats up. Therefore, oxygen is enabled to
react before possible reaction partners desorb through coupling
to the hot phonon bath in the substrate. This opens an ultrashort
window of time with non-equilibrium between the electron and
phonon heat baths in the substrate during which reactions can
evolve, also under the present ultra-high vacuum (UHV)
conditions.

For the shown XES spectrum, the excitation energy range
between 529.2 and 530.4 eV was selected. Summing the entire
recorded emission signal in the range between 517 and 537 eV
yielded the XAS spectra. Relative intensities between the shown
XES and XAS spectra are arbitrary. The sample, a p(2 � 1) layer of

Fig. 23. (Left) XES and XAS spectra of atomic oxygen on Ru(0001) showing the bonding (XES) and antibonding (XAS) states. The spectra with markers and full black line are
obtained after the optical laser pump and integrated over the interval 0.1–4 ps. Compared to the reference spectra (full red line) before the laser pump the bond weakening is
directly evidenced through the reduced split between bonding and antibonding states in the measured spectra. (Right) Schematic illustration of the process leading to the
spectra on the left. The chemisorption of oxygen on Ru(0001) leads to formation of bonding and antibonding states involving O 2p and Ru 4d with a split which depends on
the strength of the interaction. The split is then reduced when oxygen is activated and comes up from the hollow towards bridge. Reproduced with permission from Beye et al.
[33].
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oxygen prepared on a Ru(0001) surface, was scanned during the
measurement only as a precaution. The soft X-ray beam energy
was scanned around the O K-edge with the monochromator reso-
lution set to 250 meV and derived from an 80 fs electron beam. The
optical laser was p-polarized to the sample surface and set to a flu-
ence of about 140 J/m2. Temporal jitter between both pulses was
measured and corrected for, but the optical laser pulse length of
about 170 fs limited the time resolution to around 190 fs. Fig. 24
also shows how we analyze the different contributions to the spec-
tra using curve fitting: the XAS spectra are separated into a Gaus-
sian representing the antibonding oxygen orbitals and a hyperbolic
tangent function modeling the continuum edge jump. The XES
spectra contain contributions from rather sharp oxygen-derived
bonding states (Gaussian at 521 eV) and a broad feature with
mainly Ru 4d character (Gaussian around 531 eV). It is assumed
that the latter is fixed in position, height and width relative to
the main peak. The XES spectra also show a feature related to elas-
tic scattering of the incoming light (and thus moving with the exci-
tation energy). This peak provides the energy calibration of the
spectrometer and is also modeled with a Gaussian.

For each pump-probe delay we perform the described fits and
obtain the characteristic time traces as shown in Fig. 25. The XAS
peak shifts to lower energies by about (�0.56 ± 0.07) eV, while
the XES peak shifts to higher energies by (0.37 ± 0.11) eV, thus
the splitting between the bonding and the antibonding states is
reduced. The increase in the width of the XAS spectrum is accom-
panied by a decrease in peak intensity, such that the area stays
constant and thus the number of unoccupied O 2p states is con-
stant [19]. A similar change is observed in the XES but with less
statistical significance. The lines in Fig. 25 result from a global fit
to the displayed data, but should mostly be considered as a guide

to the eye. Within our time resolution of 190 fs, an immediate
change of the parameters is observed, after which relaxation back
to their original values occurs on a timescale of 5–10 ps.

To elucidate the reaction pathway, we performed three-
temperature model calculations (Fig. 25), using the substrate elec-
tron and phonon baths coupled with standard parameters and a
coupling of the oxygen vibrations to the metal electrons as antici-
pated from the ultrashort excitation time scale. The coupling of the
oxygen atom to the hot electrons is calculated as an ab initio elec-
tronic friction from an electron-phonon coupling calculation with
QUANTUM ESPRESSO where we obtain 0.5 ps�1 for lateral motion
and 2.5 ps�1 for perpendicular motion. The temperature evolution
of the adsorbate is evaluated with this coupling parameter and
reaches the maximum at 500 fs, instead of the observed 190 fs lim-
ited only by the temporal resolution. This hints to a non-thermal
mechanism of oxygen activation in agreement with the work by
Bonn et al. [13] and also with our studies using 800 and 400 nm
light and two-pulse correlations together with theoretical DFT sim-
ulations [12].

We suggest that the missing, fast contribution comes from the
initial, non-thermal electron excitations mainly into the antibond-
ing OARu states (see Fig. 26). This occupation weakens the
chemisorption bond and drives the oxygen atoms away from the
strongly bound hollow site. This bond weakening reduces the split-
ting between the bonding and anti-bonding orbitals, which
becomes evident through the observed shift of the XAS and XES
features. The proposed non-adiabatic coupling of adsorbate motion
and the electronic system could explain the initial changes in the
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Fig. 25. Panels a–c display the time evolution of the fit parameters together with a
global fit of the underlying time constants. The initial changes are limited by the
time resolution while the system cools down on a 5–10 ps time scale. Panel d shows
a three-temperature model calculation for the metal electrons (solid black), the
metal phonons (dashed black) and the atomic oxygen adsorbate temperature (solid
grey) as obtained applying an ab initio electronic friction parameter. Reproduced
with permission from Beye et al. [33].

Fig. 24. The electronic structure of oxygen adsorbed on Ruthenium is studied with
absorption and emission spectroscopy. Two main features are observed as a result
of the intermixing of Oxygen 2p valence states with Ru 4d metal band. The features
can be separated into unoccupied antibonding states (green, apparent in XAS) and
mainly occupied bonding states (grey, apparent in XES). Experimental data are
shown as symbols, filled areas display the different components for the line fit
shown as a solid line. Reproduced with permission from Beye et al. [33].
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adsorbate electronic structure that proceed faster than anticipated
from the electronic friction model. Next we will connect the results
for CO desorption and activation of atomic oxygen to the model
reaction of CO oxidation using atomic oxygen chemisorbed on Ru
(0001).

6. CO oxidation

With the different components such as CO, O and also desorp-
tion of CO in the presence of co-adsorbed O we can now increase
the complexity and look into a full surface chemical reaction and
observe bond formation in real time. Here we will address the
potential to observe the transition state region as the reactants
are coming together under ultrafast timescales.

6.1. Optical laser-induced CO oxidation

Under UHV conditions, CO and O co-adsorbed on Ru(0001) do
not spontaneously produce carbon dioxide (CO2) under thermal
heating. This is because the thermal desorption temperature of
CO is lower than the thermal CO oxidation temperature, leading
to desorption of all CO before CO oxidation is thermally favored.
The reaction can, however, be initiated using femtosecond laser
pulses, which create high surface temperatures on short time-
scales. The temperatures are needed for CO oxidation in order to
activate the surface O species, this is often thought to be the limit-
ing step in CO oxidation due to the high binding energy of O to Ru
(0001) (�6 eV). CO is still the primary laser-induced desorption
product, as only �3% (800 nm light) or �10% (400 nm light) of
the CO molecules leave the surface as CO2, depending on laser flu-
ence, and no O2 is formed [12,13]. There is therefore a competition
between the thermodynamics of CO desorption and the kinetics of
CO oxidation.

Here we will describe ultrafast studies of the CO + O reaction on
Ru(0001) using XAS and XES. The reaction was initiated using
pulses from a 400 nm optical laser. Changes in the occupied and
unoccupied electronic structure during reaction conditions were
monitored using ultrafast soft X-ray absorption spectroscopy and
X-ray emission spectroscopy. Time-resolved electronic structure
maps for oxygen were obtained selectively from the electronic
states projected onto either the adsorbed atoms or the oxygen in
the CO molecules using the energy selectivity in XAS. Fig. 27(A)
shows the O K-edge XAS spectra for negative time delays and at
1.5–3.0 ps after laser excitation, while Fig. 27(B) shows the time
evolution of the important spectral features from part (A).

The rapid response evidenced in the shoulder between 528 and
529 eV corresponds to the activation of the O species on the sur-
face. The increased intensity appears on a timescale of
280 ± 100 fs, which is faster than the time resolution of the exper-
iment. The O species couple strongly to the electron bath, where an
electron from the surface transfers transiently to the OARu anti-
bonding orbital as described above, weakening the bond and
increasing the bond length. The occupation of the anti-bonding
orbital is short-lived, and the OARu bond strength increases again,
though the OARu bond distance is now elongated from the equilib-
rium. This increased bond distance manifests itself as kinetic
energy in form of nuclear motions of the O surface atoms as the

Fig. 27. Measured X-ray absorption spectra with time-dependent changes. (A) Pump-probe O K-edge XAS spectrum of CO/O/Ru(0001). (B) Time development of the spectral
intensities in four different spectral regions plotted as the contrast. Reproduced with permission from Öström et al. [3].

Fig. 26. Computed density of states for the coadsorption system CO/O/Ru(0001)
with the maximum position relative the Fermi-level (EF) of excitations using 400
and 800 nm light indicated. Since most excitations will involve electrons from
below EF the 400 nm laser will be more efficient in exciting electrons into the OARu
antibonding r* states around 1.8 eV. Reproduced with permission from Öberg et al.
[12].
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transiently excited electron delocalizes back into the conduction
band. The O atoms, which normally reside in the hollow site on
Ru(0001) gain enough kinetic energy in this process to move to
less coordinated sites, such as bridge sites, leading to a shift
towards lower energy in the XAS spectra. These activated O atoms
can more readily interact with the surface CO species. From the
experiment it cannot be distinguished if the occupation of the
OARu anti-bonding orbital is a result of high-energy surface elec-
trons transferring to the orbital, or if the electrons are directly
excited from the metal to the anti-bonding orbital.

The CO molecules on the surface are also activated, though at
slightly longer timescales of 550 ± 120 fs. This can be seen in the
red-shift of the CO 2 ~p� peak. The activation of the CO molecules
corresponds to excitation of the frustrated rotation of CO, a mode
that is also excited through efficient electron coupling. The frus-
trated rotation increases the translational motion of CO on the sur-
face, and the CO molecules can move to more highly coordinated
sites, such as bridge and/or hollow sites.

The increased mobility of both surface species leads to
increased interaction between CO and O and attempts to react,
which in a minority of instances results in the formation of CO2.
These attempts to form the new bond between CO and O can be
seen around 800 ± 250 fs, where new states related to this interac-
tion appear in the region between 536 eV and 539 eV, and around
532 eV. This process is schematically shown in Fig. 28.

6.2. Non-adiabatic effects

When modeling chemical reactions, the electron-nuclear
motion degrees of freedom are typically decoupled from each other
using the Born-Oppenheimer approximation in order to lighten
computational costs. In the Born-Oppenheimer approximation,
the wave function of the system is written as:

W ¼ wElectronic � wNuclear

where WElectronic is the wave function for the electrons, and
WNuclear is the wave function for the nuclei. Separating these terms
creates a separation between the nuclear and electron degrees of
freedom, leading to the calculation of adiabatic potential energy
surfaces. This assumes that the first and second derivatives of the
electronic wave function with respect to nuclear displacements
can be neglected, and that, from the perspective of the electrons,
the nuclei are thus frozen in time. When this approximation is
applicable it thus corresponds to the electrons always adiabatically
adjusting to the lowest energy configuration, forming adiabatic
potential energy surfaces in which the kinetic energy of the nuclei
is ignored. Reactions are then assumed to proceed down these adi-
abatic potential energy surfaces and the total energy for the system
can then be written as the sum of the energy for the electrons and
the energy for the nuclei:

ETotal ¼ EElectronic þ ENuclear

The separation of electronic energy from nuclear energy pre-
vents the system from jumping between adiabatic potential energy
surfaces. Due to these constraints, two adiabatic potential energy
surfaces cannot cross, resulting in an avoided crossing. On metal
catalysts the energy spacing between electronic levels is quite
small due to the large number of states that are involved. During
a chemical reaction, as the system evolves from reactants to prod-
ucts, the electronic structure is constantly changing. It is therefore
likely that the system can jump between ground-state and low-
lying excited state potential energy surfaces during reaction condi-
tions, which causes a breakdown of the Born-Oppenheimer
approximation. This would constitute a non-adiabatic effect and
is illustrated in Fig. 29.

The importance of non-adiabatic effects on surface reactions
depends heavily on the reaction that is considered. For example,
Bungaro et al. [96] successfully modeled the dynamics of oxidation
of Mg(0001) by O2 using an adiabatic theory. In agreement with
experiments, they found that oxygen is adsorbed below the Mg
surface, forming ionic islands commensurate with the metal lattice
[97]. Adiabatic theories, however, predict millisecond vibrational
lifetimes for the CO(v = 1) vibrational relaxation on a Cu surface
due to the phonon-vibrational energy mismatch. However, the
experimental lifetime was found to be on a picosecond timescale,
which was correctly modeled only by including the nonadiabatic
process of electronic friction [98,99]. Modeling nonadiabatic pro-
cesses is extremely difficult and it is important to compare these
theoretical models with experimental evidence.

One such system in which nonadiabatic effects are important is
CO oxidation on Ru(0001) [12,13]. The limiting factor for CO oxi-

Fig. 28. Schematic of the different steps in the laser-induced CO oxidation on Ru(0001), including relevant timescales. Reproduced with permission from Öström et al. [3].

Fig. 29. A diagram showing the difference between adiabatic and non-adiabatic
processes.
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dation on Ru(0001) has often been considered to be the strong
bond between the atomic oxygen and the surface. Upon laser exci-
tation, high-energy electrons can occupy the OARu anti-bonding
orbital that lies about 1.8 eV above the Fermi level (see Fig. 26).
Occupation of this orbital weakens the OARu bond, leading to a
lengthening of the bond and promoting the O atom into a vibra-
tionally excited state. Vibrationally excited O atoms are mobile
on the surface, leading to more interactions with the CO molecules
and attempts to form CO2. The conversion between electronic and
vibrational energy of the oxygen atoms plays an integral role in the
formation of CO2 and constitutes to some extent a breakdown of
the Born-Oppenheimer approximation as it is a strongly non-
adiabatic effect. It is critical to study systems, such as CO oxidation,
in which both adiabatic and non-adiabatic effects play important
roles, in order to fully understand chemical reactions at catalytic
interfaces. The ability to accurately model reactions depends on
understanding the interplay between ground-state, adiabatic pro-
cesses, and excited-state, non-adiabatic processes.

6.3. Transition state

In chemistry, the concept of the transition state is useful to
describe the reaction dynamics. The transition state is a highly
unstable species with an energy barrier as the reactants move
towards products, as shown in Fig. 31. The state is unstable due
to the unfavorable geometric configurations the specie must pass
through as it transitions from one state to another. Because of
the instability of the transition state, it was thought to have a very
short lifetime, making it difficult to observe experimentally. The
main challenge lies in the typically very low conversion rate at a
given site under steady-state conditions; this can be overcome
by initiating the reaction with an optical femtosecond laser which
results in a more concerted approach to the transition state. A
probe with high temporal resolution is furthermore needed to
directly observe these states.

As the CO oxidation is initiated, the O and CO species begin to
interact. In Fig. 27, the evidence for the CO and O species near
and/or at the transition state can be observed. The species must
overcome an energy barrier to form CO2. Fig. 28 illustrates the
reaction where CO is bound on-top and surrounded by six oxygen
atoms in a honeycomb structure. As the system is activated by the
optical laser pulse, the oxygen atoms and CO begin to move along
the surface and encounter each other and attempt to form the new
bond. Most attempts fail, as evidenced by the low yield of CO2, and
the CO rebounds and will collide with another oxygen atom at the

surface. The molecules will make many attempts to overcome the
energy barrier, creating a distribution of states along the reaction
coordinate. Temperature is the driving force providing the energy
needed to overcome the transition state barrier, so the probability
of being in the transition state region is strongly dependent on
temperature; the higher the temperature, the higher the probabil-
ity of finding the system near the transition state, but how much
time is spent in the transition state region?

We would normally conclude that these states would be too
short-lived to be observed in the spectra. The observation of the
molecules near the transition state in Fig. 27 can be rationalized
through classical potential energy barriers (Fig. 30). At the top of
the barrier, the maximum amount of kinetic energy has been con-
verted into potential energy. This slows down the reaction dynam-
ics, allowing states near the transition state to become long-lived,
and hence accessible if the concentration is large enough. Quantum
mechanically, this is also true, as we have an enhanced probability
at the classical turning points for a highly excited vibrational
motion. Fig. 31 illustrates the process where the CO caged by the
oxygen atoms is modeled through a harmonic oscillator potential.
It is clear that, particularly for the more highly excited levels, the
probability of finding the system near the classical turning points
is strongly enhanced; the probability of being in that region is
shown as a function of temperature in the right side of Fig. 31.
Once the transition state barrier has been overcome, the potential
energy will be converted back to kinetic energy, and the species
will readily produce CO2. These results are among the first direct
observations of the occupation of states near the transition state
region, highlighting key aspects of transition state theory, and
the role it plays in chemical reactivity and kinetics.

6.4. THz-induced CO oxidation

Controlling reactions at surfaces has long been a goal of the sur-
face science community. Reactions at metal surfaces are often ini-
tiated using femtosecond optical lasers. In this process, the
electron bath of the system absorbs the energy, creating a high-
energy electron distribution. Over a few picoseconds, the electron
bath decays into the phonon bath, heating it up in the process.
Either the electron bath or the phonon bath can couple to reactants
and initiate a chemical reaction. It is, however, not currently possi-
ble to control the direction of energy flow in this process, leading to
little control in selecting desired products. Ultrafast, intense tera-
hertz (THz) sources provide an interesting opportunity at metal
surfaces to steer the reaction down a specific reaction channel.
Intense, ultrashort THz pulses have an associated large electric
field vector. The electric field strength and orientation can be tuned
for optimal interaction with charged and polar molecules. This has
been shown in the gas phase where intense, single-cycle THz
pulses were used to induce field-free orientation and alignment
of OCS molecules [100].

On metal surfaces, the use of strong electric fields shows much
promise due to the interaction of the THz pulse with the electron
bath of the system. Due to dielectric screening, the electric field
component of the THz pulse won’t penetrate into the metal, how-
ever, on the surface boundary, the THz pulse can strongly interact
with adsorbed molecules [101] or the electron bath [102,103]. The
electric field intensity at metal surfaces can even be further
enhanced by protrusions on the surface [102].

The electric fields of THz pulses can be separated into compo-
nent electric field vectors that are either perpendicular or parallel
to the surface. The electric field vectors perpendicular to the sur-
face shift electron density either towards or away from the surface
atoms, depending on the sign, before being screened out by the
induced polarization in the metal. This change in electron density
can partially empty or fill bonding orbitals in the chemical bonds

Fig. 30. The transition state contains an energy barrier between reactants and
products. The slowing down at the transition state is illustrated here using a
classical analogy of shooting a billiard ball over a small hill.
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of the adsorbate. The electric field vectors parallel to the surface
will instead induce instantaneous surface currents.

It has been shown that intense THz pulses can be used to induce
chemical reactions on a metal surface [30]. Quasi-half-cycle,
broadband THz pulses with peak fields of �1 V/nm (10 MV/cm)
and a peak frequency of 10 THz were used to induce CO oxidation
on the coadsorbed phase of CO and O on Ru(0001). In these stud-
ies, the electric field of the THz pulses interacted with the electron
bath to steer the reaction towards CO oxidation, while shutting
down the CO desorption reaction pathway. This is a significant
change in the product distribution as CO desorption is the domi-
nant reaction channel under thermal and optical laser excitation
conditions [3,12–13]. In the absence of O, no desorption was found
from CO/Ru(0001) due to THz irradiation, suggesting that the key
to CO oxidation is the activation of the O atoms.

To study THz-induced CO oxidation, thermally programmed
desorption (TPD) was used to measure surface coverages of CO
and O before and after THz irradiation. Fig. 33 shows the TPD traces
before and after THz irradiation of a CO/Ru(0001) surface and a
CO + O/Ru(0001) surface. In the case of CO + O/Ru(0001), an addi-
tional CO TPD was performed after the surface was re-dosed with
CO in order to obtain the O coverage. The adsorption sites of a sat-
urated layer of CO, and therefore the shape of the TPD traces, are
dependent on the O coverage.

The interaction of the surface O atoms with THz pulses can
explain the near 100% selectivity of CO oxidation over CO desorp-
tion. The THz pulses induce oscillations in the electron density at

the ruthenium surface. The oscillating electric field vector of the
THz pulses will polarize the conduction band electrons in the
ruthenium surface both towards and away from the surface for
the duration of the THz pulse (<70 fs), depending on the sign of
the electric field vector. When the electron density is shifted
towards the surface, electrons will become iso-energetic with
and occupy the unoccupied states of the adsorbates that are near
the Fermi level, as shown in Fig. 32. In the O-metal bonding, this
correlates to the filling of the antibonding orbital, weakening the
OARu bond and increasing the bond length (Fig. 26). This occupa-
tion must last the timescale of the O-metal vibration, after which
the electron can migrate back to the surface in the absence of the
electric field. When the electron migrates back to the surface, the
OARu bond will be left elongated corresponding to exciting the
O atoms with large quanta of vibrational energy (see Fig. 34). These
excited O atoms are mobile enough to interact with the neighbor-
ing adsorbed CO molecules, forming CO2. For the CO-metal bond-
ing system, the unoccupied states near the Fermi level that the
electrons can occupy when the electric field pushed the electrons
towards the surface is of non-bonding character. Occupation of this
orbital will not destabilize the CO-metal bond and no CO will des-
orb from the system.

The THz pulses selectively induce CO oxidation while shutting
down the dominant CO desorption reaction pathway through the
polarization of the electron bath. Time-resolved XAS and XES can
provide further details on the reaction dynamics and intermediate
species formed on the surface. Comparing the time evolution

Fig. 32. Schematic of the molecular orbitals for the OARu and COARu bonds. The antibonding RuAO orbital and the RuACO nonbonding orbital cross the Fermi level. These
orbitals will be further populated when conduction electrons are polarized towards the surface. The RuAO bond will be weakened due to the partial filling of the antibonding
orbital while the RuACO bond will be unaffected due to the nonbonding character of the orbital. Reproduced with permission from LaRue et al. [30].

Fig. 31. (Left) One-dimensional harmonic oscillator model of CO caged by the oxygen atoms where it will move back and forth encountering first one oxygen and then
bouncing over towards the other. The figure shows the energy levels and selected vibrational wave functions. For more highly excited vibrations the probability of being near
the classical turning points, i.e. in the transition state region (marked in the figure) is enhanced. (Right) The probability of being in the transition state region as a function of
temperature. Reproduced with permission from Öström et al. [3].
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between optical laser versus THz induced CO oxidation using time-
resolved X-ray spectroscopies will lead to new insights on how to
further increase the selectivity of reactions at metal interfaces. This
in turn will help pave the way to designing and creating more effi-
cient and selective catalysts.

6.5. Analysis of the chemical bonding during CO oxidation

CO oxidation on Ru(0001) has been calculated according to the
reaction diagram presented in Fig. 35. In the initial state (IS), CO is
chemisorbed atop in a honeycomb phase of O, i.e. at an oxygen cov-
erage of 0.5 ML. As the reaction proceeds, both reactants undergo
considerable displacements; at the first transition state (TS1) of
the reaction, O is found at the bridge site while CO is tilting away
from its original adsorption configuration. In the following, we
refer to the different configurations along the reaction path by
their respective number indicated in Fig. 35. In the intermediate
state (IMS) in which CO2 is weakly bound to the surface, we note
a significant internal angle. Passing the second transition state

(TS2) and desorbing, CO2 becomes linear at the final state (FS) of
the reaction, in which CO2 is in gas phase.

We start by addressing the chemical bonding of O and CO in the
initial state of the reaction. To get an overview of the states
involved in the reaction, we project the density of states (DOS)
on the molecular orbitals of gas phase CO and the atomic orbitals
of O and visualize the relevant states, i.e. the ones participating
in the reaction.

In Fig. 36, the DOS projected on the CO 4r, 5r and 1p orbital
(the latter is degenerate but we select the state oriented in the
reaction plane) and the O py orbital (which is oriented along the
reaction coordinate) are shown. In order to investigate the effect
of co-adsorption on the electronic structure, the projected DOS of
the reactants with and without co-reactant is shown. As can be
seen from the peak at around �7 eV in the O projected DOS, the
O py is slightly hybridized with the CO 5r and 1p orbitals.

In order to follow the evolution of the different states along the
reaction coordinate, the projected DOS is shown in Fig. 37, going
from IS to IMS.

The most obvious observation is that, in the earlier steps, the
largest changes occur for O, while only minor redistributions of
density are observed in the CO projected states. We note that
already in the first images, significant hybridization of the py orbi-
tal with the CO r- and p-states takes place. The involvement of the
1p orbital in the reaction seems to appear slightly later, closer to
the TS although there is some initial overlap observed also here.
At the TS, a split of the peak corresponding to the 1p state is
observed, and hybridization between CO p and r states occurs as
the bond formation with the oxygen is initialized. In order to ana-
lyze the OACO interactions in more detail, we visualize the rele-
vant orbitals in Figs. 38 and 39. Note that these plots are
representations of the chosen states, taken at the C point of the
Brillouin zone, and visualized in the plane along the reaction coor-
dinate. Fig. 38 displays a state in which the CO 1p orbital and the p-
orbital, denoted py, oriented laterally along the reaction plane, are
overlapping.

We note that already in the IS configuration we have an overlap
between the 1p and py state which we also indicated in Fig. 37. As
the OC-O distance is decreased, the hybridization of the states
becomes more significant and passing the TS in Image 6 a distorted
(bonding) 2ru CO2 orbital is beginning to form, an observation that
becomes more obvious in IMS.

In Fig. 39, we instead focus on a state containing the CO 5r and
O py orbitals along the reaction coordinate.

Here, we see an initial hybridization of the py with the 5r orbi-
tal, which becomes stronger with decreasing OCAO distance. At
the TS, a new state has formed which initializes the formation of
the bonding CO2 1pu orbital.

Both the CO p and r channels seem to participate in the initial-
ization of the OCAO bond formation. To try to distinguish further
the contribution in each channel, we study in Fig. 40 the charge
density difference (CDD), defined as n[COAOARu]An[OARu]An
[CO], n being the electron density.

In the IS, the CDD resembles previous bonding mechanisms
established for CO adsorbed alone on other transition metals, with
a gain of charge in the p system and a loss of charge in the r sys-
tem, indicative of an overall r to p charge transfer to minimize the
Pauli repulsion in the r channel upon adsorption [80]. Following
the reaction coordinate, we notice in Image 3 charge gain in the
oxygen p orbitals aligned with the surface normal (pz). At the same
time there is slight charge depletion in the CO p system, indicating
CO-metal bond weakening. Moving to the TS, there is loss of charge
in the O py orbitals, i.e. those parallel to the surface, while addi-
tional gain compared to Image 3 is observed in the pz states and
the onset of bond formation with CO seems to occur between the
pz orbitals and the p system of CO while the depletion in the py

Fig. 33. CO TPD traces before and after THz irradiation for (a) a CO/Ru(0001)
surface and (b) a CO + O/Ru(0001) surface. For the CO + O/Ru(0001) surface, a
third TPD was performed in which CO was re-dosed onto the surface. The shape of
the saturated CO TPD trace is highly dependent on the O surface coverage. This
knowledge was used to obtain the O coverage in addition to the CO coverage after
THz irradiation. Reproduced with permission from LaRue et al. [30].

Fig. 34. In the presence of the THz field, (a) electrons are polarized towards the Ru
surface due to the intense electric field, resulting in occupation of the RuAO
antibonding orbital, which elongates the RuAO bond. In the absence of the THz field
and (b) the electron transfers back to the surface, creating vibrationally excited O
atoms and leading to CO oxidation. Reproduced with permission from LaRue et al.
[30].
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orbitals is likely due to minimization of the Pauli repulsion.
Towards the IMS, there is a gain of charge between OCAO, while
there is still charge depletion in the py orbitals of the O, indicating
that also in the IMS, where the bond to the metal is weak, minimiz-
ing the repulsion in the bond formation by charge transfer from r
to p is still necessary.

The last sequence of the CO oxidation reaction is desorption of
weakly adsorbed CO2 from the surface, a process associated with a
small barrier of �0.12 eV. This barrier is approximated from a con-
strained desorption simulation in which the CO2ARu is kept fixed
at discrete distances while mapping out the MEP to CO2 desorp-
tion. In Fig. 41 we show the CDD plots in this case where very little
change is observed between the IMS and TS2 states. In going from
TS2 to the final state the original CAO bond is rather unaffected
while, when the molecule goes from the bent conformation at

the surface to linear in gas phase we see a significant charge rear-
rangement with loss in r and gain in p related to formation of the
new bond.

7. Outlook

Here we will shortly discuss the future of probing surface chem-
istry and catalysis using X-ray lasers. The results in the present
review, demonstrating the possibility to not only observe transient
intermediates on short time scales but also species in the transition
state region, point to the potential to investigate a large class of
surface reactions. In particular, most of the chemistry of impor-
tance for society and industry involves C, N and O atoms and the
presented spectroscopies are well suited for studying important
chemical transformations involving species built on these light ele-
ments. Examples include naturally hydrogenation of CO, formation
of CO from C + O, formation of NO from N + O, CAC coupling for
generating fuels, NO + CO exhaust-related reactions, ammonia syn-
thesis. The list can be made very long. On the experimental side it
is important to further develop the experimental set-up in such a
way as to allow to exploit polarization effects in both XAS and
XES where the E-vector orientation [19] with respect to the surface
can provide further information on ultrafast reorientation effects
during the reaction. We also envision that scans of a longer energy
range in XAS to probe shape resonances will provide further
insights in terms of bond-length dependences [19,104]. Using a
specific E-vector orientation we can enhance specific bond direc-
tions. Another area of development is to further use selective exci-
tations in XES to probe only a specific subensemble of molecules
[88].

Another essential development is the source itself. Even with
the high intensity of the XFEL pulses, the low cross-section in these
experiments gives a low count rate per pulse such that these
experiments benefit greatly from high repetition-rate XFEL
sources. While XFELs based on normal conducting accelerator
technology, such as, e.g., LCLS, SACLA, FERMI, or the upcoming
SwissFEL and the Pohang XFEL are running at maximum repetition
rates between ten and a few hundred pulses/s, sources which are
based on superconducting accelerator technology such as FLASH
(8000 pulses/s) and the European XFEL (27,000 pulses/s) can pro-
vide significantly higher repetition rates. Ultimately so-called con-

Fig. 35. (a) Minimum energy path (MEP) of CO oxidation on Ru(0001) starting from adsorbed O and CO, denoted the initial state (IS) which corresponds to image 0 in the
sampled reaction path. The reaction passes the first transition state (TS1) to reach a metastable state of adsorbed CO2, which we denote the intermediate state (IMS). Upon
desorption of CO2, the molecule passes a second transition state (TS2) before reaching its final state (FS) in gas phase. The structures constituting the MEP are indexed from 0
to 10 and shown in (b).

Fig. 36. Density of states (DOS) projected on selected molecular orbitals of CO
(bottom part) and the py state of atomic O adsorbed on Ru(0001). Solid lines show
the states when CO and O are co-adsorbed on the surface while dashed lines show
the species in the same geometry but without the co-reactant.
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tinuous wave (CW) XFELs such as LCLS-II, which is under construc-
tion, or FLASH2020, the upgrade of FLASH currently under discus-
sion, will deliver repetition rates up to 1 MHz which will be a
tremendous boost for time-resolved X-ray spectroscopy
techniques.

We can also envision the usage of X-ray photoelectron spec-
troscopy (XPS) to resolve the core electron shifts and detect var-
ious species in different adsorption sites and orientations

[105,106]. The challenge is that the electrons emitted during an
ultrashort X-ray pulse will repel each other and cause space
charge effects such as both shifts and broadening of the spectra
[107]; if the substrate is not sufficiently conductive, the build-
up of positive charge during the pulse will further enhance these
effects. However, reducing the intensity per pulse by orders of
magnitude would limit the space charge effects making such
studies feasible.

Fig. 37. Density of states (DOS) projected on selected molecular orbitals of CO (bottom part) and the py state of atomic O adsorbed on Ru(0001) plotted along the reaction
coordinate. Image indexing is taken from Fig. 35. In order to associate the electronic structure changes with changes in the molecular orientations, the different configurations
are shown as simplified structure models in each subplot.

Fig. 38. A 2D cut in the reaction plane of a state consisting of overlapping CO 1p and O py orbitals followed along the reaction coordinate from IS over TS to IMS. The image
numbers correspond to the indices in previous figures.
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Fig. 40. Charge density difference (CDD) plots for selected structures along the reaction coordinate from IS to IMS. The CDD is calculated as n[COAOARu]An[OARu]An[CO],
where n is the electron density of the respective system.

Fig. 39. A 2D cut in the reaction plane of a state consisting of overlapping CO 5r and O py orbitals followed along the reaction coordinate from IS over TS to IMS. The image
numbers correspond to the indices in previous figures.

Fig. 41. Charge density difference (CDD) plots for selected structures along the reaction coordinate from IMS to FS. The CDD is calculated as n[COAOARu]An[OARu]An[CO].
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Since XES and fluorescence-yield XAS are photon-in and
photon-out spectroscopies and since the optical laser typically
has energies below any molecular electronic transition in the gas
phase, these experiments can also be carried out at high pressures.
In the case of XPS, differential pumping will allow for pressures in
the few torr range which can be extended to even higher pressures
using photon energies in the few keV range giving rise to photo-
electrons with higher kinetic energy and thus a substantially
longer mean free path. Sample environments can furthermore be
developed to create unique environments in terms of both
single-crystal substrates and supported nanoparticles in contact
either with gases or with liquids allowing for both thermally-
and photo- and electro- induced chemistry, see Fig. 42. In the case
of electrocatalysis the proton transfer across the interface will be
an essential component to gain further insight on the dynamics
of solid-liquid phase surface chemistry relevant to energy produc-
tion and storage in fuel cells and artificial photosynthesis devices.

As demonstrated above it is now possible to control surface
chemical reactivity using THz radiation [30]. It would be very
exciting to combine THz pump and X-ray laser probe to follow
the reaction on an ultrafast time scale. There is also the potential
to combine the same source to generate THz radiation and X-ray
laser which would provide complete internal synchronization but
THz radiation may also be generated from optical sources and
combined with the X-ray laser probe [108]. This would provide
unique means to explore steering and guiding chemical reactions
in combination with the powerful probes provided by the XFEL.
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