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Abstract

One essence in capturing the history of primordial fluctuations that arise

during inflation and eventually lead to formation of large scale structures

in the universe, relies on quantizing general relativity coupled to a scalar

field. This is a system that respects diffeomorphism invariance, the free-

dom of choosing the coordinate system to work with without changing the

physics. Hence the way to handle its quantization requires an understand-

ing of how to quantize diffeomorphisms. Deciding on suitable coordinate

choices and making sure that this gauge fixing, which is unavoidable in any

calculation, does not effect the end result, is tricky. In this thesis we make

full use of the effects of diffeomorphism invariance of the theory on the

primordial fluctuations to pursue two different approaches that focus on

treating perturbations after gauge fixing. On one hand we work towards

developing our understanding of how to handle quantization in terms of

Dirac quantization and Becchi, Rouet, Stora, Tyutin (BRST) quantiza-

tion. On another, we focus on how to generalize the allowed interactions

and understand the scales they bring in the era of preheating that fol-

lows inflation, with effective field theory (EFT) methods on cosmological

backgrounds.
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Chapter 1

Review of Cosmological Perturbation

Theory

1.1 Introduction: what we know so far and what we

would like to learn next about the universe

Within our current understanding, the universe we live in has been through a phase

of accelerated expansion, after which it was reheated into radiation domination, then

followed by matter taking over, and is again experiencing an epoch of accelerated

expansion. We refer to the first era of expansion as the era of inflation and the current

one as dark energy. Everything around us has formed throughout this cosmic history;

from elements via Big Bang Nucleosynthesis (BBN) during radiation domination, to

galaxies during matter domination. A lot of our understanding about these eras

have been put together in the framework of general relativity equipped with matter

sources. Yet we are aware that we need to develop our understanding of gravity

beyond general relativity to address small scales where quantum effects are important.

Such improvements will especially be important for understanding the initial stages

of inflation where the universe passes from quantum mechanical to classical scales.
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Moreover it is also an open question if the current dark energy dominated expansion

implies that there is something more to gravity at scales larger than the solar system

size.

Through general relativity we have learned that curved spacetime is described by

a rank two tensor. Hence, there is always a tensor degree of freedom, a graviton or

a gravitational wave, that propagates in curved spacetime. Depending on what type

of matter is required for a specific setting of curvature, there can also be scalar and

vectorial degrees of freedom. For example, a cosmological constant gives the back-

ground for an era of accelerated expansion. A pure cosmological constant is among

the vacuum solutions of Einstein Equations and only gives rise to tensor degrees of

freedom. However, if there is some time or spatial dependence involved then there

will be some matter source responsible for the expansion which can give rise to scalar

degrees of freedom. The inflaton is one such matter source. Of course, there are

also additional bosons and fermions. In essence, the questions we ask boil down to

questions on the type of degrees of freedom, such as the ones we just mentioned, and

the kind of interactions they can have.

Understanding how things fall into place, resembles a bit of a hike during night-

time. As we think on and question how things around us work, we focus on what

catches our attention at the moment, like shining a torch straight onto the piece of

ground we will take the next step to. Because we do not know the valley ahead of us

we do not know which route to follow in looking for answers to our questions. And

usually, gaining an understanding of one question gives rise to further questions. Lit-

tle by little we develop general concepts that can act as guiding marks for us along a

trail. In studying how a cosmological spacetime evolves and its possible interactions,

our main guide and equipment is diffeomorphism invariance, the freedom to choose

a coordinate system for calculations without effecting the physical results. The as-

sumptions of spatial homogeneity and isotropy at the level of the background also

helps.
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Around 1948, the theory behind the origin of chemical elements was developed [1].

It was understood that once an overheated, highly pressurized neutral nuclear fluid

is present, a neutron gas, the neutrons involved will decay into protons and electrons

as the universe expands and cools. Starting from deuterium, which is present about

3 minutes later, light elements can form as strong interactions become important at

0.1 MeV. This is BBN. Hydrogen, Helium and Lithium can form in this way. But to

accommodate heavier elements such as Carbon, the universe has to first form stars

to be factories for these, and neutron stars for even heavier metals. Long before this,

neutrinos decouple from the rest of the matter sources present at 1 MeV ( at about

1s), and even before 100 GeV ( 10−10s in the early universe) the Electroweak Phase

Transition takes place in which the elementary Z and W± bosons gain mass from the

spontaneous breaking of Electroweak symmetry.

In 1929, Hubble’s observations of luminosity and distance measurements of super-

nova [2], showed that we live in an expanding universe. Moreover by 1933, through

observations of galactic rotation curves, it was deduced that there is non-matter that

interacts only gravitationally, which plays an important role in the structure of galaxy

clusters [3]. This type of matter was given the name dark matter to account for its

insensitivity towards electromagnetic interactions. In the early 1970’s, the type of

initial spectrum needed for density perturbations to undergo gravitational collapse

into protogalaxies in an expanding universe and form the seeds of larger scale struc-

tures was worked out [4, 5]. These density perturbations, of unknown origin at the

time, were later realized to have arised during inflation, the early era of accelerated

expansion [6].

By the early 1980’s, the universe was observed to be spatially flat and physicists be-

lieved it to have initiated from an adiabatically expanding radiation-dominated state,

which would have led to causally disconnected regions. The density perturbations

that set the initial conditions for galaxy formation rely on an otherwise homogeneous

and flat background. In a universe with such a history, this raises the question of

3



how regions too far apart to be in causal contact, to have communicated with each

other even by light since the beginning of the universe, can be in equilibrium? It was

proposed that this state of radiation domination should start at some temperature

below the Planck Mass, 1018GeV , and hence at times later then t = 0, leaving room

for quantum gravity effects.

If there existed a non-adiabatic state with huge entropy before the adiabatic ra-

diation domination, then these problems could be solved. Hence the presence of an

early era of accelerated expansion, referred to as inflation, was proposed to have

taken place before the start of radiation domination [7], such that all the regions of

the universe were initially in causal contact. In addition, such an era could also solve

the monopole problems predicted as a consequence of Grand Unified theories. The

original idea of inflation, refined shortly after in [8, 9], has been enriched in a lot of

ways. We now believe that at least a single scalar field with negligible, but not exactly

vanishing, time dependence gave rise to such an era of accelerated expansion while it

slowly rolled down its potential. As the universe expanded exponentially, inflation-

ary perturbations, froze mode by mode as their physical wavelengths λ ∝ eHt became

larger than the slowly changing horizon size R = H−1. The inflationary perturbations

are both scalar (temperature fluctuations) and tensor (gravitational waves) degrees

of freedom. These perturbations exited the horizon carrying inflationary information

with them. The change in the rate of expansion as the universe evolved was such

that the modes that became superhorizon during inflation started reentering into the

Hubble radius just before photons decoupled from electrons and nucleons and formed

a cosmic background eventually at the microwave range today with a black body

spectrum of 2.3K. This background radiation referred to as the Cosmic Microwave

Background (CMB) carries the inflationary information untouched up to the time it

was formed. It was acknowledged as an observational phenomena by [10], yet was

spotted unexpectedly as an isotropic and homogeneous background noise during an-

tenna measurements for purposes of radio astronomy in 1965 [11]. Since its discovery,
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various experiments have been taking measurements of the CMB regularly such as

COBE, WMAP and PLANCK. The inflationary information can be extracted from

these CMB observations, depending on how well we understand the later processes

that have an effect on CMB photons.

The passage out of inflation towards radiation domination is the era of reheating,

which is where the energy stored in the field that drove inflation gets transferred to

other fields that eventually make up the rest of the matter content of the universe.

Within the picture we presented, the nature of couplings by which the inflaton trans-

fers its energy to other fields, such as dark matter and standard model particles,

around the time of reheating is still not fully understood. As the inflationary modes

that contribute to the CMB are outside the horizon at this time, the CMB does not

carry information about this stage. At the end of inflation, it is likely that the field

that drove inflation underwent an oscillatory phase giving rise to a matter dominated

era at first order. This is called the era of preheating, during which the conditions are

agreeable to obtain resonant growth in perturbations of other fields that had negligi-

ble presence during inflation. Note that it is not crucial that preheating takes place

at all. One major opponent against preheating is the possibility for the inflaton to

have perturbatively decayed into other species. At first sight, perturbative decays can

only allow for the presence of species lighter than the inflaton itself and hence, lead

to radiation domination right away. The main obstacle is that the efficiency for such

production may require a long time. The initial proposal for the era of preheating

is based on the observation that perturbative decays alone are not efficient enough

without a preceding stage of preheating [12]. In addition, preheating may result in

production of gravitational waves sourced by the preheating products: compact ob-

jects such as the primordial black holes, similar to ones we will mention in section 1.7,

and others [13]. Recently it has also been confirmed that many couplings expected

during preheating do not allow the inflaton to decay completely before the end of

inflation [14].

5



We begin with a review of the formalism we will build on, with non expert audience

interested in cosmological perturbation theory in mind. Cosmological perturbations,

how they are defined, effected by gauge choices, and how their time evolution can

be captured are developed in sections 1.2-1.8. Within Chapter 1 itself, everything

is defined in terms of gauge invariant variables. The formal development on how to

handle gauge fixing, discussed in Chapter 2, has been published in its entirety in [15].

Section 1.6 starts describing the observables of perturbation theory. We mainly

focus on the two-point function, referred to as the power spectrum, consider the

growth of density perturbations and structure formation in the early universe, and

focus on primordial black hole constraints for this era and how they constrain models

that give rise to alternative histories in section 1.7. The main results from this section

have been published as constraints on possible dark matter scenarios [16].

Lastly, we move on to study cosmological perturbations in all generality of inter-

actions with the effective field theory (EFT) formalism in Chapter 3. The standard

literature on low energy degrees that arise from spontaneously symmetry breaking

are reviewed in section 1.8. Preheating within this framework is considered starting

from 3 with a focus on two different approaches. The first approach is the formalism

that handles the physics of the perturbations without addressing the physics of the

background. The second approach is discussed in Chapter 4 in the pursuit of cap-

turing the evolution of the full field. The initial work from these last chapters first

appeared in [17] and the main results published in [18].

Sections 3.4.4 on Hidden Preheating, 3.5 on adiabatic modes through preheating

and 4.2 towards a Hamiltonian formulation of the EFT of backgrounds appear for

the first time as part of this dissertation.

All in all, we hope that the reader will find that there has been reserved just as

much room as needed for the old lore to be self contained, and the original research

to be inspirational. Let us begin by quoting: “ What seems to be most fascinating

is the fact that one unique flat spectrum of metric perturbation with one arbitrary
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constant leads to the calculation of the ‘content’ of the Universe (its entropy, primeaval

chemical composition, photon-baryon ratio etc) and to the calculation of the ‘structure’

of the Universe (the mass and density of clusters, the degree of uniformity on greater

scale).” Zeldovich 1972

1.2 Diffeomorphisms and Gauge Transformations

Here, we study the evolution of linear perturbations around a given background field.

That is, we consider fields φ(t, ~x) = φ0(t) + δφ(t, ~x) and gµν(t, ~x) = ḡµν(t) + hµν(t, ~x),

where in the case of cosmology the evolution of the background fields φ0 and ḡµν are

determined by Freedman-Lemaitre-Robertson-Walker (FLRW) evolution. This is a

homogeneous, isotropic, and dynamic background, where for one temporal and three

spatial dimensions the line element is

ds2 = −dt2 + a2(t)

(
dr2

1− kr2
+ r2dΩ2

)
≡ gµνdx

µdxν . (1.1)

It is homogeneous because none of the metric components depend on position, yet

due to its time dependence, via the factor a(t), it is dynamic. With time, the spatial

sections of this metric are scaled by the factor a(t), hence it is referred to as the

scalar factor. The rate of expansion H(t) ≡ ȧ
a
, which is an observable quantity, is

referred to as the Hubble parameter, after Hubble who first measured it through

distance measurements of Cepheid variables. The Hubble rate is a time dependent

quantity, whose time dependence changes throughout the cosmic evolution, in relation

to properties of the matter type that contributes the most to the overall energy density

in the universe. The quantity k denotes the overall curvature of spatial sections, it can

be [−1, 0,+1], depending on the sign of the curvature scalar of the spatial sections,

it denotes negatively curved, flat and positively curved spatial sections respectively.

We will always consider spatially flat geometries and hence set k = 0, dΩn denotes

the n−sphere. This metric is isotropic because all of the spatial sections are rescaled
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by the same factor, in other words there is not a preference among them.

While the background evolution gives the overall characteristics of the era under

question, it is the quantities related to the expectation values of the perturbations

that can be connected with observations.

A diffeomorphism is a spacetime coordinate transformation of the form

xµ → x′µ = xµ + ξµ(x) (1.2)

with a small parameter ξ. Under this transformation the fields will transform accord-

ing to their rank. The functional form of scalars will remain invariant,

φ′(x′) = φ(x′), (1.3)

and the metric tensor will transform as

g′µν(x
′) = gαβ(x)

∂xα

∂x′µ
∂xβ

∂x′ν
. (1.4)

where the transformation (1.4) demonstrates how a rank 2 object transforms under

a general diffeomorphism (1.2).

By convention we consider the perturbations to be described always around the

same background, φ′(x′) = φ0(t) + δφ′(x′) and g′µν(x
′) = ḡµν(x) + h′µν(x

′) [19],[20].

This is called the passive transformation, because the background is fixed and hence

passive under the transformation. For the scalar field at the background level, a

passive transformation implies

φ′0(x′) = φ0(x′). (1.5)

Our main concern is in the effect of the diffeomorphisms (1.2) on the perturbations.
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We can turn (1.3) around to obtain this change

φ′(x′)− φ(x) = 0 (1.6)

φ′0(x′) + δφ′(x′)− (φ0(x) + δφ(x)) = 0 (1.7)

Making use of (1.5) and noting that x′ = x+ ξ, the change in the scalar perturbation

is

φ0(x+ ξ) + δφ′(x′)− φ0(x)− δφ(x) = 0 (1.8)

δφ′(x′)− δφ(x) = − [φ0(x+ ξ)− φ0(x)] (1.9)

∆δφ = − [φ0(x+ ξ)− φ0(x)] . (1.10)

Under a passive transformation, the change in the metric perturbations is defined to

be [20]

∆hµν(x) ≡ g′µν(x)− gµν(x). (1.11)

Since ξ is a small parameter we can Taylor expand and consider the coordinate

dependence of the fields as

φ′0(x′) = φ′0(x+ ξ) = φ0(x) + ∂αφ0ξ
α, (1.12)

g′µν(x
′) = g′µν(x) +

∂g′µν
∂xα

ξα. (1.13)

Using this in (1.11) we can rewrite the first term as

∆hµν(x) = g′µν(x
′)−

∂g′µν
∂xα

ξα. (1.14)

Now by (1.4) the first term gives

∆hµν(x) = gβλ(x)
∂xβ

∂x′µ
∂xλ

∂x′ν
−
∂g′µν
∂xα

ξα. (1.15)
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Remember that x′µ = xµ + ηµ, which we can make use of in the form of xµ = x′µ− ηµ

to compute the derivatives. As such, at first order in ξµ we have

∆hµν(x) = −
[
ḡµλ∂νξ

λ + ḡβν∂µξ
β + ∂λḡµνξ

λ
]

(1.16)

And by plugging (1.12) in (1.8) we find that to first order in ξη the scalar perturbations

transform according to

∆δφ(x) = −ξµ∂µφ0. (1.17)

The right-hand side of these expressions are minus the Lie derivative [21]

LξT a1...ak b1...bl = ξc∇cT
a1...ak

b1...bl −
k∑
i=1

T a1...c...ak b1...bl∇cξ
ai +

l∑
j=1

T a1...ak b1...c...bl∇bjξ
c

(1.18)

such that the change in the perturbations of the tensor T a1...ak b1...bl under a diffeo-

morphism with the parameter ξ are

∆δT a1...ak b1...bl = −LξT a1...ak b1...bl . (1.19)

The transformations (1.16) and (1.17), are gauge transformations. The diffeomor-

phism parameter ξ can be chosen so as to set some of the cosmological perturbations

to zero for convenience. This amounts to picking a set of coordinates where some of

the perturbations have been eliminated. Since the physical observables should not be

effected by the choice of coordinates, setting some of the cosmological perturbations

to zero, is analogous to electromagnetic gauge choices, where some of the components

of the electromagnetic potential are set to zero without changing the electric and

magnetic fields.

We will end this section with some examples. The choice of a constant shift

ξµ(x) = aµ (1.20)
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for the diffeomorphism parameter gives translations, whose generator are the momen-

tum tensor Pµ = i∂µ. Rotations correspond to

ξµ = xνων
µ (1.21)

where ωµν is antisymmetric in its indices, and the corresponding generator is the

angular momentum tensor Jµν = i (xµ∂ν − xν∂µ). These first two make up the Lorentz

group, which is the Poincare group and translations. In addition, one can also consider

scaling of the spatial coordinates at each point in spacetime

ξi = λxi, ξ0 = λη. (1.22)

This is called a dilatation and is generated by D = ixµ∂µ. Then, there is also the

special conformal transformation with the parameter

ξi = 2~x.~bxi − bi~x2 (1.23)

and the generator Kµ = i (2xµ (xν∂ν)− x2∂µ). Together, these diffeomorphisms com-

pose the Conformal Group. Just as quantum field theory is based on invariance under

the Lorentz group, one can also formulate field theories based on invariance under

the Conformal group. The later are known as Conformal Field Theories (CFT). The

diffeomorphisms (1.20)-(1.23) are also the late-time isometries of de Sitter spacetime

(dS), which is one of the maximally symmetric (meaning it has the maximum amount

of possible killing vectors) solutions to Einstein Equations with a positive cosmologi-

cal constant, Gµν + Λgµν = 0, with positively curved spatial sections who expand in

time. Based on its late time symmetries, which are the symmetries of the Conformal

group, it has been proposed that at its late time boundary, gravitational physics of de

Sitter are equivalent to a conformal field theory [22]. This is the basis of the so-called

dS/CFT duality.
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Cosmology is built on the basic assumption of homogeneity and isotropy of spatial

sections. It is not required for the universe to be static, which allows for the metric

to be time dependent. Radiation domination, matter domination and accelerated

expansion are all solutions of the Einstein equations with matter, that satisfy these

assumptions. From observations we are aware that among these our universe has

passed through accelerated expansion in the past (inflation), followed by radiation and

matter domination, and is currently undergoing accelerated expansion again (dark

energy). Due to homogeneity, all of these eras are invariant under translations in

space. Due to isotropy they are all invariant under spatial rotations. The de Sitter

solution, which gives eternal expansion of the spatial sections at constant rate, sets

the background for the primordial and current eras of expansion. The symmetry

group of de Sitter is SO(4,1). Even though the metrics that describe radiation and

matter domination do not possess all of these symmetries, in [23] it is argued that

conformal symmetries have an important role for perturbations in any cosmological

era that is dominated by a single scalar field.

Another maximally symmetric solution is the Anti de Sitter spacetime (AdS)

which has negative curvature on its spatial sections, also possess conformal symme-

tries. We have not observed any signs of this geometry dominating at any point

within the history of our universe. It arises as the near horizon geometry of black

holes.

1.3 Cosmological Perturbations

On the whole, we are interested in the components of a rank two tensor, Gµν , which

is symmetric, and obeys the Bianchi identity

∇µGµν = 0. (1.24)
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In four dimensions, a symmetric rank two tensor has ten independent entries. The

Bianchi identity, which implies four differential equations, will remove four of them.

Remember that we also have diffeomorphism invariance, which parametrized by ξµ

lets us pick four parameters in four dimensions. Thus by picking the coordinates

accordingly we can remove four more degrees of freedom leaving us with two physical

degrees of freedom that will propagate.

What is the nature of these two physical degrees of freedom. A given tensor can

be split into two parts, a part composed of its trace and a trace-free part. Notice that

in the absence of matter, Tµν = 0, via the Einstein equations

Gµν =
1

m2
pl

Tµν , (1.25)

where m2
pl = ~c

8πG
, the Einstein tensor is traceless,

Tr(Gµν) = Gµ
µ = T µµ = 0. (1.26)

The two components of this symmetric, traceless, rank two tensor in four dimensions

that satisfies the Bianchi Identity make up two tensor degrees of freedom that prop-

agate in three dimensions. These are the so called gravitational waves, who are the

vacuum solutions of General Relativity.

In the presence of matter, Tµν 6= 0, the trace becomes important and suggests that

there are more modes that propagate depending on the nature of the matter source

under consideration. Our main interest in this thesis will be scalar fields as matter

sources throughout. In the case of a single scalar field, there is one more component

added to the system.

This additional degree of freedom can only come from the eight components which

can be set to zero. The Bianchi Identity, which is inherently related to the Jacobi

Identity, comes a property of the Einstein Tensor, which we don’t want to violate

with the matter content. This leads us to think a little bit more on diffeomorphism
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invariance and time evolution. The hamiltonian of a given system is the generator of

time evolution for that system. As we will see below, the hamiltonian of general rela-

tivity is just a sum constraints and constraints generate coordinate transformations.

Hence time evolution in general relativity is just a map from one coordinate system

to another which can be thought of as ordering spatial surfaces with respect to a

parameter understood as time. It is not physical because the Hamiltonian vanishes

once the constraints are satisfied. In the physical world we mainly observe quantities

related to perturbations, and we build our intuition of physicality, such as our notion

of time evolution, based on these observations. While at the level of the Lagrangian

we always demand time diffeomorphism invariance, fields that do not respect this

symmetry at the background level may be present. It is these type of fields on which

our understanding of cosmic evolution is based. Given a time dependent background

scalar φ0(t), there will be a scalar mode δφ(~x, t) that keeps track of the difference in

the time coordinate, or in the rate of expansion depending on how the time coordi-

nate is defined, between two points in space. This fact has first been pointed out in

[6], with inflation in mind1. In fact, such a scalar mode is the one observed through

temperature fluctuations in the CMB, captured most successfully by inflation. This

observation allows for one to focus on the perturbations from the start, by picking

the time coordinate to be aligned with the background, such that surfaces of constant

time are also surfaces where the value of the scalar field, that sets the nonzero energy

momentum density is constant [25]. This is a noncovariant construction of the theory

for perturbations based on the remaining spatial diffeomorphism invariance. Under

time diffeomorphisms the scalar mode transforms nonlinearly as to make any terms

that arise due to the transformation of the background cancel out. This is apparent

in equation (1.17), on a time dependent background the scalar perturbation trans-

forms only under a time diffeomorphims, and it is a non-linear transformation. This

is complementary to constructing a theory for the full fields, which can determine the
1For a recent review see [24], where this is discussed in section 2.3.
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background dynamics, and introducing perturbations later. In this latter approach

one needs to consider the full diffeomorphism invariance from the beginning. The

theories build, in the covariant approach, starting from the full fields will match the

noncovariant Lagrangian at the level of perturbations.

In Chapter 2 we will start from a covariant formalism and work to understand

how diffeomorphism invariance is accounted for in the expectation value calculations

of operators. In Chapter 3, we will consider the noncovariant approach to focus on

perturbations during preheating, yet, we will also comment on how this matches with

Lagrangians built in the covariant formalism when one works out their form at the

level of perturbations.

Now that we know the nature of our degrees of freedom, let us describe how to

include them. The metric can be decomposed in terms of its scalar, vector and tensor

degrees of freedom in the following way

g00 = ḡ00 − E, (1.27)

gi0 = ḡij + a(t) [∂iF +Gi] , (1.28)

gij = ḡij + a2(t) [δijA+ ∂i∂jB + ∂iCj + ∂jCi +Dij] (1.29)

with conditions

∂iCi = ∂iGi = 0, ∂iDij = 0, Dii = 0 (1.30)

where repeated indices are implied to be summed over. Of course, anything that is

different from the FLRW form, that is the variables without a bar, are considered

to be perturbations. The traceless and transverse tensor Dij makes up the two ten-

sor degrees of freedom. In comparison to our notation with gµν = ḡµν + hµν , here

hij = a2(t) [δijA+ ∂i∂jB + ∂iCj + ∂jCi +Dij]. Which one of the scalar components

[E,A,B] describes the scalar mode is gauge dependent.
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There are two gauge invariant scalar quantities ζ and R,

ζ =
A

2
−Hδρ

˙̄ρ
, (1.31)

R =
A

2
+Hδu (1.32)

in this general parametrization [20]. Here δu is the velocity perturbation. These two

quantities approach each other on super horizon scales. As discussed in [26], there

are always two adiabatic modes at all times. The scalar solutions are [27]

δφ1 = −Rφ̇0

a(t)

∫ t

t0

a(t′)dt′ where R = constant (1.33)

and

δφ2 = −C φ̇0

a(t)
where C = constant, R = 0. (1.34)

The theorem demonstrates that on superhorizon scales these modes are physical, i.e.

they cannot be set to zero by a gauge choice. These perturbations are called adiabatic

because they lie along the inflationary direction, they are curvature perturbations as

opposed to perturbations of a secondary matter field and the number of particles

they present are fixed. Effectively it is these type of solutions that make up the scalar

degree of freedom that is present in the system when there is a time dependent scalar

field.

With the general parametrization of the metric above, the energy conservation

equation at linear order in perturbations is

∂0δT
0

0 + ∂iδT
i
0 + 3HδT 0

0 −HδT ii −
ρ̄+ p̄

2a2

(
−2ȧ

a
hii + ḣii

)
= 0 (1.35)

where

δT µν = ḡµλ
[
δTλν − hλκT̄ κν

]
(1.36)
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and repeated indices are summed over. Through (1.31) between ζ and A, and

˙̄ρ = −3H (ρ̄+ p̄) , (1.37)

which is the energy conservation at the background level, we can rewrite the energy

conservation equation as an equation for change in ζ

3 (ρ̄+ p̄) ζ̇ = ∂iδT
i
0 −HδT ii + 3H

˙̄p
˙̄ρ
δρ− ρ̄+ p̄

2
∂2
i Ḃ. (1.38)

Note that δT ii = 3δp which turns this equation into

ζ̇ =
∂iδT

i
0

3(ρ̄+ p̄)
+

˙̄ρδp− ˙̄pδρ

3(ρ̄+ p̄)2
. (1.39)

The first term will vanish for superhorizon modes and the second term has been

argued to decay away leading to ζ̇ = 0 in agreement with adiabaticity [26]. In terms

of the equation of state, defined as ω ≡ p̄
ρ̄
[28]

(1 + ω)ζ̇ = 0 (1.40)

This suggests that ζ̇ = 0 and the scalar mode is adiabatic in the presence of cosmolog-

ical evolution with ω 6= −1. This guarantees the constancy of ζ during the radiation

ωr = 1
3
and matter domination ωm = 0 that is present in between the two accelerated

expansion eras of inflation and dark energy domination with ωa = −1. Within the

post-inflationary era, the equation of state can pass through ωa = −1. In fact when

the energy density is dominated by a single scalar field, if at times when there is no

slow roll condition; the background values of this field, φ0, minimizes its potential,

the potential can be Taylor expanded and the leading term will be V (φ0) ∼ m2
φφ

2
0.

With such an approximation for the potential, the background field φ0 will exhibit an

oscillatory behavior as we will see in section 3.2. In such cases (1.40) is not applicable.

Such eras can indeed arise at the end of inflation, referred to as preheating, or lead
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to nonthermal cosmologies. In this thesis we will talk about these unconventional

epochs and we will return to this point on the constancy of ζ and the ability of the

scalar mode to carry on inflationary information without any effects coming from the

post inflationary eras in section 3.5.

Two common gauge choices in literature are the Newtonian Gauge, also referred

to as the Longitudinal gauge, where F = B = 0; and the Synchronous gauge where

E = F = 0.

1.3.1 ADM Formalism and Constraints

Previously we introduced scalar, vector, and tensor degrees of freedom based on how

one can split a rank two tensor into smaller ranked objects. Of course, this is not the

only way. Let us consider how one may parametrize the metric to bring out time evo-

lution. This is the ADM formulation [29], which also brings out the constraint nature

of diffeomorphisms. Here we will introduce the metric in this formalism following the

discussion of [30].

The Einstein equations give solutions for the geometry of four dimensional space-

time for given fields that generate an energy density. They inherently take into

account coordinate changes. One can consider the four dimensional spacetime as

three dimensional hyper-surfaces and one parameter, λN(t, x, y, z), where the differ-

ent 3 geometries are ordered along λN , such that the dynamical change from one

geometry to the next lies along increasing values of λN . As such, this single param-

eter, λN(t, x, y, z) captures the lapse of time and is named the Lapse function. This

stacking up of three geometries along the Lapse function constructs the four dimen-

sional spacetime. In other words the spacetime is sliced into a one parameter family

of spacelike hyper-surfases. In this construction of spacetime, one can set up initial

value problems by specifying the value of fields and three geometry and their rate of

change in time at a certain point in time. In a sense, each three hyper-surface is a

coordinate transformed version of another. Time evolution implies a certain ordering
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of these hyper-surfaces one after the other along the Lapse function.

To set up the four dimensional spacetime metric out of this one parameter family

of slices, one needs to figure out the proper distance on a three dimensional base

hypersurface and the proper time in between two consecutive hypersurphases. The

lapse of proper time between the two consecutive three dimensional hypersurfaces is

given by dτ = λN(t, x, y, z, )dt. The base hypersurface is described by the 3 metric

hij. The eventual position on the consecutive hypersurface xinext, of a point on the

base hypersurface xibase involves a shift λi(t, x, y, z) with respect to its original position

dxinext = dxibase − λi(t, x, y, z)dt. The contribution of the proper distance in the base

hyper surface to the spacetime metric is thus dl2 = hijd
i
basedx

j
base where dxibase =

dxinext + λidt [30]. Dropping the subscripts, we arrive at the 4 dimensional spacetime

metric as

ds2 = −dτ 2 + dl2 (1.41)

ds2 = −
(
λN
)2
dt2+hij

(
dxi + λidt

) (
dxj + λjdt

)
. (1.42)

Here the spatial indices regarding the 3 hyper surface are raised and lowered by

the 3 metric, for example N i = hijNj. The inverse metric elements are

g00 = − 1

(λN)2
, g0i = gi0 =

λi

(λN)2 , gij = hij − λiλj

(λN)2 , (1.43)

and the volume element is

√
−gdx0dx1dx2dx3 = λN

√
hdtdx1dx2dx3. (1.44)

For example in the case of flat spatial hypersurfaces hij = a2(t)δij and
√
−g = λNa3.

This 4 dimensional spacetime posses the unit timelike normal vector

n = nµdx
µ = −λNdt. (1.45)
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Now that we have constructed the metric, it is time to talk about curvature.

What we have done so far is that we considered the 4 dimensional spacetime as 3

dimensional hyper surfaces embedded in it. The hyper surfaces will have intrinsic

curvature, as measured by the Ricci scalar of hij. We will denote this 3 dimensional

intrinsic curvature by R(3). Looking at the hyper-surface within the four dimensional

spacetime, it will also have an extrinsic curvature depending on how these surfaces

are imbedded. This is measured by the extrinsic curvature tensor K. It measures the

deformation of a figure lying on the hyper-surface when each point of the figure on

the hyper-surface is carried forward by a unit of proper time into the four dimensional

outer surface. This motion is along the direction normal to the hyper surface. The

change in a vector n normal to the hyper-surface under this displacement will be

perpendicular to n, in other words dn lies along the hyper-surface. The extrinsic

curvature K is defined as the linear operator that measures the change in n under

being transported parallel to itself in the outer 4 dimensional geometry

(dn)i = ∇knidx
k = −Kikdx

k. (1.46)

It has the value

Kik = − 1

2λN

[
∇kλi +∇iλk −

∂hik
∂t

]
. (1.47)

Imagine a piece of paper. The paper is a 2 dimensional surface, and as the Ricci

scalar always vanishes in 2 dimensions it is intrinsically flat. Imagine the paper lying

on the surface of a table, if you draw a triangle on it, the sum of the internal angles of

the triangle will add up to π, as they do in flat Euclidean geometry. However this piece

of paper is lying in a 3 dimensional space. If we take it and fold it around without

tearing it, the sum of the internal angles of the triangle we drew on it will still be π,

confirming that the paper is still intrinsically flat. However from our point of view,

it looks bend and folded, it has some extrinsic curvature within the 3 dimensional

space.
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The four dimensional Ricci scalar R in the ADM formalism has the form

R = R(3) +KijK
ij −K2 (1.48)

where K = hijKij.

If we consider pure General Relativity, with no matter fields the action is

SGR =
m2
pl

2

∫
d4xλN

√
h
[
R(3) +KijK

ij −K2
]
. (1.49)

Notice that this action does not have any derivatives of the shift and lapse functions.

The canonical conjugate momenta for them vanish

πN ≡
∂L
∂λ̇N

= 0, (1.50)

πi ≡
∂L
∂λ̇i

= 0. (1.51)

These are constraints that imply that the variables λN and λi are not physical vari-

ables, but that they are Lagrange multipliers. During the analysis of the system we

must solve for them in terms of the other variables. Dirac has formulated how to

quantize a constraint system based on an analysis of constraints. In his formalism,

constraints such as these, that arise before the equations of motion have been em-

ployed are refereed to as primary constraints, ba = {πi, πN}. For the self consistency

of the system these constraints must be preserved in time, Ga ≡ ḃa = 0. This puts a

further set of constraints on the system referred to as secondary constraints.

As the primary constraints turned out to be canonical momenta, by the Hamilton

equations of motion we know that the secondary constraints will be

π̇N = − ∂H
∂λN

= 0 (1.52)

π̇i = −∂H
∂λi

= 0 (1.53)
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In order to derive the secondary constraints we need to go to the Hamiltonian for-

malism. The conjugate momentum of hij is

πij ≡ ∂L
∂ḣij

=
m2
pl

2

√
h
(
Kij −Khij

)
. (1.54)

We find that the Hamiltonian density

H ≡
∫
d3x

(
πijḣij + πN λ̇

N + πiλ̇
i − L

)
=

∫
d3xHg (1.55)

becomes

Hg =
2

mpl

λN√
h

(
πijπ

ij − 1

2
π2

)
−
m2
pl

2

√
hλNR(3) − 2

√
hλj∇i

(
πii√
h

)
. (1.56)

This means the Hamiltonian itself is a linear combination

Hg = λNGN + λiGi (1.57)

of the secondary constraints, who are

GN ≡ −
∂Hg

∂λN
=

2

m2
pl

1√
h

(
πijπ

ij − 1

2
π2

)
−
m2
pl

2

√
hR(3) = 0, (1.58)

Gi ≡ −
∂Hg

∂λi
= −2

√
h∇j

(
πi
j

√
h

)
= 0. (1.59)

This means the Hamiltonian of general relativity vanishes on shell and it does not

generate time evolution. Rather then time evolution, the dynamical equations of

this system, obtained by varying the action with respect to the metric, describe

further coordinate changes. In a sense the ADM formalism captures evolution of

the 3 dimensional hypersurface along a parameter called time, as opposed to time

evolution of the four dimensional spacetime, by stacking together the versions of the

hypersurface under spatial diffeomorphisms with a specific order. After all if one is
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interested in the physics on the spatial sections, time evolution does mean how the

spatial section keeps deforming. Each version will be connected to another under

spatial diffeomorphisms and hence time can be considered as a parameter that sets

the order of these spatial diffeomorphisms. This issue is referred to as the problem of

time in general relativity and we refer the reader to [31] for a detailed and pedagogical

discussion. However this inherent property of the ADM formalism also makes it very

convenient to study perturbations on a time dependent background, starting with

a time diffeomorphism fixing, which we will look into in chapter 2. The evolution

equations of general relativity do not determine the variables {λN , λi}. They are left

arbitrary.

There is an important link between diffeomorphism invariant and constrained sys-

tems. The presence of diffeomorphism invariance signifies that some of the variables

in the original formulation of a theory are redundant. These variables are necessery

so as to ensure that correct transformation properties are obeyed. Yet they are re-

dundant in the sense that they can be set to zero via performing a diffeomorphism.

Hence they are not physical. Their arbitrariness is removed by making a coordinate

choice. The freedom to choose the coordinate system in general relativity is similar

to the freedom to choose the potential in electromagnetism. Which is why we use the

words diffeomorphism and gauge transformation interchangeably.

The constraints in a given theory are analyzed by being classified into two classes.

This formalism for treating constraints was developed by Dirac with the purpose of

quantizing gauge systems. A function or a constraint F, is said to be first class if its

commutator vanishes weakly with each constraint that exists in the system. If there is

at least one constraint that has a non vanishing commutator with F, then F is said to

be second class. All first class primary constraints generate gauge transformations. In

addition, the Poisson bracket of any two first class primary constraints, and also the

Poisson bracket of any first class primary constraint with the first class Hamiltonian

generate gauge transformations. Thus in some cases first class secondary constraints
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can also generate gauge transformations. Because of this, the distinction between first

and second class constraints is more important then the distinction between primary

and secondary constraints. We will analyze the constraints with a scalar field coupled

to gravity in section 2.2.1 to see that they are first class on shell. And this will set

the basis of quantization of cosmological perturbations with gauge fixing taken into

account.

Having arbitrary variables, one needs a method of distinguishing the physical and

the redundant ones in a constrained system. The variables which are not effected

by the gauge transformations are the physical variables. The act of the gauge trans-

formation on a variable x is given by the Poisson bracket of the variable with the

generator of the gauge transformation. As the generators are the constraints, this

makes

∆xb = {xb, Ga}ξa =

(
∂xb
∂qi

∂Ga

∂pi
− ∂xb
∂pi

∂Ga

∂qi

)
ξa, (1.60)

where ξa is the parameter of the transformation. What is happening here is that the

constraints of the system do two things for us, one they define a constraint surface in

the space of variables, two they generate the gauge transformations. In other words,

the Poisson bracket with the constraint defines a derivative on the constraint surface.

Hence the gauge orbits defined by the gauge generators will lie on the constraint

surface. Physical variables of the system, O, correspond to fixed points on a gauge

orbit on the constraint surface

∆O = {O,Ga}ξa = 0. (1.61)

We pictorially represent this in Figure 1.1. In other words the observables are the set

of gauge invariant functions on the constraint surface. If we carry on to quantize the

theory in this form, we will have followed the Dirac quantization.

In chapter 2 we will make use of this analysis of the constraints to find the physical

observables among cosmological perturbations and their quantization. We refer to
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O

𝑥𝑑, 𝐺𝑒

𝑮𝒂

𝑮𝒃

𝒙𝒇

𝒙𝒉

Figure 1.1: The orange rectangle represents the gauge surface with {Ge, xf} giving
the gauge orbits. Physical observables like O remain fixed along the gauge orbit.

quantization with respect to gauge invariance as Dirac quantization. However we will

also work out the quantization of observables in the case of gauge fixing. This is when

a coordinate system is declared from the beginning as a gauge choice. This choice

amounts to fixing the otherwise arbitrary variables of the theory. Once gauge fixed,

the gauge invariance is broken by the removal of the arbitrariness. Then the system

exhibits BRST invariance, a symmetry discovered by Becchi, Rouet, and Stora, and

Tyutin and named after their initials. This is a fermionic symmetry generated by a

nilpotent charge Ωa, where nilpotency means

δΩ = {Ωa,Ωb}ξb = 0, (1.62)

of grading εΩ = 1. This symmetry acts over an extended space of variables where

one has Grassmann fields, η,P , as well as complex commuting variables x. The main

property of Grassmann variables is that they are anti commuting, if you consider two
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such variables η and P

ηP = −Pη. (1.63)

This is where the grading enters in. In a so called Z2 algebra, where two different

types of variables exist, the Grasmann variables have odd grading, ie εη = 1 , while

the complex variables x have even grading εx = 0. So the multiplication rule of the

algebra is

AB = (−1)(εA+εB)BA. (1.64)

The Poisson brackets of two functions (A,B) in this extended space works as follows

{A,B} =

[
∂A

∂qi
∂B

∂pi
− ∂A

∂pi

∂B

∂qi

]
+ (−1)εA

[
∂LA

∂ηa
∂B

∂LPa
− ∂LA

∂Pa
∂LB

∂ηa

]
, (1.65)

where ∂L denotes left derivative.

The observables under in BRST invariant theory live in the cohomology of the

BRST charge. The cohomology of a charge is the set of functions who are not obtained

by the said transformation of another function, and who remain invariant under the

said transformations. The BRST charge is constructed so that its cohomology consists

of gauge invariant functions. Again the concept of having gauge invariant functions

requieres two things, one needs to define the constraint surface and you need to define

a derivative operator on this surface. In this extended space, the constraint surface

is defined by purely imaginery Grassmann variables Pa with grading εa = −1, also

referred to as antighosts and the derivative on the constraint surface is defined by

real Grassmann differential forms ηa with grading εη = 1, referred to as ghosts.
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1.4 Time Evolution and Quantization of Perturba-

tions

In the previous section we introduced the variables we are interested in, the cosmo-

logical perturbations. Now we would like to consider their time evolution. This is

inherently linked with quantization. From beginning onwards we have been consid-

ering fields, Fa = {φ, gµν}, as split into background and perturbation F̄a + δFa =

{φ0 +δφ, ḡµν +δgµν}. We quantize perturbations around a given classical background

solution. Following [32] this means, in a Hamiltonian formalism where each field F

and its conjugate momenta πa = ∂L[F,Ḟ ]
∂Fa

, are canonical variables, the classical equa-

tions of motion
˙̄Fa =

δH[F̄a(t), π̄a(t)]

δπ̄a
, ˙̄πa = −δH[F̄a, π̄a]

δF̄a
(1.66)

hold. Where as the time evolution is given by the commutator of the canonical

variable with the full Hamiltonian H[Fa(t), πa(t)]

Ḟa = i[H[F (t), π(t)], Fa], π̇a = i[H[F (t), π(t)], πa], (1.67)

and the quantum perturbations obey the canonical commutation relations

[δFa(~x, t), δπb(~x′, t)] = iδabδ
3(~x− ~x′), (1.68a)

[δFa(~x, t), δFb(~x′, t)] = [δπa(~x, t), δπb(~x′, t)] = 0. (1.68b)

We can expand the Hamiltonian as

H[Fa(t), πa(t)] = H[F̄a(t), π̄a(t)] +
∑ δH

δF̄a
δFa +

∑ δH

δπ̄a
δπa + δH, (1.69)

where δH is the perturbed Hamiltonian starting from second order in perturbations.

Now if we consider

Ḟa = i[H[F (t), π(t)], Fa] (1.70)
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and expand both sides

˙̄Fa + δḞa = i[H[F (t), π(t)], F̄a] + i[H[F (t), π(t)]]. (1.71)

The background solution is a complex valued function, hence it commutes with the

Hamiltonian making the first term on the right hand side vanish. The same also holds

for the Hamiltonian at the background level H[F̄ (t), π̄(t)], making the commutators

[H[F̄ (t), π̄(t)], δFa] and [H[F̄ (t), π̄(t)], δπa] also drop out. This leaves us with

˙̄Fa(~x, t) + δḞa(~x.t) = i
δH

δπ̄a
[δπa(~x

′, t), δFa(~x, t)] + i[δH[F (t), π(t)], δFa(~x, t)]. (1.72)

Via use of the background equations of motion and the canonical commutation rela-

tions we note that the first terms cancel each other, and we arrive at

δḞa(~x, t) = i [δH[F (t), π(t)], δFa(~x, t)] . (1.73)

The same relation also holds for momentum perturbation

δπ̇a(~x, t) = i [δH[F (t), π(t)], δπa(~x, t)] . (1.74)

Thus the time evolution of the perturbations are determined by the perturbed Hamil-

tonian, while the time evolution of the full fields are determined by the full Hamilto-

nian.

Given an initial state δFa(t0), we would like to be able to represent its time

evolution by a unitary hermitian operator

δFa(t) = U−1(t, t0)δFa(t0)U(t, t0) (1.75)
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and of course the same holds for the momentum conjugate

δπa(t) = U−1(t, t0)δπa(t0)U(t, t0). (1.76)

Demanding this form for δFa(t) to satisfy (1.73) leads to

[δH, δFa] = i

[
U−1(t, t0)

dU(t, t0)

dt
, δFa

]
(1.77)

implying that U(t, t0) is an operator that obeys the differential equation

U(t, t0)

dt
= −iU(t, t0)δH = −iδHU(t, t0). (1.78)

One can define the initial conditions such that U(t0, t0) = 1. The solution to (1.78) is

U(t, t0) = TE
−i
∫ t
t0
δH(t′)dt′ (1.79)

where T denotes time ordering.

The perturbed Hamiltonian δH starts at quadratic order in fluctuations, let’s refer

to this part as H0. This is the free Hamiltonian, and the higher order terms represent

the interactions, let us denote these as HI ,

δH = H0(δF 2
a , δπ

2
a) +HI . (1.80)

The time evolution of the free fields are governed only by the quadratic part of the

Hamiltonian, H0. Just as the Interaction picture in Quantum Mechanics, we can

define the free cosmological perturbations as the interaction picture fields

δF I
a (t) = U−1

0 (t, t0)δF I
a (t0)U0(t, t0) (1.81)
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and

δḞ I
a = i

[
H0, δF

I
a

]
. (1.82)

Then the effect of further interactions are accounted for by an operator

K(t, t0) = Te
−i
∫ t
t0
HI(t′t)dt′ (1.83)

such that

U(t, t0) = U0(t, t0)K(t, t0). (1.84)

The interaction picture fields are connected to the original fields as follows

δFa(t) = U−1(t, t0)δFa(t0)U(t, t0) (1.85)

= K−1
[
U−1

0 (t, t0)δFa(t0)U0(t, t0)
]
K (1.86)

= K−1(t, t0)δF I
a (t)K(t, t0) (1.87)

= T̄ e
i
∫ t
t0
HI(t′t)dt′

δF I
a (t)Te

−i
∫ t
t0
HI(t′t)dt′ (1.88)

Taylor expanding the exponentials via the Bekker-Campbell-Hausdorff formula, the

expectation value for a perturbation or any other operator δO build out of the per-

turbations becomes [32]

〈δO(t)〉 =
∞∑
N=0

iN
∫ t

−∞
dtN

∫ tN

∞
dtN−1 . . .

∫ t2

∞
dt1〈

[
HI(t1),

[
HI(t2), . . .

[
HI(tN)δOI(t)

]
. . .
]]
〉

(1.89)

1.5 Gauge Invariant Variables and Quantization

The previous section was a formal review of the in-in formalism on how to account

for time evolution in cosmological perturbation theory. Here we will make use of

this formalism to calculate expectation values in a practical application. We have

seen in section (1.2) how important the diffeomorphism invariance is. While it is
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unavoidable to make a coordinate choice in order to carry on a calculation, at the

end of our calculations we must make sure the results do not carry any redundancies

coming from the coordinate system that was worked on. One way to make sure of this

is to work in terms of gauge invariant variables. This will be the focus of this section

and what follows in this chapter. Another way is to understand how the choice of

coordinates can be correctly implemented. This is the subject of chapter 2.

In the next two sections we will work in conformal time η defined as

η =

∫ t

t0=0

dt̃

a(t̃)
. (1.90)

We will denote time derivatives with respect to coordinate time with a dot ḟ = df
dt

and, derivatives with respect to conformal time with a prime f ′ = df
dη
. The conformal

time Hubble parameter is denoted as

H(η) ≡ a′

a
= aH(t). (1.91)

The initial conditions can be chosen so as to make H(t) = ȧ(t)
a(t)

constant for a finite

time interval and give inflation. We will work on the quantization of perturbations

both in exact and near de Sitter for comparison. We pick power law inflation as

an example for a near de Sitter situation. Our advantage is that the equations are

solvable for both of these examples.

In exact de Sitter the scale factor goes as adS(t) ∝ eHt where the Hubble rate is

constant HdS = const. This gives rise to an internal accelerated expansion. In terms

of conformal time, by (1.90)

adS(η) = − 1

Hη
. (1.92)

For power law inflation, the scale factor goes as apl(t) ∝ tp where p > 1 and, apl(η) ∝

η
p

1−p . Conformal time can go down to negative infinity and has negative values during

inflation, which raises the danger of imaginery values for the scale factor in this last
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form we have written. Since p > 1, p
1−p < 0 so we will use the combination p

1−pη as

the argument of apl(η),

apl(η) =

(
p

1− p
η

) p
1−p

. (1.93)

This expression approaches that of de Sitter, in the limit a p→∞−−−→ − 1
η
.

Taking derivatives with respect to conformal time one obtains,

Hpl =
a′

a
=

(
p

1− p

)
1

η
, (1.94)

H′pl =
p− 1

p
H2, (1.95)

and for higher derivatives

H(n)
pl = n!

(
p− 1

p

)n
H(n+1) (1.96)

for the power law inflation. For exact de Sitter

HdS =
a′dS
adS

= −1

η
, (1.97)

and

H(n)
dS = n!

(−1)n+1

ηn+1
= n!(−1)n+1Hn+1. (1.98)

1.5.1 The Mukhanov Variable v

Though the variables of actual interest are the field and metric perturbations, δφ and

ψ, it is advantageous to work with the Mukhanov variable v [19]. This simplifies

the problem of quantizing metric and density perturbations of a system with gauge

symmetries into quantizing a single gauge invariant variable, v. This way, calculations

for multiple variables are combined into one variable whose use removes any gauge

dependent ambiguities. The variable v is a combination of δφ and ψ. For single scalar
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field matter content it has the form [19],

v = aδφ+
aφ′0
H
ψ. (1.99)

It will be useful to define the variable

z =
aφ′0
H
. (1.100)

Originally we are interested in Einstein gravity with matter content

S(gµν , φ; t) = SEH + Sm (1.101)∫
d4x
√
−g
[

1

2
m2
plR + Lm

]
. (1.102)

In coordinate time, at the background level, with φ = φ0(t) and the metric compo-

nents ḡµν = gµν(t) that of LFRW metric, the Friedmann equations of motion obtained

by varying this action with respect to the metric are2

3m2
plH

2 =
1

2
φ̇2

0(t) + V (φ0), (1.103)

− 3m2
pl

(
Ḣ +H2

)
= φ̇2

0 − V (φ0). (1.104)

Here the Hubble parameter H(t) represent the metric since the only nontrivial com-

ponent is ḡij = a2(t)δij.

We are interested in this action at second order in perturbations, with a single field

matter content whose Lagrangian in the convention of (−,+,+,+) metric signatures

is

Lm(gµν , φ; t) = −1

2
gµν∂µφ∂νφ− V (φ). (1.105)

2The first of these equations is the 00th component, the second is a combination of the first equa-
tion and the trace of the field equations. A more convenient version is to write them as −2m2

plḢ = φ̇20
and 6m2

plH
2 = φ̇20 + 2V (φ0).
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To study the evolution of perturbations, one substitutes

gµν(t, ~x) = ḡµν(t) + hµν(t, ~x) (1.106a)

φ(t, x) = φ0(t) + δφ(t, ~x) (1.106b)

into (1.101) and expands the terms up to second order in δφ, hµν . Even though these

perturbations are introduced linearly in (1.106), nonlinear terms arise due to the

nonlinearities of (1.101). In other words the action at second order in perturbations

is the free theory. In terms of the Mukhanov variable

δ2S =
1

2

∫ [
v′2 − (∂iv)2 +

z′′

z
v2

]
d4x, (1.107)

where total derivative terms are dropped [19].

Before moving onto quantization, let us convince ourselves of the gauge invariance

of v. As mentioned in the beginning we consider infinitesimal coordinate transforma-

tions, the diffeomorphisms,

xa → x̃a = xa + ξa (1.108)

where ξ = (ξ0, ~ξ) is the parameter of the transformation, as gauge transformations.

The most general diffeomorphism that preserves the scalar nature of the metric fluc-

tuations is

η → η̃ = η + ξ0(η, ~x), (1.109a)

xi → x̃i = xi + γij∇jξ(η, ~x) (1.109b)

where the three vector has been split into ξi = ξitr+γ
ij∇jξ. Under this transformation,

on a timedependent homogeneous background fluctuation in a scalar field δq, such as

our δφ, transform as

δq → δq̃(η, x) = δq(η, x)− q′0(η)ξ0, (1.110)

34



as we found in (1.17). The metric perturbation transforms as[19]

ψ → ψ̃ = ψ +Hξ0. (1.111)

Plugging these in we see that

ṽ = aδφ̃+
aφ′0
H
ψ̃ = v, (1.112)

the Mukhanov variable is invariant. Hence, the powerspectrum of the Mukhanov

variable will also be invariant under gauge transformations.

The variable v can be expanded in terms of eigenvectors of the Laplacian ∇χk =

−k2χk, with χk = e−i
~k·~x and promoted to an operator as

v =

∫
d~k3

(2π)3

[
vk(η)âke

i~k·~x + vk
∗(η)âk

†e−i
~k·~x
]
. (1.113)

The canonical commutation relations (1.68) with δFa = v implies

[âk, â
†
k′ ] = δ(k − k′), [âk, âk′ ] = [â†k, â

†
k′ ] = 0. (1.114)

In return we get the following equation of motion

vk
′′ +

[
k2 − z′′

z

]
vk = 0 (1.115)

for the mode functions vk to obey. This is the equation of motion of a harmonic oscil-

lator with a time dependent frequency ωk(η) = k2 − z′′

z
! So the scalar perturbations,

the modes of interest are just harmonic oscillators. The fact that they have a time

dependent frequency implies that they can transition from one state to another over

time, simply because their frequency carries time dependence. This is the analogue of

time dependent perturbation theory in quantum mechanics. Here time dependence is

involved in the interactions of the perturbations because they are coupled to a time
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dependent background. This is a curved background because of its time dependence.

So instead of perturbations to the potential being turned on or off in quantum me-

chanical examples, here there is time dependence due to considerations of a curved

background.

To solve of the mode functions of power law inflation, we need to calculate the

ratio
z′′

z
=
φ0
′′′

φ′0
+

2

p

φo
′′

φ′0
H +

1

p
H2. (1.116)

We can make use of the Friedmann equations (1.103)-(1.104) to evaluate the higher

derivatives on φ0. In terms of conformal time we have3

3

2
l2plφ

′
0

2
= H2 −H′ (1.117)

which in our case give
3

2
l2plφ

′
0

2
= H2 −H′ = 1

p
H2. (1.118)

By differentiating this we get
φ′′0
φ′0

=
p− 1

p
H (1.119)

and
φ′′′0
φ′0

= 2

(
p− 1

p

)2

H2. (1.120)

Thus for power law inflation the time dependent frequency of the harmonic oscillator

is
z′′

z
|powerlaw =

2p− 1

p
H2 =

p(2p− 1)

(1− p)2
η−2. (1.121)

The mode function is the solution of

vk
′′ +

[
k2 +

1− 2p

p
H2

]
vk = 0 (1.122)

3where lp =
√

~G
c3 =

(
mpl

√
8πc
)−1

.
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or in terms of conformal time

vk
′′ +

[
k2 +

p(1− 2p)

(1− p)2

1

η2

]
vk = 0 (1.123)

as p→∞ (1.123) does give the correct expression of vk ′′+ (k2− 2
η2

)vk = 0. Equation

(1.123) looks like the Bessel equation of form

w′′ +

(
λ2 − ν2 − 1/4

η2

)
= 0 (1.124)

where λ2 = k2 and, ν2 = (1−3p)2

4(1−p)2 . This has a solution in terms of Bessel functions

Cν(λη), in the form of

vk(η) =
√
η Cν(λη). (1.125)

As η is negative during inflation, the √η in (1.125) looks problematic. However,

because equation (1.124) is invariant under time reversal as η → −η, we can just

replace η

vk(η) =
√
−η Cν(−λη). (1.126)

To solve a second order differential equation, one needs two boundary conditions.

The first appropriate boundary condition is to choose the normalizaton so that[33]

〈vk(η), vk(η)〉 ≡ i

~
(vk
∗vk
′ − v∗k

′vk) = 1. (1.127)

From here on we will set ~ = 1. The second appropriate boundary condition is to

assume that the vacuum was Minkowski vacuum in the past. In the far past all

comoving scales are far inside the horizon, meaning as η →∞, k � aH. Since z′′

z
is

composed of aH’s it is negligable and the mode equation has the form

vk
′′ = −k2vk. (1.128)

The general solution to this equation will be of the form vk(η) = N−(k)eikη +
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N+(k)e−ikη. We will consider the positive frequency solution, which means setting4

N+ = 0. The first boundary condition fixes the normalization to be |N−|2 = 1
2k
. So

the Minkowski vacuum satisfies vk = e+ikη√
2k

.

Thus the solution of (1.123) should satisfy

lim
η→−∞

vk(η)→ 1√
2k
e+ikη. (1.129)

This initial condition is the Bunch Davies vacuum. Among the Bessel functions

H
(2)
ν (−kη) →

√
2
−πkηe

ikη as kη → ∞. Hence for power law inflation, the mode

functions are

vk(η) =
1

2

√
−πη H(2)

ν (−kη). (1.130)

Exact de Sitter means the background is fixed to be the de Sitter metric, and

one only has the perturbations of the scalar field on this background. In otherwords

ψ = 0 and v = aδφ. The action is

S =
1

2

∫
d4x
√
−g(m2

plR− gµν∂µφ∂νφ− V ). (1.131)

In terms of conformal time de Sitter metric is ds2
dS = 1

η2H2
dS

[−dη2 + d~x2] with adS(η) =

− 1
ηHdS

.

SdS =
1

2

∫
d4x

1

η4H4
dS

[
m2
plR + η2H2

dS

[
φ′2 −

(
~∇φ
)2
]
− 2V (φ)

]
(1.132)

In terms of v, the second order action is

δ(2)SdS =
1

2

∫
d4x

[
v′2 − (~∇v)2 −m2

φv
2 +

2

η2
v2

]
(1.133)

where we made use of HdS = const and H′dS = H2
dS. We can think of the mass as

4Note that here we have make the replacement η → −η which makes us pick up a minus sign
in comparison to the convention in literature. One can read equation (1.129) as lim|η|→∞ vk(η) →
1√
2k
e−ik|η|.
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absorbed in wavenumber in equation (1.107), which then implies that for exact de

Sitter z′′

z
|dS = 2

η2
. Note that in the limit p → ∞, power law inflation converges to

exact de Sitter with z′′

z
|pl → z′′

z
|dS. The solution

vk =

(
1− i

kη

)
eikη√

2k
, (1.134)

satisfies the two boundary conditions .

1.6 Power spectra and the Long Wavelength Limit

The powerspectrum Pv(k) is the quantity accessible more directly to the observations.

It is defined in relation to the two point function 〈vkvk′〉 as

〈vkvk′〉 = (2π)3δ(~k + ~k′)Pv(k), (1.135)

or

∆2
vk

=
k3

2π2
Pv(k). (1.136)

The two point function for the harmonic oscillator is

〈vkvk′〉 = (2π)3δ(~k + ~k′)|vk(η)|2. (1.137)

So in principle all that it takes to calculate the powerspectra of scalar perturbations

is to solve (1.115) for the mode functions. Since the relation between vk and δφ

or ψ are known, for example (1.99) for scalar field content, it is easy to obtain the

powerspectrum of fluctuations from the power spectrum of the mode functions.

Now that the mode functions for power law inflation are known to be,

vk(η) =
1

2

√
−πη H(2)

ν (−kη), (1.138)
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their power spectrum can be computed as

∆2
vk

=
k3

2π2
Pvk(k) =

k3

8π
(−η) |H(2)

ν (−kη)|2. (1.139)

And the power spectrum for de Sitter is

∆2
vk

=
k2

4π2

[
1 +

1

k2η2

]
=

1

4π2
[k2 +H2]. (1.140)

We would like to refer the reader to [34] for a good review on de Sitter and an

alternative derivation of the two point function in the wavefunctional formalism.

Let’s look at the power spectra in comoving gauge, where δφ = 0 and all the

perturbations are in the metric. In this case v = zψ so that

∆2
ψk

=
1

z2
∆2
vk
. (1.141)

Using the background equation, for power law inflation

1

z2
=
H2

a2φ′20
=

3l2Pl
2

(1− p)2

p
η

2p
p−1 . (1.142)

With this the power spectrum for metric perturbations in comoving gauge becomes

∆2
ψk

= −3l2Pl
16π

(1− p)2

p
k3η

3p−1
p−1 |H(2)

ν (−kη)|2. (1.143)

Next interesting thing to calculate is the amplitude Aψ(η) and spectral index nψ,

defined as

∆2
ψk

(η, k) = Aψ(η)

(
k

k∗

)nψ−1

, (1.144)

where k∗ is some chosen scale with respect to which everything is normalized. One

could choose k∗ to be the mode that exits the horizon N e-folds before the end of
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inflation. At a given time t∗, the mode that satisfies

k∗ = a(t∗)H(t∗) = H(η∗), (1.145)

will be the mode crossing the horizon. During inflation the Hubble parameter is

almost constant so one can take H(t∗) = Hinf . And from the definition dN = Hdt =

d(lna), for a given number of e-folds, a = eN . Since H goes as 1
η
, as confirmed by

equation (1.94), one has k∗η = 1, for a mode that exits the horizon sometime before

the end of inflation. Keeping this in mind the amplitude is obtained to be

Aψ(η) = ∆2
ψ(η, k∗), (1.146)

which for power law inflation gives

Aψ(η) =
3l2Pl
16π2

(1− p)2

p
k3
∗η

3p−1
p−1 |H(2)

ν (k∗η)|2. (1.147)

For the spectral index notice that, from (1.144)

ln ∆2
ψ = lnAψ + (nψ − 1) ln

k

k∗
(1.148)

which suggests

nψ = 1 +
d ln ∆2

ψ

d ln k
. (1.149)

Thus for power law inflation one obtains

nψ = 4 + 2
d lnH

(2)
ν (kη)

d ln k
. (1.150)
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1.6.1 The Long Wavelength Limit

At the background level, the scalar field we are interested in obeys the equation of

motion

φ̈0 + 3Hφ̇0 + V ′(φ0) = 0, (1.151)

where we have switched to cosmological time t and a prime refers to derivative with

respect to field φ. This is obtained by varying the action (1.101) with respect to φ.

To have an intuition for the way the fluctuations that arise during inflation evolve,

we need to look at the equation of motion for the scalar field perturbation δφ(x, t).

Substituting gµν = ḡµν + δgµν and φ(x, t) = φ0(t) + δφ(x, t) and varying with respect

to δφ, and demanding background equations of motion to be satisfied, this is

δφ̈+ 3H ˙δφ+ V ′′(φ0)δφ+
k2

a2
δφ = −2ψV ′(φ0) + 4ψ̇φ̇0. (1.152)

To make things simple, just for now let us also take the metric perturbation ψ = 0,

like in spatially flat gauge ψ = E = 0,

δ̈φ+ 3H ˙δφ+ V ′′(φ0)δφ+
k2

a2
δφ = 0. (1.153)

Modes for which the physical momentum is larger than the hubble parameter,
k
a
� H, or in other words whose wavelength is smaller than the horizon size, are

called “subhorizon modes". If for these modes
(
k
a

)2 � V ′′(φ0) is also satisfied they

evolve according to

δ̈φ+
k2

a2
δφ = 0. (1.154)

Subhorizon modes oscillate rapidly and, with small a and negligable H behave as

if they are in Minkowski space. During inflation a(t) grows fast while H(t) evolves

slowly. Hence k
a
will decrease comparably where as H will stay almost the same. And

modes that were subhorizon early on will eventually become “superhorizon" with
k
a
� H.
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What happens when modes become superhorizon? We can estimate δφ̈ ∼
(
k2

a2
+m2

φ

)
δφ.

During inflation H � mφ and since we are considering modes for whom k
a
� H, the

δφ̈ the equation of motion in this case is effectively

3H ˙δφ = 0. (1.155)

The amplitude of superhorizon modes doesn’t change. Provided they don’t reenter

the horizon since the time they exit, or that we know how they evolve once they

reenter, if we observe these modes we will know how to obtain information from the

epoch at which they exited the horizon. This is why it is useful to calculate things

for modes that exit the horizon during inflation to gain information about inflation.

These are the adiabatic modes we mentioned earlier on.

The fact that during inflation only subhorizon modes exit the horizon while no

superhorizon modes enter is crucial. This mechanism is what lets inflation set the

initial conditions. Earlier on we used the Minkowski spacetime solution as our initial

condition. Minkowski spacetime is flat and non dynamic. But we know that later on

spacetime becomes dynamic. Up untill inflation starts we can consider the spacetime

to be Minkowski. Because superhorizon modes do not become subhorizon during in-

flation, all the subhorizon modes live inside the horizon at any time during inflation

have been living there since the start of inflation. So we can safely set Minkowski

vacuum to be our initial condition. If during inflation things happened in a way

that made superhorizon modes become subhorizon we could not trust the subhori-

zon Minkowski vacuum, modes to set the initial conditions because there would be

contributions to them that come from the later times.

Thus we will now consider the superhorizon, or long wavelength limit, kη → 0 of

some of the quantities we have calculated above. For exact de Sitter we found

∆2
vk

=
k2

4π2

[
1 +

1

k2η2

]
=

1

4π2
[k2 +H2]. (1.156)
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In the long wavelength limit, k � H this becomes

lim
kη→0

∆2
vk

=
1

4π2η2
=
H2

4π2
. (1.157)

In comoving gauge the metric perturbations are ψ = v
z
. In exact de SitterH′ = H2

and by the background equations of motion z =
aφ′0
H vanishes because φ′o

2 = 2
3lpl

2 [H2−

H′] vanishes.In general we can write z2 =
a2φ′0

2

H2 = 2a2

3l2pl
ε where ε ≡ − Ḣ

H2 = 1− H′H2 and

exact de Sitter corresponds to the limit ε → 0. Thus we can say that for quasi de

Sitter spacetime the power spectrum of metric perturbations is

∆2
ψk

=
1

z2
∆2
vk

=
1

4π2ε

3l2pl
2a2
H2
[
k2η2 + 1

]
, (1.158)

which in the long wavelength limit becomes

lim
kη→0

∆2
ψk

=
1

4π2ε

3l2pl
2a2
H2 =

H2

4π2ε

3l2pl
2
. (1.159)

Thus the long wavelength limit of power spectrum for metric perturbations in co-

moving gauge approach a constant in quasi de Sitter spacetime. And these comoving

gauge results also apply for the powerspectrum of gauge invariant comoving curvature

perturbation R = v
z
.

A close look at (1.159) reveals that the powerspectrum ∆2
ψk

for exact de Sitter in

the longwavelength limit does not depend on comoving momenta k. This is a crucial

fact, because it implies that each mode contributes the same amount of power. In

other words the spectra is scale invariant. This is a reminant of the scale invariance of

de Sitter, invariance under dilatations parametrized by (1.22). This property implies

that among the observable quantities,

ndSψ = 1, (1.160)

by (1.149).
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For power law inflation we found, in comoving gauge,

∆2
ψk

=
3l2Pl
16π2

(1− p)2

p
k3η

3p−1
p−1 |H(2)

ν (kη)|2. (1.161)

In general H(2)
ν (z) = Jν(z)−iYν(z) and in the limit z → 0 this expression becomes

H(2)
ν (−kη) ∼ − i

π
Γ(ν)

(
−kη

2

)−ν
. (1.162)

Plugging this in gives the long wavelength limit of powerspectra for metric perturba-

tions to be

∆2
ψk

=
3l2Pl
16π2

(1− p)2

p
k2/(1−p)

[
4νΓ2(ν)

π2
(−kη)( 3p−1

p−1
−2ν)

]
(1.163)

in general.

Let’s also consider the long wavelength limit of our result for the spectral index

nψ = 4 + 2
d lnH

(2)
ν (−kη)

d ln k
. (1.164)

In the long wavelength limit

dH
(2)
ν (−kη)

dk
=
ν

k

[
iΓ(ν)

π

(
−kη

2

)−ν]
=
ν

k
H(2)∗
ν (−kη), (1.165)

and the spectral index is

nψ = 4 + 2ν
H

(2)∗
ν (−kη)

H
(2)
ν

. (1.166)

Since kη → 0, the second term in H(2)
ν will dominate and the spectral index will be

nplψ ∼ 4− 2ν, (1.167)

which is constant. Notice that depending on ν2 = (1−3p)2

4(1−p)2 , the spectral index for power

law inflation need not be 1 and imply scale invariance which is different from exact
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de Sitter where ndSψ = 1.

Lastly we will mention the power spectrum of the gauge invariant comoving cur-

vature perturbation R. It has a very simple definition in terms of v

R = ψ +
H
φ′0
δφ =

H
aφ′0

v =
v

z
. (1.168)

Since the power spectrum of v is gauge invariant, it is clear that the power spectrum

of R will also be gauge invariant

∆2
Rk =

1

z2
∆2
vk
. (1.169)

For power law inflation we have calculated that 1
z2

=
3l2Pl

2
(1−p)2
p

η
2p
p−1 , so that

∆2
Rk =

3l2Plk
3

16π2

(1− p)2

p
η

3p−1
p−1 [H(2)

ν (kη)]2. (1.170)

One does get the same answer in comoving gauge where R = ψ and

∆2
Rk = ∆2

ψk
=

3l2Plk
3

16π2

(1− p)2

p
η

3p−1
p−1 |H(2)

ν (kη)|2. (1.171)

This expression in the long wavelength limit gives

∆2
Rk =

3l2Pl
16π4

(1− p)2

p
4νΓ2(ν)k

2
1−p (−kη)( 3p−1

p−1
−2ν). (1.172)

This again gives room for deviations from scalar invariance which are exact for exact

de Sitter.

At the time of the writing of this thesis, the spectral index for superhorizon ζ

modes as observed by Planck is

1− ns = 0.0355± 0.005(68%CL). (1.173)
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This is an observational evidence in favor of the existance of primordial scalar pertur-

bations of the type that arises in de Sitter. Yet it is an observation that leaves room

for small deviations from de Sitter. We will not work out the tensor modes here but

the ratio of the power spectrum of tensor modes, to the ratio of the power spectrum

of scalars r =
∆2
t

∆2
s
is another quantity accessible to observations.

1.7 An Application: Primordial Black Hole Con-

straints and the Spectral Index

In this section we will talk about the growth of perturbations and differences between

structure formation in radiation and matter domination. The two point correlation

function, which we introduced as the power spectra, makes the connection between

perturbation theory and observables. Previously, we saw how the power spectra

can be characterized by its amplitude, and the scalar index which accounts for its

scale dependence, in the sense that it parametrizes if different wavelengths k, hence

different scales, carry more power then others. In this section we will demonstrate

how bounds on structure formation can be expressed in terms of bounds on the mass

of the scalar field that sets the perturbations and the spectral index of their two

point functions. Our main goal is to derive these bounds for primordial black hole

formation in non-thermal eras driven by scalar fields besides the inflaton, which can

dominate the energy density in the early universe. To be able to make use of these

bounds, we need to understand what is the fraction of mass M the mass of a black

hole at the time it is formed, which makes M the mass that went into the black hole

to form it, to the over all mass present in the universe at that time. This fraction

is denoted by β(M). We will first talk about the motivation for such a primordial

matter dominated era, then review structure formation and how formation of black

holes are understood and end with the constraints. The main work related to this

section has been published in [16].
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1.7.1 A Short Review of Non-thermal Histories

In standard cosmology, inflation is followed by a radiation dominated era that lasts

up to CMB. Non-thermal histories are motivated by split-SUSY scenarios with an

attempt to explain the origins of CDM. We refer the reader to [35] for a more detailed

review. In split-SUSY spectrum one has scalar superpartners at the 10-100 TeV

range, whose mass is set by SUSY breaking. The fermion superpartners take place

at lower scales on the order of 100-1000GeV, below the SUSY breaking scale. If

the SUSY breaking scale ΛSUSY is mediated by gravity, then there is the relation

m3/2 =
Λ2
SUSY

mPl
between ΛSUSY and the graviton mass m3/2. During inflation this

becomes m3/2 =
Λ2
SUSY

mPl
' HI , where HI is the Hubble rate during inflation.

In the range of scalar superpartners, one can also have the moduli, σ, which appear

from requirements of UV completion. These are shift symmetric scalar fields, who

gain mass by the breaking of the shift symmetry either during inflation or by quantum

effects. In split-SUSY models the mass of the field can be very heavy. As such they

can decay into radiation and dark matter, who are among fermion superpartners

below the susy breaking scale. With this mass range of 10-100TeV the field will decay

early enough without disturbing BBN. Thus it is important that the field be heavy

and not disturb the well established physics that is to arrise later.

The key property of non-thermal histories is that they give rise to a new matter

dominated phase when the oscillations of the field reach a frequency that is equal to

the mass of the field. Breaking of the shift symmetry during inflation happens via low-

energy SUSY breaking. Having had supersymmetry at one point implies corrections

to the potential as

∆V = −c1H
2
Iσ

2 − cn
M2n

σ4+2n + ... (1.174)

where HI is the Hubble rate during inflation and M is the scale of new physics. The

first term in (1.174) causes the symmetry to be broken during inflation in the early

universe. It will be restored and broken again later. Earlier, at times of high inflation
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(HI > mσ), the minimum of the field is at

〈σ〉 ∼M

(
HI

M

) 1
n+1

(1.175)

and being a function of the minimum of the potential the mass of the field ismσ ∝ HI .

Later on at the time of low-energy SUSY breaking when HI ∼ mσ and the higher

order corrections become negligable

∆V = m2
σσ

2. (1.176)

The minimum in this case, is near 〈σ〉 ∼ 0 and the mass becomes mσ = c0m3/2 '

10− 1000 TeV.

Although the field always sits at the minimum of the potential, the minimum

of the potential changes at earlier and later times during cosmic evolution. This

displacement of the field between two energy scales leads to energy being stored in

the form of coherent oscillations of the field and a scalar condensate being formed

[36].

The equation of motion for a scalar field is

σ̈ + 3Hσ̇ =
∂V

∂σ
(1.177)

With the potential V = 1
2
m2
σσ

2 this gives

σ̈ + 3Hσ̇ +m2
σσ = 0. (1.178)

If we make the following field redefinition of

σ(t) =
1

a3/2(t)
χ(t) (1.179)
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the equation simplifies to

χ̈+

(
m2
σ −

3

2

ä

a
− 3

4

ȧ2

a2

)
χ = 0 (1.180)

Starting from H ≈ mσ, H will continue to decrease so that in time the regime of

interest becomes mσ >> H and the Hubble friction term ȧ
a
is negligable. In this case

the solution is of the form [37]

σ(t) = σ∗
cos(mσt+ β)

a3/2(t)
. (1.181)

Let’s now calculate Tµν = ∂µσ∂νσ − gµνL, where L = 1
2
σ̇2 + m2

σ

2
σ2. Since we are

in the m >> H regime and ȧ
a
terms are negligable

σ̇(t) = −mσσ∗
sin(mσt+ β)

a3/2(t)
− 3

2
σ∗
cos(mσt+ β)

a3/2(t)

ȧ

a
∼ −mσσ∗

sin(mσt+ β)

a3/2(t)
. (1.182)

And we obtain

ρσ = T00 =
1

2
σ̇2 +

1

2
m2
σσ

2 =
1

2
m2
σ

σ2
∗

a3(t)
(1.183)

pσδij = Tij = [
1

2
σ̇2 − 1

2
m2
σσ

2] =

[
1

2
σ2
∗m

2
σ

sin2(mσt+ β)

a3(t)
− 1

2
m2
σσ

2
∗
cos2(mσt+ β)

a3(t)

]
(1.184)

Since the average over all angles of both sin2(mσt+ β) and cos2(mσt+ β) are 1
2
, the

average pressure is 〈pσ〉 = 0. This gives the equation of state pσ
ρσ

= 0, which is the

equation of state of matter. These averages are meaningful in the limit mσ >> H

which is when the field oscillates with frequency ω = mσ, much faster than the

universe expands. Thus the energy stored in the coherent oscillations of the scalar

field leads to a matter dominated era. The field being heavy and the Hubble rate

falling in the mσ >> H is what leads to this matter dominated era. The good thing

about having this matter dominated era is that because of the way the fluctuations

scale and the rate at which field decays, there is the possibility to form primordial

50



structures in this era, as opposed to radiation domination. The heaviness of the field

also ensures that it decays out before BBN. Thus for non-thermal cosmologies to be

pausible models, it is important that the scalar field be heavy.

1.7.2 Jean’s Scale and Horizon Size

For a non expanding fluid the evolution of small denstiy perturbations of nonrela-

tivistic matter are governed by

δ̈ρ− cs2∇2δρ = 4πGρδρ (1.185)

where ρ is the background density, δρ denote the density perturbations, the speed

of sound is cs2 = ∂p
∂ρ

and density and pressure are related by p = wρ. The solution

will be of the form δρ(r, t) = ρ0e
−i~k.~r+iωt, which when plugged in gives the following

dispersion relation

ω2 = cs
2k2 − 4πGρ. (1.186)

For coordinate momenta kJ2 = 4πGρ
cs2

the frequency is zero, ω2 = 0. This point at which

the frequency squared changes sign is known as Jean’s scale, and it has important

consequences for structure formation. For k2 > kJ
2 the frequency is real, which means

δρ(r, t) is proportional to eiωt and the perturbations oscillate as sound waves.

On the other hand for k2 < kJ
2 the frequency is purely imaginery and the per-

turbations will exponentially grow or decay. The exponentially growing modes of the

density perturbation will eventually become comparable to the background density

δρ ∼ ρ. In this regime the linear perturbation theory breaks down and this region

that is now denser than the background collapses to form a compact object.

In a nonexpanding universe the coordinate momentum, k, and physical momen-

tum, p, are the same, yet for an expanding universe q = k
a(t)

, where a(t) is the scale

factor. Thus in general

qJ =

√
4πGρ

cs2
. (1.187)
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We will stick with the physical momentum from now on, where again it will be

perturbations for which q < qJ , that collapse to form structures. Only this time the

modes will grow as a power law and not as exponentials. All this analysis so far has

been Newtonian. It holds for perturbations of nonrelativistic matter at length scales

well below the horizon size. This momentum scale on the stability and instability of

perturbation growth can be turned into a wavelength scale by the following equation

λJ ≡
2π

qJ
. (1.188)

For a pressureless fluid, such as dust, the speed of sound is zero. In the limit

cs
2 → 0, Jeans momentum goes to infinity and as can be seen from Eq. (1.188),

the Jeans wavelength goes to zero. This means perturbations within the horizon will

always be bigger than Jeans scale and everything can collapse to form structures.

We are interested in exploring structure formation, mainly primordial black holes

(PBH), in a matter dominated era where density perturbations of a scalar field, σ

dominates over all other species present. At first glance it is very natural to assume

that the average pressure of a scalar field will be zero. However there is the important

subtlety that this only holds for scales mσ � q2

H
, where mσ is the mass of the scalar

field, and H is Hubble’s parameter. In this regime the field is nonrelativistic and is

pressureless. Yet above this scale, q2

H
≥ m the average pressure of the field obtains

corresctions of order O(mσ) and can no longer be neglected. In this case the field

behaves as relativistic matter with the sound speed [38], [39]

cs
2 =

k2

4a(t)2mσ2
=

q2

4m2
σ

(1.189)

and the Jeans momentum is

qJ = (16πGρσm
2
σ)

1
4 . (1.190)
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Figure 1.2: Wavelengths for structure formation: (a) The blue and red circles repre-
sent the Hubble and Jeans spheres respectively. Modes with wavelengths of the size
of Jeans sphere, shown here with as the red mode and below cannot over come the
repulsive effect of pressure and hence cannot collapse form structures, where as the
modes of bigger wavelengths such as the green one can. (b) The difference between
the region of scales for collapse in a universe dominated by presureless dust, oscillating
scalar field or radiation.

The scale at which the condition that the field is no longer is pressureless coincides

with the Jeans scale [37]. All the fluctuations in between λJ < λ < RH , where RH

is the Hubble scale, will lead to compact structures. But for scales within λ < λJ ,

it will be harder to form compact structures since, they will only be able to form

from the modes whose gravitational attraction can overcome the repulsion coming

from the average pressure of the scalar field. These scales and the difference between

radiation, matter and oscillating scaler field are demonstrated in Figure 1.2.

As such the next point to consider is how inside the horizon, Jeans scale will

be. For our case, the mass of the scalar field is mσ = 105GeV . We are in the matter

dominated era and working with natural units, ~ = c = 1 such that m2
P = G−1, where

mp is Planck’s mass and G is the gravitational constant.The background density for

the scalar field is [40]

ρ ' 3H2m2
p = 3

m2
σm

2
P

a(t)3
(1.191)
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where H = H0a(t)−
3
2 and H0 ' mσ. Using Eq. (1.190) we get

λJ = 1.79× 10−5a(t)
3
4GeV −1. (1.192)

The Hubble scale on the other hand is

RH =
c

H
= a(t)

3
2 × 10−5GeV −1 (1.193)

Comparing equations (1.192) and (1.193), with a(t) = t
2
3 for a matter dominated

universe, one arrives at

RH ' 0.6
√
tλJ . (1.194)

The ratio RH
λJ
' 0.6

√
t means that at some time t = t∗ the Hubble scale and

Jeans scale will be the same. For earlier times t < t∗, this ratio will be smaller than

unity and the Hubble scale will be smaller than Jeans scale. Since it is the modes

within the horizon that form structures and in this interval they are all within the

nonzero pressure regime, it is very unlikely that structures will form here. Yet as time

passes it will be t > t∗, and the horizon size will be greater than Jeans scale. We will

have modes in between λJ and RH , in the zero pressure regime. Thus in time it will

become easier to form compact objects.

1.7.3 Mass Fraction of Primordial Black Holes

Up to this point our focus has been on formation of any compact object, be it a

star or a black hole. We have talked about how the scalar field will have non zero

average pressure below a certain scale and how this will affect structure formation.

Now we would like to calculate the mass fraction of primordial black holes (PBH), β,

that would have formed from the decay of a shift symmetric scalar field σ (a moduli)

at the end of inflation. During this epoch the field will decay into dark matter and

radiation and there will be perturbations arising from them as well. At first glance, the
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dark matter particle perturbations could contribute to PBH formation and we would

expect the overall mass fraction to be the sum coming from scalar field perturbations

and dark matter perturbations. But as [40] shows, the dark matter perturbations are

negligably small next to scalar field perturbations in this era. So we will only consider

the contribution to PBH coming from scalar field perturbations. We mainly want to

see how the fact that the pressure of the scalar field is nonzero up to λJ affects the

mass density. For that we will be comparing the mass fraction obtained from the

density perturbation of the scalar field in two different versions, with and without the

pressure being taken into consideration.

1.7.4 Density Perturbations

Before we can calculate β, we need to figure out how the density perturbations δσ

evolve. Since our scalar field is relativistic, we need to solve the perturbed Einstein

Equations, rather than the Euler equations. In the absence of anisotropic stress, with

Γσ as the decay rate of the scalar field, the equations to be solved are [40]

δ̇σ + 3H(c2
σ − wσ)δσ + (1 + wσ)

(
θσ
a
− 3Φ̇

)
= −ΓσΦ (1.195a)

θ̇σ +Hθσ +
c2
σ

1 + wσ

∇2δσ
a
− 3Hwσθσ +

∇2Φ

a
= −Γσ

[
θσ

1 + wσ
− θσ

]
(1.195b)

where θσ is the velocity perturbation. With the matter dominated background,

the equation of state is zero, we also require that Φ = Φ0. In the momentum space

these equations become

δ̇σ + 3Hc2
σδσ +

θσ
a

= −ΓσΦ0 (1.196a)

θ̇σ −Hθσ − c2
σ

k2

a2
δσ −

k2

a
Φ0 = 0 (1.196b)

Our startegy will be to solve Eq.(1.196a) for the velocity perturbation in terms of the

density perturbation and obtain a second order differential equation for the density
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(a) (b) (c)

Figure 1.3: Numerical evolution of the density perturbations:(a) The numerical solu-
tion for the evolution of the density perturbation in the case of zero pressure, which
is governed by equation (1.198). (b) The evolution of the density perturbation in the
case of nonzero pressure, where the blue curve is the numerical solution to full equa-
tion (1.200) and the purple curve is the solution to the approximate equation (1.201)
for large k, for values k = 106 GeV, mσ = 105 GeV, Φ0 = 10−5. (c) Comparison of
the effect of pressure on growth via the numerical solutions, the blue curve is solution
to zero pressure evolution equation (1.198) and the orange curve is the solution to
(1.200) with the presence of pressure.

perturbations by inserting the expression for velocity perturbation into Eq. (1.196b).

Let us first consider the mσ � q2

H
regime, where c2

σ = 0, here the equation for the

density perturbation becomes

δ̈σ + 2Hδ̇σ + 2ΓσHΦ0 +
k2

a2
Φ0 = 0 (1.197)

We will switch to number of e-folds, N as the time coordinate which is, dN = dlna.

In a matter dominated universe H = H0e
−3N

2 and a = eN . During scalar domination

Γσ/H � 1. With derivatives with respect to N denoted by prime we arrive at

δ′′σ +
1

2
δ′σ = − k2

a2H2
Φ0 (1.198)

whose solution, demanding that δσ goes to −2Φ0 as k goes to zero, is

δσ(k,N) = −2Φ0 −
2

3

k2

H2
0

Φ0e
N , (1.199)

which is plotted in Figure 1.3a.
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In the q2

H
≥ mσ regime where the average pressure of the scalar field is nonnegli-

gable and the sound speed is c2
σ = k2

4m2a2
the equation that governs the evolution of

density perturbations becomes,

δ′′σ +

[
1

2
+

3

4

k2

a2m2
σ

]
δ′σ −

k2

4a2m2

[
9

2
+

k2

a2H2

]
δσ = − k2

a2H2
Φ0 (1.200)

It looks as though the k and N dependence of δσ(k,N) come as δσ(k,N) =

f(k)eαN . Naively we would expect only the term that goes as k4 to contribute in

the k →∞ limit, and the equation to be

δ′′σ +
k4

4a4m2H2
δσ = 0. (1.201)

At first sight we can see that the solution to (1.201) will be oscillating sound waves, in

which case the perturbations do not lead to much structure formation due to pressure.

We indeed do see this oscillatory behavior if we plot the numerical solution in Figure

1.3b. However from the same plot we see that the numerical solution of the full

equation, (1.200) has actually a growing behaviour.

If we plot the numerical solution to (1.198) and (1.200) we see that there is some

difference in the growth of perturbations up to some time in number of e-folds. How-

ever because the terms that arrise from the effects of pressure are all inversely related

to mass, and because the mass of the field is heavy, their contribution is not big

enough to overcome the gravitational collapse.

1.7.5 Why the pressure effects are negligible

It is the perturbations within the horizon, q > H, that can grow. In section 1.7.2

we also pointed out that for perturbations to lead to structure formation, they must

be below Jean’s momentum scale, qJ > q. Therefore the condition on the physical
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momenta of the modes that lead to structures, in our case PBHs, is

qJ > q > H. (1.202)

From (1.187) using the units mpl =
√

1
8πG

and the Friedmann equation ρσ = 3m2
plH

2

where we have assumed that the universe is dominated by the scalar field, we obtain

q2
J =
√

6Hmσ. (1.203)

On the other hand given an initial mode q0, we know how it evolves in time. As the

universe expands the physical momentum q(t) decreases, yet the comoving momentum

k is constant, k = a(t)q(t) = a0q0. Thus we have

q(t) = q0
a0

a(t)
. (1.204)

We also know that the relation between scale factor a = eN , and Hubble parameter

H = H0e
−3N/2 is

a(t) =

(
H(t)

H0

)2/3

. (1.205)

Altogether we have

q(t) = q0a0

(
H(t)

H0

)2/3

. (1.206)

If we take the subscript zero to mean the beginning of oscillations, then a0 = 1,

H0 ∼ mσ,

q(t) = q0

(
H(t)

mσ

)2/3

. (1.207)

Now let us write our growth condiition as

q2
J

H2
>

q2

H2
> 1, (1.208)
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and plug in equations 1.203 and 1.207 to get

√
6 >

q2
0

m2
σ

(
H

mσ

)1/3

>
H

mσ

. (1.209)

Let’s consider a mode for whom q0
mσ

= 1. Such a mode will lead to structure formation

if
√

6 > ( H
mσ

)1/3 > H
mσ

. The rightside of the constraint requires that the ratio H
mσ

be

less than 1. This is always true, at the start of the oscillations the Hubble’s parameter

is as big as the mass of the field and in time it decreases where as the mass of the

field stays constant. Therefore modes whose initial momenta are comparable to the

mass of the field will always overcome pressure and lead to formation of black holes.

For pressure to come into play, equation 1.209 must break down. This will only

happen for modes whose initial momentum is so small compared to the mass of

the field that even though H
mσ

is less than one q20
m2
σ

(
H
mσ

)1/3

< H
mσ

in which case the

perturbations that evolve via 1.200 should enter the calculations. Perturbations of

momenta k = q(t)a(t), correspond to mass M ∝ k−3, which suggests that such small

momenta will correspond to large masses. As there is an upper bound on the mass

of the black holes it is likely that these modes do not form black holes anyways and

so pressure of the scalar field is negligable for PBH formation.

1.7.6 Mass Fraction in the Pressureless Case for a Radiation

Dominated Universe

The mass fraction is the ratio of the mass that goes into PBH to the total mass

within the horizon, β = mPBH
mhorizon

. To calculate β we will use the Press-Schechter

method, following the definitions of [41]

βPS(νc) = 2

∫ ∞
νc

P (ν)dν =
2√
2π

∫ ∞
νc

e−
ν2

2 dν (1.210)
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which considers the mass fraction to be the integral of the probability distribution

function over peaks above a certain height νc. This amplitude related variable is

ν = ∆
σ6 . In [41] the density contrast is taken to be ∆ = δ − 1, but we will consider

δσ ≡ δρσ
ρσ

itself as the density contrast, which appears to be more common in literature.

Thus out of all the density perturbations, it will be the ones whose ratio with respect

to the background density, are bigger than some critical value δc, that collapse into

PBH’s. Perturbations below this can still collapse to form other compact objects such

as stars. As such the constraints on PBH formation enters into the calculation via

this critical parameter with value δc = 0.5 [41]. In which case

ν =
δ

σ6
(1.211)

where σ is the variation

σ = 〈∆2〉 =

∫ ∞
0

dk

k
W̃ 2(R, k)Pδ(k) (1.212)

The physical aspects of the cosmological scenario under consideration enters into

the mass fraction through the integral limit νc. With νc = δc
σ6 = 0.5

σ6 , the information

related with the perturbations enters the calculation only via the power spectrum

Pδ(k), calculated as Pδ(k) = k3|δσ|2. The window function,

W̃ (R, k) = exp

(
−k

2R2

2

)
(1.213)

picks the super-horizon modes, where the radius of the horizon is R = 1
aH

W̃ (R, k) = e
−k2

2a2H2 . (1.214)

In a radiation dominated universe the Jean’s length scale is almost as big as the

horizon size, therefore modes within will not lead to structures. Modes outside the

horizon do not contribute since they are frozen. So it is only the modes that have
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just crossed over that can form PBHs in a radiation dominated universe.

1.7.7 The Matter Dominated Era

The matter dominated era begins when the energy contribution of the matter particles

that the scalar field decays into, Eσ, becomes comparable to the energy contribution

of the relativistic particles, Er, which is in our case photons. That is when the

field oscillates as fast as the background expansion H(t0) ' mσ, where subscript

zero denotes the beginning of matter domination. At temperature T the energy

density of photons is Er ∼ kBTnr where nr denotes the number of photons. If we

denote ν = nσ
nr

as the relative consentration of scalar particles, their energy density

is Eσ = mσc
2nσ = mσc

2νnr. At the beginning of matter dominated era, if the

temperature is T0 we have from Eσ = Er, T0 = mσνc2

kB
= mσν, where the last part is

in units kB = c = ~ = 1.

We also know that ρ = 3m2
plH

2 = π2

30
g∗T

4, where g∗ is the effective number of

degrees of freedom. Starting from Planck time, tpl, up to t0 when matter dominated

era begins, the universe is radiation dominated with a scale factor of a ∼
(

t
tpl

)1/2

, so

that H(t0) = 1
2t0

. As such from

3m2
pl

2t20
=
π2

30
g∗(mσν)4 (1.215)

we get

t0 ∼
(
mpl

mσν

)2

tpl (1.216)

with numerical factors ignored.

Following [42], we can introduce the cosmological fluctuations in terms of mass

fluctuations at the time of horizon crossing, tH , as(
δM

M

)2

(k, tH) ∼ kn−1. (1.217)
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Here n is the spectral index and n = 1 corresponds to a scale invariant spectra. In a

matter dominated era these modes will evolve as

(
δM

M

)
(k, t) =

a(t)

a(tH)

(
δM

M

)
(k, tH). (1.218)

With a(t) ∼ t2/3 this becomes

(
δM

M

)2

(k, t) =

(
t

tH

)4/3

kn−1. (1.219)

At the time of horizon crossing a(tH)H(tH) = k in units where c = 1, by this we can

express tH in terms of comoving momenta k

t
2/3
H

2

3tH
= k

tH ∼ k−3, (1.220)(
δM

M

)2

(k, t) ∼ kn+3. (1.221)

For these modes the power spectrum can be written as Pδ(k) =
(
δM
M

)2
(k, t) = k3|δk|2,

and |δk|2 ∝ kn [42].

For a mass distribution of M = M̄ + δM , with fluctuations δM around a mean

mass M̄ , the density enclosed in a volume v ∼ t3 will be

ρ =
M

V
=
M̄

V
+
δM

V
.

By ρ = ρ̄+ δρ, one can recognize that δρ = δM
t3

and

δρ

ρ
=
δM/t3

M/t3
=
δM

M
. (1.222)

So the rms amplitude of the fluctuations at the time the mode reenters the horizon,
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by (1.217) will be
δρ

ρ
(k, tH) =

δM

M
(k, th) ∼ k(n−1)/2. (1.223)

Now we can associate with each wavelength λ(t) = 2πa(t)
k

of the modes, a mass M

defined as the mass of non-relativistic particles contained in a sphere of radius λ(t)
2

[43]

M ≡ 4πρ(t)

3

(
λ(t)

2

)3

= 4πm2
plH

2(t)

(
a(t)

k

)3

. (1.224)

This suggests that k ∼ M−1/3. Thus we can write the rms amplitude of our fluctua-

tions, at the time of horizon crossing, to be of the form

δρ

ρ
(M, tH) = δ(M)δ(tH)

where by (1.223)

δ(M) = M (1−n)/6

in agreement with [44]. If normalized on the COBE/DMR quadrupole scale

δ(M) = δC

(
M

MC

)(1−n)/6

, (1.225)

where δC ∼ 3.8× 10−6.

For a matter dominated era, as noted in section (1.7.2), the Jeans scale falls deep

inside the horizon and so more of the modes inside can grow big enough to form

PBHs. Denoting the beginning of matter dominated era by t0 and the end of it by

te, the density perturbations that are initially of the order of metric perturbation
δρ
ρ

(t0,M) ∼ Φ0, will evolve as

δρ

ρ
(t,M) =

δρ

ρ
(t0,M)

(
t

t0

)2/3

= Φ0

(
t

t0

)2/3

. (1.226)

When density perturbations become order 1, their evolution is no longer linear. Such
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configurations will no longer follow the background evolution but begin to form struc-

tures. It is at these times that PBHs can also form. Meaning PBH formation starts

at time t1 when
δρ

ρ
(t1,M) ∼ 1

Φ0

(
t1
t0

)2/3

∼ 1

t1 = Φ
−3/2
0 t0. (1.227)

Out of these order one fluctuations that form structures, PBHs will be the ones that

remain spherically symmetric and that have contracted to a size that corresponds to

the Schwarzchild radius, rg, of the configuration. If r1 is the horizon size at time t1

and M denotes the mass within, the horizon density will be

ρ1 =
3M

4πr3
1

, (1.228)

and the maximal density of spherical configurations will be [45]

ρmax ∼ ρ1s
−3 (1.229)

where s determines the degree of deviation from spherical symmetry. Following [43],

with the parameter x defined as x = rg
r1
, the density of mass within a sphere of radius

r1, that is the density of PBH’s is

ρPBH =
3M

4πr3
g

∼ ρ1x
−3. (1.230)

And the condition of spherical symmetry translates into the requirement of ρPBH to

be within the density of spherical configurations, ρPBH ≤ ρmax, that is

s ≤ x. (1.231)
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Since the size of a black hole cannot be bigger than the horizon size, we also require

that x ≤ 1. Thus the configurations that satisfy

s ≤ x ≤ 1 (1.232)

will be the possible PBHs. Nonspherical, disk like structures will lie in the interval

s ≥ x, which can be bigger than the above interval. As such spherical structures

and therefore black holes are less likely to form compared to everything else. The

probability of a configuration to lie in the range of (1.232) is [45]

Ws ' 2.5× 10−2x5. (1.233)

One may be concerned that among the structures that initially collapse spherically,

which are within this factor, there might be ones with velocity perturbations and

angular momenta big enough to distort them into minidisk halos. Such structures

would not lead to black holes as they would be loosing their sphericity. However as

noted in [46] it is very hard to have rotating structures. So we are safe to assume that

spherical configurations will lead to blackholes and stick with the calculations of [45].

A more through consideration of formation of minidisk halos, which would reduce

the factor of sphericity that goes into blackhole formation, is not likely to change the

estimate much.

For black hole formation we need such spherical distributions to contract to their

Schwarzschild radius. The condition on contraction of an almost spherical dust con-

figuration with ultra compact mini halos and caustics excluded is a restriction on the

inhomogeneity of the density distribution, u ' ρc1−ρ1
ρ1

, with ρc1 being the density at

the center of the distribution at time t1, [45]

u ≤ x3/2. (1.234)
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And the probability of formation of such configurations with small inhomogeneity

that obey (1.234) is

Wu ∼
x3/2∫
0

e−u
2

du ∼ x3/2. (1.235)

It will be more meaningful if we can write this expression in terms of density

perturbations. To do that we rewrite r1 and rg as

r1 =

(
3M

4πρ1

)1/3

,

rg =
2M

m2
Pl

in units where mPl = 1√
G
, c = 1. As such we have

x =
2M
2
Pl

(
4πρ1

3M

)1/3

. (1.236)

In a matter dominated era the density evolves as

ρ(t) =
3

8π
m2
PlH

2(t) ∼ m2
Pl

t2
. (1.237)

So at t1 we have ρ(t1) ∼ m2
Pl

t21
and by (1.227) we get

ρ(t1) ∼ m2
Pl

t20

(
δρ(t0,M)

ρ

)3

∼ ρ(t0)Φ3
0. (1.238)

As the perturbations reach order one they collapse into PBHs. This also means that

the most massive PBHs will be formed from perturbations that reach order one by

the time the matter era ends. We know the constraints on how big the maximum

mass of these PBHs can be. Using these we can actually constrain the parameters of

our model.
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To calculate Mmax consider δρ
ρ

(Mmax, te) ∼ 1 that is

δρ

ρ
(Mmax, tH)

(
te
tH

)2/3

∼ 1

δC

(
Mmax

MC

)(1−n)/6(
te
tH

)2/3

∼ 1 (1.239)

On the way to calculating Mmax, we also have that

ρ =
3

8π
m2
PlH

2 ∼ m2
Pl

t2
∼ mPlρ(tPl)

t3Pl
t2

(1.240)

where we have used ρ(tPl) = mPl
t3Pl

. On the other hand at t = tH we said that M =

Mmax which means

ρ(tH) =
Mmax

t2H
. (1.241)

From equations 1.240 and 1.241 we can write tH , the time of horizon crossing as

tH =
Mmax

mPl

1

t3Plρ(tPl)
. (1.242)

Since te denotes the time at which the scalar field has almost completly decayed into

matter, it is related to the decay rate of the field Γ−1, so from now on we assume

te ∼ Γ−1. And with all of this 1.239 becomes

δC

(
Mmax

MC

)(1−n)/6(
t3Pl
Γ

mPlρ(tPl)

Mmax

)2/3

∼ 1. (1.243)

We can now turn equation 1.243 into an equation for Mmax, starting with t2Plρ(tPl) =

m2
Pl,

δC

(
Mmax

MC

)(1−n)/6(
mPlt

2
Pl

ΓtPl

m2
Pl

Mmax

)2/3

∼ 1
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and using tPl ∼ m−1
Pl ,

δC

(
Mmax

MC

)(1−n)/6(
1

ΓtPl

mPl

Mmax

)2/3

∼ 1.

From here it is straight forward that

Mmax ∼

(
δ

3/2
C

ΓtPl

)4/(3+n)(
MC

mPl

)(n−1)/(n+3)

mPl. (1.244)

Via Γ = m3
σ

m2
Pl
, the maximum mass of black holes that can form is related to the mass

of the scalar field σ

Mmax = α
1

3+n

(
MC

mPl

)n−1
n+3 (mPl

mσ

) 12
n+3

mPl (1.245)

where α = 3.6× 10−22.

Equation (1.244) is the same expression with [44] who also list that the relic

constraint applies for cases of Mmax < 1010g. This would imply

(
δ

3/2
C

ΓtPl

)4/(3+n)(
MC

mPl

)(n−1)/(n+3)

mPl < 1010

and

4

n+ 3
(log10δ

3/2
C − log10ΓtPl) +

n− 1

n+ 3
log10

(
MC

mPl

)
+ log10mPl < 10. (1.246)

With MC = 1057h−1g, h−1 = 0.7, δC ' 3.8× 10−6, mPl = 2.17× 10−5gr one obtains

[44]

− 35 + 12n < log10ΓtPl. (1.247)

The relic constraint on the maximum mass of allowed black holes is constrains the

reheat temperature in relation to the spectral index. For density fluctuations that
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arise from the inflation field the spectral index has been measured to be around n '

0.96 by Planck. This is the spectral index around 50 e-folds of inflation in a window of

7 e-folds. There are two important points to note here, firstly we have been considering

the black holes that would arise from the perturbations of the scalar field σ and not

the inflaton. The Planck measurement would more directly apply if we consider

black hole formation from inflationary perturbations during a non-thermal phase set

by another field, which in itself would also be a valid constraint. Secondly, the epoch

we are considering is well later then the window of Planck measurements, and leaves

room for a change in the spectral index. All in all, in the very restricted case, if we

assume the spectral index for both inflationary and secondary scalar perturbations to

be the same and moreover assume that it remains the same even after the measured

window of e-folds, the lifetime of the scalar field would be bounded by

10−24 < ΓtPl (1.248)

And the constraint for reheat temperature would be Trh ∼
√

ΓtPlmPl where mPl =

1.22× 1019GeV/c2

1.22× 107GeV/c2 < Trh. (1.249)

The minimal PBH mass corresponds to the collapse of the Hubble volume at

the onset of scalar oscillations (matter domination) Hosc ' mσ. Using the Hubble

equation and the energy density in the volume at that moment is ρ = MminH
3, we

have

Mmin =
3H2

oscm
2
Pl

H3
osc

= 3
m2
Pl

Hosc

= 3
m2
Pl

mσ

. (1.250)

Hence the allowed range of primordial black hole masses, Mmin ≤ M ≤ Mmax in

these scenarios depend on mσ. We refer the reader to [16] for these ranges on two

specific models and where they stand with respect to observations [47], based on

distortions in gamma ray and CMB measurements due to evaporation or requirements

for primordial black holes not to exceed the critical density.
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1.7.8 Pressure considerations

In order to grow, a mode must have crossed the horizon. The minimal value of

the modes physical momentum is determined by the value of the Hubble parameter

at the time of horizon crossing. Since we are only interested in growth during the

matter dominated phase, which begins when the scalar field starts to oscillate when

H ≈ mσ ≡ Hosc, the minimal value for q will be qmin = Hosc ≡ qosc.

The upper bound on the momentum is given by the Jeans momentum. At values

above this scale gravitational collapse is not possible due to pressure. Therefore, q

must lie in the following range:

qJ > q > qosc (1.251)

We rewrite this slightly to get

(qJ
H

)2

>
( q
H

)2

> 1 (1.252)

Assuming the universe is dominated by the scalar field σ, the Jeans momentum is

given by

qJ =

(
2

m2
pl
ρσm

2
σ

) 1
4

(1.253)

with the energy density given by the Friedmann equation

ρσ = 3H2m2
pl (1.254)

With Eqs. (1.253) and (1.254) the upper bound on the physical momentum becomes

(qJ
H

)2

=
√

6
mσ

H
(1.255)
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Noting that q scales with a as q = q0

(
a0
a

)
the condition for growth becomes after

some algebra
√

6 >

(
q0

H0

)2(
H

mσ

) 1
3

>
H

mσ

(1.256)

q0
H0

is constant. The ratio H
mσ

is always smaller than 1 since the maximum value for the

the Hubble parameter is mσ and after that H decreases. Therefore, H
mσ

will always be

smaller than
(
H
mσ

) 1
3 and the condition is fulfilled. In other words, pressure does not

play a role for mode growth, when the universe is dominated by a oscillating scalar

field.

1.8 Spontaneously broken symmetries

Spontaneous symmetry breaking will be a key concept for handling possible inter-

actions of perturbations in section 3.4. So let us review here the familiar textbook

example of spontaneous breaking of the global U(1) symmetry in Linear Sigma model.

The Lagrangian

L =
1

2
(∂µφ)(∂µφ∗) +

1

2
m2(φφ∗)− λ

4
(φφ∗)2 (1.257)

is invariant under the U(1) transformation φ → eiαφ, where α parametrizes the

transformation. For constant α’s this is a global transformation. So far nothing has

been quantized. The values φ+ =
√

6m2

λ
and φ− = −

√
6m2

λ
that minimize the classical

potential V (φ) = −1
2
m2|φ|2 + λ

4!
|φ|4, also extremize the action for (1.257), and they

are the solutions of the classical equations of motion. But being a constant number,

this classical solution doesn’t respect the U(1) symmetry, φ± 6= eiαφ±.

The physical observables that can be probed by experiments are related to pertur-

bations, as we have already seen in an example. As much as we would like to study

the physics that gives rise to a background, at times we would like to be able to focus

on the perturbations, δφ, themselves around a background solution, φ0, we take for

granted. The important thing is we cannot randomly choose the background. Given
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a quantum theory, the questions one asks boil down to expectation values. And at

the end of the day what is obtained from the quantum theory should give the result

of the classical theory in the classical limit ~→ 0.

In the quantum theory, the expectation values of operators are averages over field

configurations weighted by the action

〈Ω|φ|Ω〉 =

∫
Dφ φ e

iS
~ . (1.258)

In the limit ~ → 0, the biggest weight comes from the solution that minimizes Scl,

thus the expectation value for the field goes to the value of the classical solution. The

classical solution sets the leading order behavior. Hence choosing one of the φ± as the

ground state φ0 is appropriate. Yet, this also happens to be the choice that doesn’t

respect the symmetry of the Lagrangian. Hence for the energy scale at which we

are interested in the physics of fluctuations and experimental results, the background

is said to spontaneously brake the symmetry that is respected by the Lagrangian.

In other words, the background field φ0 does not transform as a scalar under the

transformation that leaves the whole field φ = φ0 + δφ and hence the Lagrangian

invariant, φ0 changes.

If we had chosen φ0 = 0 as the ground state then the U(1) symmetry would have

been respected by the ground state as well as the Lagrangian. The symmetry wouldn’t

have been broken but we wouldn’t be guaranteed the classical expectation values in

the ~ → 0 limit. So in a sense breaking of the symmetry picks the background to

be the one that ensures the classical expectation values are obtained at lower energy

scales in the classical limit of the higher energy theory. Now we can write down a

theory for the fluctuations by plugging

φ = φ0 + δφ, (1.259)

into the Lagrangian L(φ) with the form we expect to be valid at higher energies,
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with not any random thing but the classical level solution for φ0, and obtain the

Lagrangian for the fluctuations L(δφ). This careful selection of what the background

should be is referred to as “integrating out the background” and the obtained L(δφ)

gives the “effective field theory of fluctuations”. For the linear sigma model, the field

φ is a spinor, its perturbations are denoted by δφ = {σ, φ}, and the whole field can

be expressed as

φ =

(√
2m2

λ
+
σ(x)

2

)
e
iπ(x)

Fπ . (1.260)

Inserting this in (1.257) gives,

L =
1

2

φ2
0

F 2
π

(∂π)2+
1

2
(∂σ)2+

√
2φ0σ

F 2
π

(∂π)2+
σ2

2F
2

π

(∂π)2−λ
4

(
φ4

0 + 2
√

2φ3
0σ + 3φ2

0σ
2 +
√

2φ0σ
3 +

σ4

4

)
.

(1.261)

One can write down a bunch of models that respects the symmetry at high energies

and gives the specific value for φ0 determined by the classical theory. But once we

have L(δφ), we don’t need to worry about the specific mechanisms of the models

and from our results on δφ we can figure out what interactions will give what results

for a general group of such models. The effective field theory developed in this way

will hold for energy scales below the scale at which spontaneous symmetry breaking

happens, for the linear sigma model the EFT holds below U(1) symmetry breaking

scale. Notice that by expanding the field around the background that spontaneously

breaks the global symmetry, we got two different types of perturbations; the field σ

obtained mass m2
σ = 3λ

4
φ3

0 coming from the background, where as π turned out to

be massless. A massless field, the π of our example, always appears in the case of

spontaneous breaking of global symmetries, and is referred to as the Goldstone boson.

The original symmetry of U(1) for our example, is no longer respected by the

background, yet it is still a symmetry of the Lagrangian. To ensure this, the whole
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field should still be invariant under U(1),

(
φ0 +

σ√
2

)
e
iπ
Fπ →

(
φ̃0 +

σ̃√
2

)
e
iπ̃
Fπ =

(
φ0 +

σ√
2

)
e
iπ
Fπ . (1.262)

The Goldstone boson is the important character who transforms in a way so as to

keep φ invariant under the original transformation. That is, while φ̃0 = eiαφ0 and

σ̃ = eiασ pick up a factor of eiα, to make the whole field invariant

(
φ0 +

σ√
2

)
e
iπ
Fπ =

(
φ0 +

σ√
2

)
e
iπ̃
Fπ
−iα (1.263)

the Goldstone boson π should transform as

π → π̃ = π + Fπα. (1.264)

The phase rotation of φ implies a shift of π, and to realize the symmetry, the Goldstone

boson should be shift symmetric. And the whole transformation under which the

Lagrangian is invariant is

φ0 → eiαφ0, σ → eiασ, π → π + Fπα (1.265)

with Fπ = 2φ0 = 2
√

2m2

λ
. Hence the lagrangian (5) gives a description of the linear

sigma model via the Goldstone boson, π. Because Goldstone bosons arise by the

spontaneous breaking of global symmetries, this description is valid when working at

energies below the symmetry breaking scale Λ 6sym. The symmetry breaking scale can

be obtained by calculating the scale at which the charge associated with the symmetry

becomes ill defined.
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1.8.1 For cosmological backgrounds:

In the case of cosmology, at the background level we work with FRW metrics

ds2 = −dt2 + a2(t)d~x2, (1.266)

and the linear action of a scalar field coupled to gravity

S =

∫
d4x
√
−g
[
m2
Pl

2
R +

1

2
gµν∂µφ∂νφ− V (φ)

]
. (1.267)

So at the background level the equations of motion are the Friedmann equations

−3m2
Pl(Ḣ +H2) = φ̇0

2 − V (φ0), (1.268a)

3m2
PlH

2 =
φ̇2

0

2
+ V (φ0). (1.268b)

During inflation the scalar field is said to roll slowly, which means ε ≡ Ḣ
H2 ∼ 0 and

H ∼ const hence φ̇0 ∼ 0. Inflation ends as ε → 1, the time dependence of the

fields, φ0(t) and H(t) become important! In a sense these are the high energy physics

integrated out classical solutions, because they are just the solutions coming from

classical GR. As we have seen, under time diffeomorphisms

t→ t+ ξ0(t, ~x), (1.269)

scalar perturbations, such as δφ transform as [19]

δφ→ δφ− φ̇0(t)ξ0(t, ~x). (1.270)

Since the time dependence of the background solution, φ0 = φ0(t) becomes important

at the end of inflation, the φ̇oξ0 term in the transformation doesn’t vanish and hence

the perturbation is no longer a scalar under time diffeomorphisms. The background
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field φ0 will transform as

φ0(t)→ φ0(t+ ξ0) = φ0(t) + φ̇0(t)ξ0, (1.271)

which is just a Taylor expansion. Notice that the perturbation δφ and the background

field φ0 transforms very conveniently so as to keep the whole field φ = φ0 + δφ

invariant. As such the Lagrangian is also invariant under all diffeomorphisms. Time

diffeomorphism is still a symmetry of the Lagrangian, but it is no longer a symmetry

of the ground state φ0. In other words, time diffeomorphisms are spontaneously

broken. This observation has been intorduced to study generalizations of interactions

for single field eras at the level of perturbations in [25]. We will make use of this

formalism to study interactions during preheating in a general manner. This way of

developing theories at the energy scale of interest, without knowing the high energy

theory that gives rise to them, but knowing only the symmetries to be obeyed at the

level of interest, is referred to as a bottom up construction.
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Chapter 2

BRST Quantization of Cosmological

Perturbations

2.1 Introduction

In order to explain the properties of the primordial fluctuations, in many models of

the origin of structure one needs to quantize general relativity coupled to a scalar

field. Because the action is invariant under diffeomorphisms, the challenge one faces

is the quantization of a theory with local symmetries, very much like those in non-

Abelian gauge theories. Given the formal similarity between diffeomorphisms and the

latter we shall refer to all of them as “gauge theories."

The quantization of gauge theories is somewhat subtle, but becomes relatively

straight-forward if one is interested in tree-level calculations alone: One can either

fix the gauge and break the local symmetry, thus clearing the way, say, to canonical

quantization, or one can work with the essentially equivalent method of quantizing an

appropriate set of gauge-invariant variables, a procedure also known as reduced phase

space quantization. This is the way primordial spectra were originally calculated in

the free theory [19]. Although BRST quantization provides an elegant and powerful

method of quantization, it is not strictly necessary in those cases.
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Yet problems arise when one attempts to go beyond the free (linearized) theory.

Beyond the linear order, it becomes increasingly difficult to work with gauge-invariant

variables alone (see for instance [48, 49] for a Lagrangian treatment of second order

perturbation theory), and beyond tree-level one needs to take into account the inter-

actions of the ghosts associated with the gauge-fixing procedure. From a phenomeno-

logical point of view, loop calculations in cosmological perturbation theory may not

be important at this point, because observations are not sensitive enough to these

corrections (yet), but from a theoretical perspective they arguably are the distinct

feature of quantum gravity, in the same way as the anomalous magnetic moment of

the electron is regarded as one of the distinct quantum signatures of QED. Among

other reasons, this is why researchers have relatively recently begun to explore loop

corrections to primordial spectrum calculations [32, 50–59]. But due to the inherent

complexity of these calculations, the contribution from the ghosts has been mostly

ignored so far.

The most common method of quantizing a gauge theory is that of Faddeev and

Popov (and also DeWitt.) This method is inherently linked to the choice of gauge-

fixing “conditions." In the case of cosmological perturbations, these can be taken to

be four functions fµ of the inflaton and metric perturbations δϕ, δhµν that are not

invariant under the four independent diffeomorphisms with infinitesimal parameters

ξν . Once these conditions have been chosen, the action of the theory needs to be

supplemented with appropriate ghost terms,

Sghost =

∫
d4x d4y η̄µ(x)

δfµ(x)

δξν(y)
ην(y), (2.1)

which typically couple the fermionic Faddeev-Popov ghosts η̄µ and ην to the metric

and inflaton perturbations. The Faddeev-Popov method works well in renormalizable

gauge theories, provided that the gauge-fixing functionals are linear in the fields. But

if the gauge-fixing functionals are non-linear, or the theory is non-renormalizable, the

Lagrangian needs to be supplemented with terms that are not just quadratic in the

78



ghosts. Since these factors are absent in the Faddeev-Popov prescription (2.1), the

method fails.

A very general and powerful quantization method that avoids these problems,

and reduces to the one of Faddeev and Popov in appropriate cases, is that of Becchi,

Rouet, and Stora, and Tyutin (BRST) [60, 61]. The BRST method not only justifies

Faddeev and Popov, but also endows it with a geometric interpretation. In its Hamil-

tonian formulation, BRST quantization manifestly results in a unitary theory, and it

also manifestly preserves a global supersymmetry known as BRST symmetry, even

after gauge-fixing. This quantization method has been successfully applied in many

different contexts, ranging from electrodynamics to string theory, and is arguably the

best way to quantize a theory with local symmetries.

There are many important reasons for pursuing BRST quantization in the context

of cosmological perturbations. As we already mentioned, the method of Faddeev and

Popov fails when applied to gravity. In addition, BRST quantization provides us

with an enormous freedom to choose gauge-fixing terms. While in field theories in

Minkowski spacetime the demand of Lorentz invariance and renormalizability severely

restricts the possible gauge-fixing choices, in cosmological perturbation theory the

smaller degree of symmetry allows for a much wider set of gauge conditions that have

remained essentially unexplored so far. Calculations in cosmological perturbation the-

ory are notoriously involved, and an eventual simplification of the propagators and

the structure of the ghost interactions facilitated by appropriate generalized gauge

choices may render loop calculations in the BRST method much more manageable.

The BRST global symmetry preserved even after gauge fixing may also place in-

teresting constraints on the structure of the theory that describes the cosmological

perturbations and its implications too (see [62] for a discussion in the context of the

antifield formalism.) On a related topic, we should also note that whereas typical

gauge choices in cosmological perturbation theory break locality, BRST quantiza-

tion allows for gauge-fixing conditions that manifestly preserve the latter. Locality
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(analyticity in the spatial momenta) was for instance an important ingredient in the

derivation of consistency relations between cosmological correlators derived in [63, 64].

In this article we study the BRST quantization of cosmological perturbations. We

mostly concentrate on the general formalism and illustrate many of the results in the

free theory. We approach the quantization from the Hamiltonian perspective, which

is manifestly unitary, and makes the role of boundary conditions more explicit. In a

cosmological background, the split into space and time required by the Hamiltonian

formulation does not conflict with any spacetime isometry, and thus does not pose

any immediate significant drawback. If it exists, the Lagrangian formulation can be

recovered from the Hamiltonian one by integration over the canonical momenta as

usual. For lack of space, however, we do not discuss the powerful Lagrangian antifield

formalism of Batalin and Vilkovisky, which we hope to explore in future work.

We have tried to make the article relatively self-contained, which is why we quote

main results in BRST quantization, at the expense of making the manuscript longer

than strictly necessary. Our presentation mostly follows the excellent monograph by

Henneaux and Teiltelboim [65], which the reader may want to consult for further

background and details. To our knowledge, our work is the first to focus on the

Hamiltonian BRST quantization of cosmological perturbations, although Barvinsky

has discussed the BRST formalism in the context of a cosmological density matrix

[66], and Binosi and Quadri have used the antifield formalism to reproduce some of the

consistency relations satisfied by cosmological correlators [62]. Other authors have

analyzed somewhat related issues, mostly within the path integral quantization of

cosmological perturbations [67, 68], or within the loop quantum cosmology program

[69]. The Hamiltonian of cosmological perturbations was calculated to quadratic

order in reduced phase space in [70], and to cubic order only in spatially flat gauge

[71, 72], due to the above-mentioned complexity of the gauge-invariant formalism at

higher orders. An intriguing approach that aims at formulating the Hamiltonian of

the theory directly in terms of gauge-invariant variables (to all orders) is discussed in
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[73, 74]. The latter introduces a pressureless fluid parameterized by four spacetime

scalars, which are used to define gauge-invariant observables and a gauge-invariant

Hamiltonian by deparameterization. Such approach is in many ways complementary

to the one of the BRST formalism, which is built around gauge-variant fields, and

ultimately relies on a choice of gauge. Both share the property that a pair of additional

fields is introduced for each of the four constraints of the theory, but whereas BRST-

invariance guarantees that the ghosts do not change the gauge-invariant content of

the theory, the dust fields of [73, 74] do seem to ultimately survive as additional

degrees of freedom in the system.

2.2 Action

Our main goal is the quantization of cosmological perturbations in a spatially flat

universe dominated by a canonical scalar field. This is for instance what is needed

to calculate primordial perturbation spectra in conventional inflationary models, al-

though our results do not really depend on any particular scalar field background, as

long as the latter is homogeneous and time-dependent.

We begin with the action of general relativity minimally coupled to a scalar field ϕ

in Hamiltonian form. As is well known, the Hamiltonian action takes its most natural

form in the ADM formulation [29], in which the metric components are written as

ds2 = −(λN)2dt2 + hij(dx
i + λidt)(dxj + λjdt), (2.2)

where λN is the lapse function and λi the shift vector. With this choice of variables

the action of the theory becomes

S =

∫
dt

∫
d3x

(
πij ḣij + πϕ ϕ̇

)
−H, (2.3)
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where the Hamiltonian H is linear in λN and λi,

H =

∫
d3x

[
λN GN + λiGi

]
, (2.4)

with coefficients given by

GN ≡
2

M2

1√
h

(
πijπ

ij − π2

2

)
− M2

2

√
hR(3) +

π2
ϕ

2
√
h

+

√
h

2
hij∂iϕ∂jϕ+

√
hV (ϕ),

(2.5a)

Gi ≡ −2
√
h∇j

(
πi
j

√
h

)
+ πϕ∂iϕ. (2.5b)

To arrive at these expressions we have discarded a surface term at the spatial bound-

ary. Indices are raised and lowered with the spatial metric hij, and M is the reduced

Planck mass.

Because the action does not contain derivatives of the lapse function λN and shift

vector λi, their conjugate momenta vanish, bN ≡ 0, bi ≡ 0. In Dirac’s analysis,

these would be interpreted as primary constraints. But in the end, this interpretation

mostly leads to unnecessary complications. In the Hamiltonian formulation it is much

simpler to think of λN and λi as Lagrange multipliers, and restrict phase space to the

appropriately constrained canonical pairs {(hij, πij), (ϕ, πϕ)}.

Variation of the action (2.3) with respect to the λN and λi yields the secondary

constraints GN = Gi = 0, which is why we loosely refer to GN and Gi as “the

constraints." These constraints define gauge transformations on phase space functions

F through their Poisson brackets, ∆aF ≡ {F,Ga}. In this way, the Gi generate spatial

diffeomorphisms. The constraint GN generates diffeomorphisms along the normal

to the equal-time hypersurfaces only after the equations of motion are imposed on

the Poisson bracket. For our purposes, what matters most is that the constraints

are first class, and that they define an open algebra with field-dependent structure

constants (the Dirac algebra.) In practice this means that their Poisson brackets are

82



just proportional to the constraints themselves [31],

{GN(~x), GN(~y)} =
∂δ(~y − ~x)

∂xi
hij(~x)Gj(~x)− ∂δ(~x− ~y)

∂yi
hij(~y)Gj(~y), (2.6a)

{GN(~x), Gi(~y)} =
∂δ(~x− ~y)

∂xi
GN(~y), (2.6b)

{Gi(~x), Gj(~y)} =
∂δ(~x− ~y)

∂xi
Gj(~x)− ∂δ(~y − ~x)

∂yj
Gi(~y), (2.6c)

with coefficients that, in the case of equation (2.6a), depend on the inverse spatial

metric hij. Because of this dependence, the commutator of two gauge transformations

is another gauge transformation only after the constraints are imposed on the result.

In that sense, the algebra of the constraints only closes on-shell, which is why one

refers to it as an open algebra. For simplicity, we shall nevertheless refer to the

constraints as the generators of diffeomorphisms. The Hamiltonian (2.4) itself is thus

a linear combination of the four secondary constraints, and vanishes identically on

shell. Because its Poisson brackets with the secondary constraints vanish weakly,1

no further constraints appear in the theory. Whereas in the Hamiltonian formalism

the algebra of constraints is open, in the Lagrangian formalism the generators of

diffeomorphisms along the four spacetime coordinates define a closed algebra: The

commutator of two diffeomorphisms with infinitesimal parameters ξµ1 and ξµ2 is a

diffeomorphism with infinitesimal parameters ξν1∂νξ
µ
2 − ξν2∂νξ

µ
1 .

2.2.1 Perturbations

We are actually interested in quantizing the perturbations around a cosmological

background. Therefore, we split the ADM variables into background plus perturba-
1A function of the canonical variables is said to vanish weakly, when it vanishes after the appli-

cation of the constraints.
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tions,

ϕ = ϕ̄(t) + δϕ, πϕ = π̄ϕ + δπϕ, (2.7a)

hij = h̄ij + δhij, πij = π̄ij + δπij, (2.7b)

λN = λ̄N + δλN , (2.7c)

λi = λ̄i + δλi, (2.7d)

where the background quantities are

λ̄N = a, λ̄i = 0, h̄ij = a2δij, π̄ij = −M2H δij, π̄ϕ = a2 ˙̄ϕ, (2.8)

and a is the scale factor. Note that our choice of background lapse function, λ̄N ≡ a,

implies that the time coordinate t is actually conformal time, rather than the conven-

tional cosmic time. In addition, our definition of the metric perturbations δhij does

not separate a factor of a2 from the perturbations. A dot denotes a derivative with

respect to coordinate time (conformal time), and H = ȧ/a stands for the comoving

Hubble scale. The background quantities obey the equations of motion

¨̄ϕ+ 2H ˙̄ϕ+ a2V̄,ϕ = 0, (2.9a)

2Ḣ +H2 +
1

M2

(
˙̄ϕ2

2
− a2V̄

)
= 0, (2.9b)

as well as the single constraint

H2 − 1

3M2

(
˙̄ϕ2

2
+ a2V̄

)
= 0. (2.9c)

We shall often use these relations to simplify some of the resulting expressions through-

out this work.

To simplify the notation, a transition to DeWitt notation proves to be advanta-
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geous. In this notation equations (2.7) become

qi ≡ q̄i + δqi, pi ≡ p̄i + δpi, λa ≡ λ̄a + δλa, (2.10)

where the qi stand for the canonical variables hij(~x) and ϕ(~x), the pi for their conju-

gate momenta, and the λa for the Lagrange multipliers λN(~x) and λi(~x). In particular,

in DeWitt notation indices like i and a stand both for field indices and spatial coor-

dinates.

To obtain the action for the perturbations we simply substitute the expansion (2.7)

into the action (2.3). The Hamiltonian action for the perturbations then becomes

δS =

∫
dt
[
δpiδq̇

i − δH
]
, (2.11)

in which the Hamiltonian for the perturbations is obtained from the original one by

removing linear terms in the canonical perturbation variables. In the case at hand,

the Hamiltonian of the full theory is just a linear combination of the constraints, so

the Hamiltonian of the perturbations becomes

δH = − ˙̄qiδpi + ˙̄piδq
i + (λ̄a + δλa)Ga(p̄i + δpi, q̄

i + δqi). (2.12)

The first two terms in the Hamiltonian (2.12) are just the result of a time-dependent

canonical transformation applied to a vanishing Hamiltonian. Of course, although

we have changed variables, the original constraints are still satisfied. In particular,

variation with respect to δλa yields again

δGa(δpi, δq
i, t) ≡ Ga(p̄i + δpi, q̄

i + δqi) = 0. (2.13)

Our notation aims to emphasize that the δGa are functions of the perturbations and

time. They have the same value as the constraints Ga, but their functional forms

differ.
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Enforcing the constraints in equation (2.12) returns a Hamiltonian linear in the

perturbation variables that is not particularly useful for cosmological perturbation

theory calculations. Instead, it shall prove to be more useful to separate only the

contribution of the Lagrange multipliers δλa to the Hamiltonian. We thus write

δH = δHD + δλaδGa, (2.14)

where the “first-class Hamiltonian" is

δHD = − ˙̄qiδpi + ˙̄piδq
i + λ̄aδGa. (2.15)

Note that because the background satisfies the equations of motion, the linear terms

in this expression cancel. As we show below, under the time evolution defined by

δHD the constraints are also preserved weakly, or, alternatively, the Hamiltonian

δHD is weakly gauge-invariant (hence its name.) The first-class Hamiltonian plays

an important role in the BRST theory.

The time derivative of any function of the perturbations δF follows from its Pois-

son brackets with the Hamiltonian,

dδF

dt
= {δF, δH}+

∂δF

∂t
. (2.16)

We include a partial derivative with respect to time to capture a possible explicit time

dependence of δF , say, due to its dependence on background quantities. Nevertheless,

if δF is of the form δF (δqi, δpi) = F (q̄i + δqi, p̄i + δp̄i), its time evolution obeys

dδF

dt
= {F,H}, (2.17)

with the understanding that after calculation of the Poisson bracket on the right hand

side in the original unperturbed variables, the substitution (2.10) is supposed to be

made. The perturbation Hamiltonian (2.12) weakly equals − ˙̄qiδpi + ˙̄piδq
i, which
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is generically not weakly conserved. On the other hand, the original Hamiltonian

H, understood as function of the perturbations does remain constant. In fact, it

identically vanishes.

Analysis of the Constraints

Variation of the action with respect to the perturbed Lagrange multipliers yields

equations (2.13). These are simply the original constraints expressed in terms of the

perturbations. Because the transition to the perturbations is a canonical transfor-

mation, the Poisson brackets of any phase space function is preserved under such a

change of variables. In particular, it follows that

{δqi, δGa} = {qi, Ga}, {δpi, δGa} = {pi, Ga}, (2.18)

where, again, on the expressions on the right hand sides qi and pi are to be expanded

as in equations (2.10) after calculation of the bracket. Therefore, the constraints act

on the perturbations as they did on the original variables. Since, as we mentioned,

the constraints Ga generate diffeomorphisms when they act on pi and qi, so do the

δGa when they act on δpi and δqi. It also follows immediately that {δGa, δGb} =

{Ga, Gb}(p̄i + δpi, q̄
i + δqi). Because the Poisson bracket {Ga, Gb} is linear in the

constraints, and because of equation (2.13), the algebra of perturbed constraints

remains the same. In particular, the set of constraints δGa = 0 is first class. In

DeWitt notation we write the algebra of constraints as

{δGa, δGb} = Cab
cδGc, (2.19)

and call the field-dependent coefficients Cabc the “structure constants" of the theory.

But a bit of care must be taken because the constraints δGa now depend explicitly

on time, so the Poisson brackets alone do not fully determine their time evolution.
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Nevertheless, using equation (2.17) we find

dδGa

dt
= (λ̄b + δλb){δGa, δGb}, (2.20)

which indeed vanishes weakly because of equation (2.19). As a result, no equation in

the theory fixes the value of the Lagrange multipliers δλa, which remain undetermined

by the equations of motion, as in the background-independent theory.

Gauge Symmetry

By definition, in the Hamiltonian formulation the gauge transformations generated

by the constraints act only on the canonical variables δqi and δpi. They capture the

redundancy in the description of the state of the system at any particular time. It is

also interesting to elucidate to what extent the first-order action (2.11) is symmetric

under diffeomorphisms, and how the latter act on the Lagrange multipliers. By direct

substitution, the reader can check that, indeed, the transformations

∆δqi = ξa{δqi, δGa}, (2.21a)

∆δpi = ξa{δpi, δGa}, (2.21b)

∆δλa = ξ̇a + ξb(λ̄c + δλc)Cbc
a, (2.21c)

leave the Hamiltonian action for the perturbations invariant for arbitrary ξa(t), pro-

vided that the latter vanish at the time boundary. The structure of the transformation

laws (2.21) follows from the properties of the constraints and the first-class Hamilto-

nian δHD. Indeed, using equations (2.14) and (2.20) we find

{δGa, δHD}+
∂δGa

∂t
= λ̄bCab

cδGc. (2.22)

The term ξbλ̄cCbc
a in equation (2.21c) is what one expects in a theory in which the

first-class Hamiltonian satisfies equation (2.22), whereas the term ξbδλcCbc
a is what
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one should have in a gauge theory with structure constants Cabc.

2.3 BRST Symmetry

In the classical theory, the existence of local symmetries leads to equations of motion

that do not admit unique solutions with the prescribed boundary conditions, because

the Lagrange multipliers remain arbitrary. There are mainly two ways of dealing with

such ambiguities: One can either work with gauge-invariant variables alone, as in the

reduced phase space method, or one can simply fix the gauge. Working with gauge-

invariant variables becomes increasingly complex and cumbersome at higher orders

in perturbation theory, so we choose here the much simpler alternative of fixing the

gauge. One of the key aspects of gauge theories is that, even after gauge fixing,

they retain a global symmetry known as BRST symmetry, so named after Becchi,

Rouet, Stora, and Tyutin [60, 61]. We introduce this symmetry next, mostly by

following the presentation of [65]. An alternative way to reach some of the results here

consists of identifying the BRST symmetry directly in the background-independent

theory, and then making a transition to the theory of the perturbations by canonical

transformation.

2.3.1 Ghosts and Antighosts

To bring the BRST symmetry to light, we introduce for each constraint δGa = 0 a

real Grassmann variable δηa known as the “ghost", and its purely imaginary conju-

gate momentum δPa. The ghosts δηa carry ghost number one, and their conjugate

momenta carry ghost number minus one. These variables commute with all bosonic

fields and anticommute with all fermionic fields.2 In particular, ghosts and their
2The previous statements imply for instance that a term δη̇aδPa in the first-order ghost action

is real and has ghost number zero.
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momenta obey the Poisson bracket relations

{δPa, δηb} ≡ −δab. (2.23)

From now on, the brackets {·, ·} refer to the graded bracket of any two functions

defined on the extended phase space spanned by the canonical pairs (δpi, δq
i) and

(δPa, δηa). We summarize the properties of the graded bracket in Appendix 2.8.

We could also think of these ghosts as perturbations around a background with

vanishing ghosts. The transformation properties of the former under the isometries

of the background are those expected from their indices. Namely, δηN and δηi re-

spectively transform as scalars under translations, and as a scalar and a three-vector

under rotations.

For some purposes, it shall prove to be convenient to introduce yet another set of

ghosts associated with the primary constraints δbN ≡ δbi ≡ 0 that we opted to bypass

for simplicity earlier on. We shall denote these (Grassmann) ghosts by δCa, and their

conjugate momenta by δρa. The δCa are real and carry ghost number minus one;

they are thus known as “antighosts." Their conjugate momenta are purely imaginary

and carry ghost number one. These variables accordingly obey the Poisson bracket

relations

{δρa, δCb} = −δab. (2.24)

In the work of Faddeev, the ghosts were simply introduced to represent the

Faddeev-Popov determinant det{fa, δGb} as a quadratic functional integral in phase

space [75]. Such a determinant renders the expectation value of an observable inde-

pendent of the gauge-fixing conditions fa = 0, so in this approach the ghosts were

simply regarded as a necessary by-product of any gauge-fixing procedure. But the

ghosts δηa and their conjugates δPa also have a geometrical interpretation that only

emerged after the discovery of the BRST symmetry. In the BRST formalism one

identifies the observables of the gauge theory with the cohomology of an appropri-
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ately defined BRST differential. In a gauge theory, the observables consist of those

functions defined on the constraint surface δGa = 0 that remain invariant under the

transformations generated by the constraints. On one hand, in order to identify func-

tions on the constraint surface with the cohomology of a differential operator, one

needs to introduce as many Grassmann variables δPa as there are conditions defining

the constraint surface. On the other hand, in order to identify the cohomology of a

differential operator with those functions invariant under the constraints, one needs to

introduce as many differential forms δηa as there are gauge generators. These forms

can be thought of as the duals to the tangent vector fields defined by the generators,

and, along with their exterior product, they define a Grassmann algebra. In a theory

with first-class constraints the functions that define the constraint surface are the

same as the gauge generators, which allows one to identify the δPa as the canonical

conjugates of the δηa.

2.3.2 BRST Transformations

The main idea behind BRST quantization is the replacement of the local symmetry

under gauge transformations by a nilpotent global symmetry generated by what is

known as the BRST charge. This BRST charge is defined to be a real, Grassmann-

odd, ghost number one and nilpotent function in the extended phase space introduced

above. For many purposes, it is convenient to expand this BRST charge in the

antighost number p, that is, in powers of the fields δPa,

δΩ = δηaδGa −
1

2
δηbδηcCcb

aδPa + δΩp≥2, (2.25)

where the structure constants Cabc are those of equation (2.6), and δΩp≥2 is of

antighost number p ≥ 2. The latter vanishes for closed algebras, and can be otherwise

determined recursively by demanding that the BRST charge be of ghost number one

91



and obey the nilpotence condition

{δΩ, δΩ} = 0. (2.26)

The BRST charge δΩ captures the gauge symmetries of a theory, and not the variables

we choose to describe it. In particular, we could have arrived at equation (2.25) by

identifying the gauge symmetries and their algebra in the background-independent

theory, and then performing a canonical transformation to the perturbations around

our cosmological background. Such a procedure manifestly underscores that δΩ has

the structure

δΩ(δpi, δq
i; δPa, δηa) = Ω(p̄i + δpi, q̄

i + δqi; δPa, δηa), (2.27)

where Ω is the BRST charge of the background-independent theory. As we show

below, this structure guarantees that the BRST action for the perturbations remains

BRST-symmetric.

The BRST charge defines a transformation s on any function of the extended

phase space through its graded bracket,

s δF = {δF, δΩ}. (2.28)

Its action on the canonical variables contains a gauge transformation with the ghosts

as gauge parameters, plus terms of antighost number p ≥ 1 (denoted by dots),

s δqi = δηa{δqi, δGa}+ · · · , s δpi = δηa{δpi, δGa}+ · · · , (2.29a)

s ηa =
1

2
δηbδηcCcb

a + · · · , s δPa = −δGa + · · · . (2.29b)

These BRST transformations are nilpotent, s2 = 0, because of equations (2.26) and

(2.116). If under translations and rotations the ghosts transform as indicated by their
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indices, we expect the BRST charge to be a scalar.

In a gauge theory, the observables consist of the set of all gauge-invariant func-

tions on the constraint surface. One of the fundamental results in BRST theory is

that this set is in one-to-one correspondence with the cohomology of the BRST op-

erator s at ghost number zero. The cohomology consists of all those functions in the

extended phase space of ghost number zero that are BRST-closed (sδO = 0) modulo

those functions that are BRST-exact (δO = sδQ.) If a member of the zero ghost

cohomology δOBRS satisfies

(δOBRS)|p=0 = δO, (2.30)

where δO = δO(pi, q
i) is an observable, and |p=0 is the restriction to those terms of

antighost number zero, one speaks of δOBRS as a “BRST-invariant extension" of the

observable δO. In theories with Abelian constraints, such as the linearized theory

of cosmological perturbations, gauge-invariant operators are automatically BRST-

invariant, and one can construct further BRST-invariant extensions by multiplication

with a BRST-invariant extension of the identity operator (see below.) In theories

with a non-minimal sector, the BRST charge is

δΩnm = δΩ− iδρaδba, (2.31)

where δΩ is the same as in equation (2.25). The extra contribution can be thought to

originate from the additional constraints δba = 0 that appear when one regards the

Lagrange multipliers as phase space variables. The only difference is that we think of

the δρa as canonical momenta, rather than configuration variables.

2.3.3 Time Evolution

Because of the explicit time dependence, neither δH nor δHD in equation (2.14) are

gauge-invariant, so we cannot define their BRST-invariant extensions in the previous

sense. Instead, we define a “BRST extension" of the Hamiltonian to be any function
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δHBRS of ghost number zero that generates a time evolution under which the BRST

charge is conserved, and whose zero antighost component agrees with the first-class

Hamiltonian,

{δΩ, δHBRS}+
∂δΩ

∂t
= 0, (2.32a)

(δHBRS)p=0 = δHD. (2.32b)

Because the BRST transformation is nilpotent, the BRST extension of the Hamilto-

nian is not unique. Indeed, if δHBRS satisfies equation (2.32a), so does

δHK ≡ δHBRS + {δK, δΩ} (2.33)

for any Grassmann-odd extended phase space function δK of ghost number minus

one. In addition, up to terms proportional to the constraints, the p = 0 terms of both

δHK and δHBRS agree.

The function δK is known as the gauge-fixing fermion, and the Hamiltonian (2.33)

as the gauge-fixed Hamiltonian. This gauge-fixed Hamiltonian determines the time

evolution of any function δF in the extended phase space though its Poisson bracket

as usual,
dδF

dt
= {δF, δHK}+

∂δF

∂t
, (2.34)

By definition, under such evolution the BRST charge is conserved. The conservation

of δΩ in the theory of the perturbations essentially follows from the conservation of

the background-independent Ω under a time evolution generated by an identically

vanishing Hamiltonian.

2.3.4 BRST symmetry

Because of the explicit time dependence, the gauge-fixed Hamiltonian δHK is not

BRST-invariant. Nevertheless, by definition, the transformation induced by δΩ is
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a global symmetry, in the sense of the conservation law (2.32a). In fact, the BRST

equations of motion in the minimal sector can be derived from the variational principle

δSK =

∫
dt
[
δq̇iδpi + δη̇aδPa − δHK

]
. (2.35)

By direct substitution, one can check that, up to boundary terms, this action is

invariant under the infinitesimal BRST transformation ∆θF ≡ {F, θδΩ}, where θ is

a constant Grassmann-odd parameter. Note that the variables δλa do not appear

in the action (2.35). They show up in the non-minimal sector of the theory, whose

dynamics is generated by the action

δSnm
K =

∫
dt
[
δq̇iδpi + δη̇aδPa + δλ̇aδba + δĊaδρ

a − δHK

]
. (2.36)

In this case, the variables δλa and their conjugate momenta δba belong to the phase

space of the theory. The BRST Hamiltonian still is that of equation (2.33), although

the BRST charge that determines the contribution of the gauge-fixing fermion is that

of the non-minimal sector (2.31).

2.3.5 Gauge Fixing

The time evolution equations (2.34) contain no arbitrary functions, and thus define a

unique trajectory in phase space for appropriately specified initial conditions. In that

sense, we can think of the action (2.35) as a gauge-fixed action, with a gauge-fixing

condition that is associated with the choice of δK.

It is important to realize that, the choice of δK is completely arbitrary, up to

Grassmann parity and ghost number. There is hence a huge amount of freedom to

gauge fix the theory. In field theories in Minkowski spacetime, manifest relativis-

tic invariance and renormalizability severely restrict the choice of the gauge fixing

fermion, but in a gravitational theory in a time-dependent cosmological background

the set of possible δK is much larger, even if one insists on manifest invariance under
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translations and rotations.

At this point we shall mostly focus on the simplest gauge fixing fermions, namely,

those linear in the fields of ghost number minus one,

δK = χa δPa + iσa δCa. (2.37)

The coefficients χa and σa are assumed to be arbitrary functions of the bosonic fields

of the theory, that is, the original canonical pairs, the Lagrange multipliers and their

conjugate momenta in the non-minimal sector. With this choice, by repeated use of

the identities (2.114) and (2.115), we arrive at

∆δH ≡ {δK, δΩ} = −χaδGa − σaδba

+ δηχ
aδPa + χaδηbCba

cδPc − iδρχbδPb + iδησ
aδCa + δρσ

aδCa

− 1

2
{Ccba, χd}δηbδηcδPaδPd −

i

2
δCa{σa, Ccbd}δηbδηcδPd

+ {χaδPa, δΩp≥2} − i{σa, δΩp≥2}δCa. (2.38)

where δηχ and δρσ respectively are the changes of χ and σ under gauge transforma-

tions with parameters δηa and δρa, δηχ ≡ δηa{δGa, χ} and δρσ ≡ δρa{δba, σ}.

It is illustrative to check how this formalism reproduces the well-known Faddeev-

Popov action in the case of canonical gauge conditions. Setting χa = −δλa and σa =

−fa(δpi, δqi)/ε in equation (2.38), and changing variables δba → εδba, δCa → εδCa

in the gauge-fixed action (2.36) returns, in the limit ε→ 0,

δSFP =

∫
dt
[
δq̇iδpi + δη̇aδPa − δHD − δλaδGa − δbafa + iδηf

aδCa

+iδρaδPa+δλaδηbCbacδPc−
i

2
δCa{fa, Ccbd}δηbδηcδPd+δλa{δPa, δΩp≥2}+i{fa, δΩp≥2}δCa

]
.

(2.39)

Because the conjugate momenta δba appear linearly in this action, integration over
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these variables produces a delta function δ(fa) that enforces the canonical gauge-

fixing conditions fa = 0. Hence, the first line of equation (2.39) is nothing but

the gauge-fixed Faddeev-Popov action, which includes the original Hamiltonian, the

gauge-fixing term and the corresponding ghost contribution iδηb{δGb, f
a}δCa. Simi-

larly, integration over the (imaginary) variable δρa enforces the conditions δPa = 0,

which eliminates all the remaining terms on the second line of the equation, since they

are all of antighost number p ≥ 1. In that sense, the imposition of canonical gauge

conditions is just a special case of gauge fixing in the BRST formalism. Note, how-

ever, that because we are dealing with an open algebra, equation (2.38) implies that

the gauge-fixed Hamiltonian will generically contain cubic and higher order terms in

the ghosts that do not appear in the Faddeev-Popov formalism in generalized gauges.

Equation (2.38) also enables us to finally determine a BRST-invariant extension

of the first-class Hamiltonian δHD. Under the assumption that the BRST charge has

the structure (2.27), it is easy to check that δHBRS ≡ − ˙̄qiδpi + ˙̄piδq
i satisfies equation

(2.32). In the background-independent formulation of the theory, this is just the

statement that an identically vanishing Hamiltonian is BRST-invariant. Adding to

the latter the BRST-exact expression obtained by setting χa = −λ̄a and σa ≡ 0 in

equation (2.38) we arrive at

δHBRS ≡ − ˙̄qiδpi + ˙̄piδq
i − λ̄a{δPa, δΩ} = δHD − λ̄bδηcCcbaδPa − λ̄a{δPa, δΩp≥2},

(2.40)

which carries ghost number zero and satisfies the two properties (2.32). The Hamilto-

nian (2.40) shall be the starting point of our perturbative calculations. Similarly, we

can construct a BRST-invariant extension of the identity operator from any gauge-

fixing fermion δJ by the prescription

1J = exp (i{δJ, δΩ}) . (2.41)

This extension shall prove to be useful in defining BRST-invariant extensions of gauge-
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invariant operators.

2.4 Quantization

In Dirac’s approach to the quantization of gauge theories in the Schrödinger repre-

sentation, the Hilbert space consists of wave functionals of the configuration variables

δqi. The constraints are imposed on the physical states of the theory, δĜa|ψphys〉 = 0,

and the time evolution operator is taken to be

ÛD(t; t0) = T exp

[
−i
∫ t

t0

δHD(δq̂i(t0), δp̂i(t0), t̃ ) dt̃

]
, (2.42)

where T is the time-ordering operator, and we have assumed that the Hamiltonian is

of the form (2.14). We shall not pursue Dirac quantization in the Fock representation

here, which proceeds by enforcing only half of the constraints on the physical states.

BRST quantization in the Schrödinger representation follows basically the same

steps as Dirac quantization, basically by replacing gauge-invariance by BRST-invariance:

1. The real even variables in phase space are replaced by bosonic hermitian field

operators, and the real odd variables are replaced by real fermionic operators.

The field operators δq̂i, δp̂i, δη̂a and δĈa are hermitian, while the fermionic

fields δP̂a and δρ̂a in the non-minimal sector are anti-hermitian.

2. The graded Poisson brackets of the canonical variables are replaced by the

graded commutators of the corresponding operators,

[q̂i, p̂j] ≡ iδij, [δη̂a, δP̂b] ≡ −iδab. (2.43)

3. Physical states |Ψ〉 belong to the cohomology of δΩ̂ at ghost number zero,

|Ψ〉 ∈

(
Ker δΩ̂

Im δΩ̂

)
0

. (2.44)
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4. The gauge-fixed Hamiltonian δHK generates time evolution,

i
dδF̂

dt
= [δF̂ , δĤK ] + i

∂δF̂

∂t
. (2.45)

Hence, the Heisenberg representation fields at time t can be recovered from the time-

evolution operator as usual,

δF̂ (t) = Û †K(t, t0)δF̂ (t0)ÛK(t, t0), (2.46)

ÛK(t, t0) ≡ T exp

(
−i
∫ t

t0

δĤK dt̃

)
. (2.47)

In this formulation time evolution is manifestly unitary. In the Schrödinger picture, it

is also manifestly insensitive to the gauge-fixing fermion δK̂, because the latter only

changes the physical state |Ψ〉 by vectors in the image of the BRST charge, which do

not affect the cohomology of δΩ̂. In the following we remove the hats on top of the

operators for simplicity.

2.4.1 Expectation Values

BRST Quantization

In cosmological perturbation theory, we are interested in the expectation values of

observables in appropriately chosen quantum states. A convenient basis is furnished

by the BRST-invariant states of ghost number zero

|δqiBRS〉 = |δqi, δηa = 0, δba = 0, δCa = 0〉, (2.48)

where the labels indicate the eigenvalues of the corresponding operators. An impor-

tant theorem in BRST theory3 states that if δOBRS is a BRST-invariant extension

of a given observable δO, its matrix elements between BRST-invariant states of the
3See Section 14.5.5 in [65].
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form (2.48) return the projected kernel of δO, up to an irrelevant overall sign,

〈δqiBRS|δOBRS|δq̃jBRS〉 = δOP (δqi, δq̃j). (2.49)

The projected kernel δOP on the right hand side is a regularized version of the kernel

of δO projected onto the space of gauge-invariant states. As a consequence of this

projection, δOP satisfies the constraints, in the sense that

δGa(δq
i,−i∂/∂δqi)δOP (δqi, δq̃j) = δGa(δq̃

i,−i∂/∂δq̃i)δO∗P (δqi, δq̃j) = 0. (2.50)

In general, in order for the matrix element (2.49) to be well-defined, it is necessary

that the BRST-invariant extension δOBRS mix the minimal and non-minimal sectors.

With these definitions, the expectation value of a gauge-invariant operator δO(t)

becomes

〈Ψin|δO(t)|Ψin〉 =

∫
dδq dδq̃ ψ∗in(δq)µ(δq) δOP (t)(δq, δq̃)µ(δq̃)ψin(δq̃), (2.51a)

where the projected kernel of the operator equals, using equation (2.49),

δOP (t)(δq, δq̃) = 〈δqBRS|
[
U †D(t, t0)δO(t0)UD(t, t0)

]
BRS
|δq̃BRS〉. (2.51b)

In equation (2.51a), µ is a regularization functional needed to render the integrals

finite4. In simple cases in which the constraints are linear in the conjugate momenta

it is determined by a set of conditions fa(δq, δπ) = 0 through the relation

µ = det{fa, δGb}δ(f c). (2.51c)

In the absence of this regularization factor, the integral over the gauge-invariant

directions would diverge, since the projected kernel satisfies the constraints. We
4ibid., Section 13.3.4.
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illustrate this divergence with a concrete example in Section 2.5.4. Although the

constraints in general relativity are not linear in the momenta, we shall only need the

form of µ in the limit in which interactions are turned off, and the form (2.51c) does

apply.

The BRST extension of U †D(t, t0)δO(t0)UD(t, t0) in equation (2.51b) is pretty much

arbitrary, up to the requirement that it mix the minimal and non-minimal sectors. A

relatively natural choice would be U †K(t, t0)δO(t0)BRS UK(t, t0), for a δK that mixes

the minimal and non-minimal sectors. This is the choice typically made in approaches

in which one is interested in calculating in-out matrix elements of the time evolution

operator. But since we are interested in in-in matrix elements, in some instances this

prescription fails because the terms that mix sectors in U †K and UK cancel each other.

It is thus convenient to work instead with the slightly more general expression

[U †D(t, t0)δO(t0)UD(t, t0)]BRS = 1J(t0)U †K(t, t0)δOBRS(t0)UK(t, t0)1J(t0), (2.51d)

for appropriately chosen and unrelated gauge-fixing fermions δJ and δK. The for-

malism guarantees that the projected kernel is insensitive to the particular choice

of BRST extension. Although it is not necessary to include two copies of 1J in the

extension (2.51d), their inclusion renders it slightly more symmetric.

Dirac Quantization

Within the BRST formalism it is also possible to recover the matrix elements of the

Dirac time evolution operator (2.42) from those of the BRST-invariant operator in

equation (2.47). In those cases, it is not necessary to choose a gauge-fixing fermion

that mixes the minimal and non-minimal sectors, and one can indeed set δK = 0.

With a vanishing gauge-fixing fermion, the Hamiltonian of the theory reduces to

the first-class Hamiltonian δHD, plus the ghost terms needed to construct its BRST

extension. Since the first-class Hamiltonian δHD is that of the original theory with
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Lagrange multipliers δλa set to zero, the bosonic sector of the action is the one in

equation (2.3) for a metric of the form

ds2 = −N̄2dt2 + (h̄ij + δhij)dx
idxj. (2.52)

Up to the irrelevant factor N̄2 = a2, this is just the metric in synchronous coordinates,

or synchronous gauge.

But if one is interested in the unprojected kernel of the time evolution operator in

the Dirac method anyway, one can dispense of ghosts and BRST-invariance altogether,

and simply rely on the original representation of the operator in equation (2.42).

Quantization of cosmological perturbations following Dirac’s method thus amounts

to quantization of the theory with a metric of the form (2.52), with no ghosts in the

action. For that reason, we shall use “Dirac quantization" and “synchronous gauge

quantization" as synonyms, in spite of our previous remarks concerning synchronous

gauge in the BRST formalism. In particular, in synchronous gauge the expectation

value of a gauge-invariant operator reads

〈Ψin|δO(t)|Ψin〉 =

∫
dδq dδq̃ ψ∗in(δq)µ(δq)δO(t)(δq, δq̃)ψin(δq̃), (2.53a)

where the kernel of the operator δO(t) equals

δO(t)(δq, δq̃) = 〈δq|U †D(t, t0)δO(t0)UD(t, t0)|δq̃〉, (2.53b)

and the time evolution operator is that of equation (2.42). Note that it is only nec-

essary to insert a single regularization factor µ in the integrand of (2.53a), since it

contains the non-projected kernel of the operator δO. The factor of µ then regu-

larizes the scalar product between the gauge-invariant states |Ψin〉 and δO(t)|Ψin〉.

Clearly, one of the main advantages of Dirac (or synchronous gauge) quantization is

the absence of ghosts.
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2.5 Free Theory

Our discussion of gauge-invariance and BRST symmetry so far has been mostly ex-

act. Even though we have expanded the fields around a non-trivial cosmological

background, the expressions that we have derived apply to all orders in the pertur-

bations. In practice, however, such calculations do not occur. Instead, one typically

expands the action to a certain order in the perturbations, and carries out calculations

only to that order. In that case, all the expressions we have previously derived hold

only to the appropriate order in the perturbation expansion. As we shall see, such

perturbative calculations obscure the symmetries and simplicity of the underlying

theory even further.

We shall first illustrate such a calculation in the simplest case, that of linear

perturbation theory. This case is relevant because it provides the foundation upon

which perturbative calculations are built, and because it suffices to calculate the

primary observables of inflationary theory, namely, primordial power spectra. The

linear analysis can be easily generalized to arbitrary higher orders, at least formally,

although specific calculations become increasingly cumbersome as the perturbation

order increases.

2.5.1 Einstein-Hilbert Action

We begin by expanding the Einstein-Hilbert action in Hamiltonian form (2.11) to

quadratic order in the perturbations. The action therefore becomes

δS =

∫
dt
[
δpiδq̇

i − δ(2)H
]
, (2.54)

where δ(2)H is the Hamiltonian expanded to second order,

δ(2)H = − ˙̄qiδpi + ˙̄piδq
i + λ̄aδ(2)Ga + δλaδ(1)Ga, (2.55)
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and the δ(n)Ga are the constraints expanded to n-th order in the perturbations. Note

that the Hamiltonian somewhat simplifies because the background satisfies the clas-

sical equations of motion, so the linear terms in the perturbations cancel. Hence, if

δG(k) is the term of k-th order in δG, we can also write

δ(2)H = λ̄aδG(2)
a + δλaδG(1)

a ≡ δ(2)HD + δλaδG(1)
a , (2.56)

In order to find δG(2)
a and δG(1)

a , we simply expand expressions (2.5) to the desired

order. We begin with the terms linear in the perturbations,

δG
(1)
N = 2aHδπ +

˙̄ϕ

a
δπϕ +

M2

2a

(
∇2δh− ∂i∂jδhij

)
+
M2

a
Ḣδh+ a3V̄,ϕδϕ, (2.57a)

δG
(1)
i = −

[
2a2∂jδπi

j −M2H(2∂jδhi
j − ∂iδh)

]
+ a2 ˙̄ϕ∂iδϕ, (2.57b)

in which indices are raised and lowered with a Kronecker delta. To derive these

expressions, we have used the background equations of motion (2.9), and that the

relevant background quantities satisfy (2.8).

Because in our background the shift vector vanishes (λ̄i ≡ 0), in order to obtain

the quadratic Hamiltonian we only need to calculate δGN to second order. After a

somewhat long but straight-forward calculation we arrive at

δH
(2)
D =

∫
d3x

[
2a2

M2
δπijδπij −

a2

M2
δπ2 +

1

2a2
δπ2

ϕ− 2Hδπijδhij +Hδπδh−
˙̄ϕ

2a2
δπϕδh

− M2

8a2
δhij∇2δhij +

M2

8a2
δh∇2δh+

M2

4a2
δhij∂j∂kδh

k
i −

M2

4a2
δh∂j∂kδh

jk

+
a2

2
∂iδϕ∂

iδϕ+
M2

(
H2 − Ḣ/2

)
a2

δhijδh
ij +

a4

2
V̄,ϕϕδϕ

2 +
a2V̄,ϕ

2
δϕδh

]
. (2.58)
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2.5.2 Constraints

Variation of the action (2.54) with respect to δλa results in the linear constraints

δG
(1)
a = 0, or, in standard notation,

δG
(1)
N = δG

(1)
i = 0. (2.59)

The reader can readily check that the linear constraints (2.57) generate linear diffeo-

morphism when acting on the configuration variables. In particular, δG(1)
N generates

linear diffeomorphisms along the unit normal to the constant time hypersurfaces

nµ = (a−1,~0). But as opposed to that of the full theory, the algebra of the linearized

constraints (2.57) is Abelian. This follows for instance by expanding equation (2.19)

in powers of the perturbations, and noting that the background satisfies the zeroth

order constraints.

Because the full action for the perturbations (2.11) is invariant under the trans-

formations (2.21), the quadratic action (2.54) is invariant under a truncation of those

transformations to linear order,

∆δqi = {δqi, ξaδG(1)
a }, (2.60a)

∆δpi = {δpi, ξaδG(1)
a }, (2.60b)

∆δλa = ξ̇a + ξbλ̄cC̄bc
a. (2.60c)

Readers familiar with gauge transformations in the Hamiltonian formalism will rec-

ognize in equation (2.60c) the transformation properties of the Lagrange multipliers

under a set of Abelian first class constraints with a weakly gauge-invariant Hamilto-

nian.

It is in fact illustrative to see how the linear constraints (2.57) are preserved by

the time evolution. On the one hand, from the equations of motion in the linearized
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theory, their time derivatives are

dδG
(1)
a

dt
≡ {δG(1)

a , δ(2)H}+
∂δG

(1)
a

∂t
. (2.61)

On the other hand, in the theory to all order in the perturbations, the time derivatives

of the full constraints obey, from equations (2.19) and (2.20),

dGa

dt
≡ {δGa, δH}+

∂δGa

∂t
= (λ̄b + δλb)Cab

cδGc. (2.62)

Expanding the equation on the right hand side of (2.62) to first order in the pertur-

bations, and bearing in mind that δH(1) vanishes, we immediately get that

{δG(1)
a , δ(2)H}+

∂δG
(1)
a

∂t
= λ̄bC̄ab

cδG(1)
c . (2.63)

Therefore, the time derivatives of the linear constraints vanish weakly, and the Hamil-

tonian itself is not invariant under diffeomorphism, even on-shell. In the full theory,

the linearity of the Hamiltonian in the first class constraints is essentially responsible

for the preservation of the constraints under the time evolution. In the linear theory,

this simple structure is hidden and distorted by the expansion to second order in the

perturbations around a time-dependent background. Note that the coefficient λ̄bC̄abc

multiplying the constraints on the right hand side of (2.63) is precisely the coefficient

that appears in the transformation law (2.60c). This is what one expects in a theory

in which the Hamiltonian is weakly gauge-invariant.

2.5.3 Classical BRST Symmetry

The BRST charge of the linearized theory (in the non-minimal sector) is that of the

full theory, equation (2.31), expanded to second order in the perturbations,

δΩ(2) ≡ δηaδG(1)
a − iδρaδba. (2.64)
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Again, this is consistent with our observation that the constraints in the linear theory

are Abelian. In order to write down the BRST-invariant action in the free theory, we

need to find the BRST Hamiltonian. Expanding equation (2.40) to second order, we

readily arrive at

δ(2)HBRS ≡ δ(2)HD − λ̄aδηbC̄bacδPc, (2.65)

which indeed is BRST-invariant, in the sense that it obeys

{δΩ(2), δ(2)HBRS}+
∂δΩ(2)

∂t
= 0, (2.66)

as the reader can verify using equation (2.63). The BRST-invariant action of the

linearized theory in the non-minimal sector still has the form (2.36), but the gauge-

fixed Hamiltonian is that obtained from equation (2.65) and the usual relation

δ(2)HK = δ(2)HBRS + {δK, δΩ(2)}, (2.67)

where the gauge-fixing fermion δK is an arbitrary Grassmann-odd function of the

canonical variables of ghost number minus one. The gauge-fixed Hamiltonian still

satisfies equation (2.66), which guarantees that, up to total derivatives, the quadratic

action is invariant under the linear BRST transformations generated by δΩ(2). To

preserve the quadratic structure of the Hamiltonian, δK needs to be quadratic in the

perturbations too.

Comohology

In a theory with a gauge symmetry the algebra of observables consists of gauge

invariant functions of the canonical variables. As we mentioned earlier, this algebra

agrees with the set of BRST-invariant functions of ghost number zero. To see how

this works in practice, let us determine the cohomology of the linearized BRST charge

(2.64).
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We begin by calculating the action of δΩ(2) on the different fields in the non-

minimal sector of the theory,

s δλa = −iδρa, s δρa = 0, (2.68)

s δCa = iδba, s δba = 0. (2.69)

Since all the fields that are closed (sδF = 0) are exact (δF = sδG), the cohomology in

the non-minimal sector is trivial. Hence, observables can be assumed not to depend

on the variables of the non-minimal sector. In particular, they do not depend on the

Lagrange multipliers δλa ≡ {δλN , δλi}.

In the minimal sector, the action of the BRST charge amounts to a gauge trans-

formation with gauge parameters δηa. To study the cohomology, it proves to be useful

to move to a different field basis. First, we carry out a canonical transformation to

a set of fields that transform irreducibly, as described in Appendix 2.8. The latter

are classified according to their transformation properties under rotations as scalars,

vectors and tensors. In linear perturbation theory the three sectors decouple from

each other. In each sector, then, we perform another canonical transformation to a

basis of fields with particularly simple properties under gauge transformations.

Tensor Sector In the tensor sector this basis consists of the conjugate pairs

ζ±2 ≡
δh±2

a2
, Π±2 ≡ a2δπ±2. (2.70)

Because they are invariant under the linearized diffeomorphisms, and there is no

helicity two field of ghost number minus one, the helicity two fields are exact and

cannot be written as a BRST transformation of any other fields. They span the

observables of the tensor sector of the linear theory, and the BRST charge in this
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sector identically vanishes. The Hamiltonian (2.58) in the tensor sector reads

δH
(2)
D,t =

1

2

∑
σ=±2

∫
d3p

[
Πσ(~p)Πσ(−~p)

a2M2
− 8HΠσ(~p)ζσ(~p) + a2M2

(
~p 2 + 8H2 − 4Ḣ

)
ζσ(~p)ζσ(−~p)

]
.

(2.71)

There is no contribution from the tensor sector to the BRST-charge, δΩ(2)
t = 0.

Vector Sector In the vector sector the new field basis is

x±1 ≡ −δh±1

a2p
(~p), G±1 ≡ −p

[
a2δπ±1(~p)− 2M2Hδh±1(−~p)

]
. (2.72)

Among other properties, this basis is useful because the constraints in the vector

sector simply read G±1 = 0. The action of a BRST transformation on each of these

helicity one fields is

sG±1 = 0, s δP±1 = −G±1, (2.73a)

s δη±1 = 0, s x±1 = δη±1. (2.73b)

Hence, all BRST-closed fields are BRST-exact. Clearly, the BRST cohomology in the

vector sector is trivial and there are no observables in this sector. The Hamiltonian

is

δH
(2)
D,v =

∑
σ=±1

∫
d3p ĀσGσ(~p)Gσ(−~p) Ā±1 =

1

a2M2p2
, (2.74)

and the BRST charge in the vector sector reads

δΩ(2)
v =

∑
σ=±1

∫
d3p
[
δησ(~p)Gσ(~p)− iδρσ(~p)δbσ(~p)

]
. (2.75)

Since the Poisson bracket of the first-class Hamiltonian with the BRST charge van-

ishes, δH(2)
D,v is BRST-invariant.
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Scalar Sector The bosonic scalar sector is spanned by the three canonical pairs

(δhL, δπ
L), (δhT , δπ

T ) and (δϕ, δπϕ). A new choice of conjugate pairs that happens to

be particularly convenient is (ζ,Π), (xL, GL), (xN , GN), where the latter are defined

by

ζ ≡ δhL
a2

+
δhT
3a2
− H

˙̄ϕ
δϕ, (2.76a)

Π ≡ 6M2H2 − 2M2p2

H
δhL −

2M2p2

3H
δhT − 3a2 ˙̄ϕ δϕ+ a2δπL (2.76b)

xL ≡ −δhT
pa2

, (2.76c)

GL ≡ 2HM2p δhL +
8

3
HM2p δhT − a2 ˙̄ϕp δϕ+

a2

3
p δπL − a2p δπT , (2.76d)

xN ≡ a δϕ
˙̄ϕ
, (2.76e)

GN ≡ −
2M2

a

(
p2 − 3Ḣ

)
δhL −

2M2p2

3a
δhT + a3V̄,ϕδϕ+ aH δπL +

˙̄ϕ

a
δπϕ. (2.76f)

We quote the inverse relations that express the old variables in terms of the new

variables in equations (2.131).

The new variables GL and GN are nothing but the scalar components of the

original linearized constraints (2.57), which now simply read GL = GN = 0. The

variable ζ is the standard curvature perturbation in comoving slices, and setting

xL = xN = 0 amounts to working in comoving gauge. The variables ζ, Π, as well as

the constraints GL and GN are gauge-invariant. The configuration fields canonically

conjugate to the latter, xL and xN , then span the two independent gauge variant
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directions in field space. The action of a BRST transformation on these fields is

s ζ = 0, (2.77a)

sΠ = 0, (2.77b)

sGN = 0, sPN = −GN (2.77c)

sGL = 0, sPL = −GL, (2.77d)

s ηL = 0, s xL = δηL, (2.77e)

s ηN = 0, s xN = δηN . (2.77f)

Hence, the only BRST-closed fields in our set that are not BRST-exact are ζ and Π.

The latter are thus the only observables in the scalar sector of the linear theory. Note

that we did not have to invoke the zero ghost number condition to identify the space

of observables. To conclude, let us write down the contribution of the scalar sector

to the BRST charge in the new field basis,

δΩ(2)
s =

∑
σ=L,N

∫
d3p
[
δησ(~p)Gσ(~p)− iδρσ(~p)δbσ(~p)

]
, (2.78)

from which we could also have easily derived equations (2.77). In terms of the new

canonical fields, the Hamiltonian (2.58) in the scalar sector becomes

δH
(2)
D,s =

∫
d3p

[
H2

2a2 ˙̄ϕ2
Π2 +

p2a2 ˙̄ϕ2

2H2
ζ2 +

3

4M2p2a2
G2
L +

1

2 ˙̄ϕ2
G2
N

− p

H
ζ GL − Π

(
GL

2M2a2p
+
HGN

a ˙̄ϕ2

)
− p

a
xNGL

]
. (2.79)

In this form, the Poisson brackets of the Hamiltonian with the constraints can be

read off immediately. Because the former do not vanish, the Dirac Hamiltonian is not

BRST-invariant. Instead, from equations (2.78) and (2.79), or directly from (2.63)
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and (2.65), a BRST-invariant Hamiltonian is

δH
(2)
BRS,s = δH

(2)
D,s −

∫
d3p

p

a
δηNδPL. (2.80)

For simplicity, we have dropped the momentum labels of the different fields in the

previous integrals. The latter can be reintroduced by demanding that the corre-

sponding expression be a scalar under translations. Enforcing the constraints on the

scalar sector action by setting GL = GN = 0 yields the Hamiltonian action for the

gauge-invariant conjugate variables ζ and Π,

SGI[Π, ζ] =

∫
d3p

[
Π(~p)ζ̇(~p)− H2

2a2 ˙̄ϕ2
Π(~p)Π(−~p)− a2p2 ˙̄ϕ2

2H2
ζ(~p)ζ(−~p)

]
. (2.81)

This is the action one would use in the standard gauge-invariant (or reduced phase

space) approach, in which only a complete set of gauge-invariant variables is kept in

the theory. Replacing Π by the solution of its own equation of motion yields the well-

known Lagrangian action for the gauge-invariant variable ζ in the gauge-invariant

formalism [76]. For an alternative discussion of the reduced phase space in linearized

cosmological perturbation theory, see [70].

The transition to the new variables (2.76) considerably simplifies the structure

of the scalar Hamiltonian, which now is almost diagonal. The Hamiltonian (2.79)

does not depend on xL, and only depends on xN through the combination xNGL,

which manifestly shows that the constraints GL and GN are preserved by the time

evolution. It is in fact possible to fully diagonalize the Dirac Hamiltonian by an

appropriate canonical transformation. We discuss the diagonalization of the scalar

Hamiltonian in Appendix 2.8, where we show that it can be cast in the form

δH
(2)
D,s =

∫
d3p

[
H2

2a2 ˙̄ϕ2
Π2 +

p2a2 ˙̄ϕ2

2H2
ζ2 + ĀLG

2
L + ĀN G

2
N

]
, (2.82)

where ĀL and ĀN are the time-dependent coefficients quoted in equations (2.140).

112



The variable ζ is still the comoving curvature, but only when the constraints GL =

GN = 0 are satisfied.

2.5.4 Quantization: Vectors

The vector sector in the free theory offers a simple setting to illustrate the methods

behind Dirac and BRST quantization, and how they differ from other common ap-

proaches. It will also serve as a useful warm-up for the quantization of the scalar

sector. The Hamiltonian in the vector sector is given by equation (2.74), and the

BRST charge by equation (2.75). In this sector the constraints read G± = 0.

Dirac Quantization

As we mentioned above, Dirac quantization amounts to the quantization of the the-

ory in synchronous gauge. In the Dirac approach to the quantization of first class

constraints, the generator of the time evolution is the first-class Hamiltonian δHD in

equation (2.74). The constraints are then imposed on the physical states of the the-

ory by demanding G±1(t0)|Ψ〉 = 0. If we represent these states by wave functionals

in configuration space ψ[x+(~p), x−(~p)], this implies that the latter do not depend on

the fields x±1 ≡ x.

Observables are functions of gauge-invariant operators alone. The only such oper-

ators in the vector sector are the G±. Since the Hamiltonian of the theory commutes

with G±, the action of these operators on any physical state will hence vanish. But

one needs to be careful when evaluating expectation values of gauge-invariant oper-

ators that do not involve powers of G±(t), because the latter are naively ill-defined.

Consider for example the expectation of the (gauge-invariant) identity operator in

the vector sector for a physical state |Ψ〉 with wave function ψ, a.k.a. the norm,∫
dxψ∗[x]ψ[x]. If the state is physical, its wave function does not depend on x, and

the integral diverges. In order to avoid this problem, one needs to regularize the inner

product by inserting an appropriate regularization factor µ, as in equation (2.53a).
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The latter typically involves choosing a slice through the space of gauge-variant con-

figurations. In the present context µ can be chosen to simply be δ[x] ≡ δ[x+]δ[x−].

In that case the expectation value becomes

〈Ψ|1|Ψ〉 ≡
∫
dxψ∗[x]δ[x]ψ[x] = |ψ[0]|2, (2.83)

which equals one, as it should, if ψ is properly normalized.

BRST Method:

Things look quite different in BRST quantization. We already know that in this

sector the cohomology of fields is trivial, so there are no non-trivial observables in

the vector sector. Nevertheless, for illustration, let us proceed with the calculation of

expectation values outlined by equations (2.51). One begins by choosing a convenient

BRST-invariant extension of the observable at hand. For illustration we choose the

vector power spectrum,

δOBRS(t) = G+(t, ~p2)G+(t, ~p1), (2.84)

which already is BRST-invariant in the free theory. We choose next a BRST exten-

sion of the time-evolution operator. Since the Hamiltonian (2.74) is already BRST-

invariant, we simply set δK = 0 in equation (2.51d). If we had chosen for instance

δK = −δλaδGa, the contributions from the gauge-fixing fermion in U †K and UK would

have cancelled each other. Because the ensuing time-evolution operator commutes

with δOBRS(t0), the problem reduces to the calculation of the expectation value of

the operator (2.84) at t0.

It is now obvious that for BRST-invariant states of the form (2.48), such an

expectation value is ill-defined, because δOBRS(t) = δOBRS(t0) does not mix minimal

and non-minimal sectors, and the BRST-invariant states |x±BRS〉 ≡ |x±, δb± = 0, δη± =

0, δC± = 0〉 have an ill-defined norm. We thus select a non-zero δJ that mixes sectors,
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say,

δJ = −T
∑
σ=±1

∫
d3p δλσ(~p)δPσ(~p), (2.85a)

1J ≡ exp
(
i{δJ, δ(2)Ω}

)
= exp

[
T
∑
σ=±1

∫
d3p (iδλσGσ + δρσδPσ)

]
, (2.85b)

where T is an arbitrary constant with dimensions of time. With this choice, it is a

straight-forward exercise in Fourier transforms to show that

〈x̃±BRS|1J(t0)G+(t0, ~p2)G+(t0, ~p1)1J(t0)|x±BRS〉 = 0, (2.86)

regardless of the values of x̃± and x±. Along the same lines, the matrix element of

the BRST-invariant extension of the identity operator can be seen to equal

〈x̃±BRS|1J |x
±
BRS〉 =

∫
d(TGσ) δ[T Gσ] exp

(
i
∑
σ=±

∫
d3pGσ(~p)[x̃σ(~p)− xσ(~p)]

)
,

(2.87)

which is ill-defined for T = 0 (it equals 0×∞), but simplifies to one for T 6= 0. The

factor of T inside the integral measure is the contribution of the fermionic sector, and

the factor of T inside the delta function is that of the bosonic sector. Note that in

both equations (2.86) and (2.87) the matrix element does not depend on the values

of x̃± and x±, as expected from the projected kernel.

2.5.5 Quantization: Scalars

We proceed now to illustrate Dirac and BRST quantization in the scalar sector, in

which both methods are non-trivial. The fields in this sector consist of the gauge-

invariant ζ and its conjugate Π and the two gauge-variant variables (xL, xN) ≡ x with

the constraints (GL, GN) ≡ G as their conjugates.
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Dirac Quantization:

In the Dirac method, one quantizes the metric in synchronous coordinates. Although

synchronous gauge was the gauge initially chosen by Lifshitz in his seminal article on

cosmological perturbation theory [77], synchronous gauge has been widely criticized

most notably because the conditions δλN = δλi = 0 do not fix the gauge uniquely,

since it is still possible to perform non-trivial gauge transformations that preserve the

synchronous gauge conditions [19]. To see this, consider the transformation properties

of the linear perturbations under the linear gauge transformations (2.60),

∆δλN = a
(
ξ̇0 +Hξ0

)
, (2.88a)

∆δλi = ξ̇i − ∂iξ0, (2.88b)

∆δhij = a2
(
2Hξ0δij + ∂iξj + ∂jξi

)
, (2.88c)

∆δϕ = ξ0 ˙̄ϕ, (2.88d)

where we have set ξN = a ξ0 (as mentioned above, δGN generates diffeomorphisms

along the unit normal to the constant time hypersurfaces.) The most general gauge

transformation that preserves synchronous gauge therefore is

ξ0 =
A(~x)

a
, ξi = B(~x) + ∂iA

∫ t dt̃

a
, (2.89)

which in fact is non-trivial for any non-zero choices of the free functions A and B.

This residual gauge freedom implies that solutions to the equations of motion for

the perturbations in synchronous gauge are not unique, since ∆δhij in (2.88c) with

gauge parameters (2.89) is always a solution of the synchronous linear perturbation

equations. That is mostly why synchronous gauge has been essentially abandoned for

analytical studies of cosmological perturbations, although it still plays a prominent

role in numerical calculations.

Yet when we solve the equations of motion for the perturbations, we need to
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impose appropriate boundary conditions to single out a unique solution. When we

extremize the action, for instance, we are typically interested in boundary conditions

in which the perturbations at the endpoints are specified. Similarly, in an initial

value problem we prescribe the values of the fields and their time derivatives at some

initial time. Clearly, from equations (2.88), the only choice that does not alter such

boundary conditions is ξ0 = ξi = 0. In this context, the apparent gauge freedom of

synchronous gauge disappears, and does not pose any particular problem.

With this understanding in mind, let us hence consider the time evolution operator

UD for the perturbations (2.42). The main advantage of this approach is that there

are no ghosts to deal with, at any order. In addition, in synchronous gauge the action

is a local functional of the perturbations.

Let us calculate the expectation of a gauge-invariant operator δO(t) such as the

power spectrum of ζ in synchronous gauge. In this case, from equations (2.53) the

expectation value is

〈δO(t)〉 =

∫
dζ dxψ∗in[ζ, x] δ[x]〈ζ, x|U †D(t, t0)δO(t0)UD(t, t0)|Ψin〉, (2.90)

where the in-state satisfies the constraints GL(t0)|Ψin〉 = GN(t0)|Ψin〉 = 0, and we

have chosen f = x in the regularization factor µ = det{f,G}δ[f ]. Because δO(t0)

commutes with GL,N(t0) by gauge-invariance, both time evolution operators in equa-

tion (2.90) act on a zero eigenstate of the constraints, so we can set GL = GN = 0 in

the scalar Hamiltonian (2.79). The time evolution operator reduces then to that of

the gauge-invariant approach

U †D(t, t0)δO(t0)UD(t, t0)|Ψin〉 = U †GI(t, t0)δO(t0)UGI(t, t0)|Ψin〉, (2.91)

in which UGI is determined by the action of equation (2.81). Inserting equation (2.91)
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into equation (2.90) finally yields

〈δO(t)〉 =

∫
dζ dζ̃ ψ∗in[ζ] 〈ζ|U∗GI(t, t0)δO(t0)UGI(t, t0)|ζ̃〉ψin[ζ̃], (2.92)

where we have set ψin[ζ] ≡ ψin[ζ, x] (because of the constraints, the in-state wave

function is x-independent). Equation (2.92) is what one would write down in the

gauge-invariant formalism. Hence, from now on the calculation follows the standard

route, and expectation values of gauge-invariant operators in synchronous gauge au-

tomatically agree with those obtained in the gauge-invariant formalism.

One of the main disadvantages of synchronous gauge is that our scalar variables are

still coupled to each other, which renders the calculation of some of the propagators

in the scalar sector difficult. As we describe in Appendix 2.8, to decouple the scalar

variables we need to carry out a canonical transformation whose coefficients contain

time integrals, as opposed to local expressions in time. In the new variables, the

scalar sector Hamiltonian takes the form (2.82). In the new variables, the calculation

of the propagators in the scalar sector is straight-forward. Recall that in the in-in

formalism, there are four different types of propagators [50–58]. The four types can

be constructed from appropriately ordered expectation values of field bilinears, which,

from the structure of equations (2.53) with µ = δ[x] require the calculation of matrix

elements of the form

∫
dζ dζ̃ ψ∗in[ζ] 〈ζ, x = 0|zi(t2)zj(t1)|ζ̃ , G̃ = 0〉ψin[ζ̃], (2.93)

where the zi stand for any of the fields or conjugate momenta in the theory. Therefore,

quadratic matrix elements in the gauge-invariant sector spanned by ζ and Π are the

same as in the gauge-invariant method. Among the remaining bilinears, the only
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non-vanishing matrix elements are

〈Ψin|Gσ2
(t2, ~p2)xσ1(t1, ~p1)|Ψin〉 = −i δσ1σ2 δ(~p2 − ~p1), (2.94a)

〈Ψin|xσ1(t2, ~p2)xσ2(t1, ~p1)|Ψin〉 = 2i δσ1σ2δ(~p2 + ~p1)

∫ t1

t0

dt Āσ(t). (2.94b)

These results not only apply in the scalar sector, but also in the vector sector, where

the Hamiltonian already has the required diagonal structure (2.74). Although we

shall not do so here, for calculations beyond the free theory it may be more convenient

to use the inverse relations (2.131) to cast the propagators in terms of the original

variables δhij, δϕ, and their canonical conjugates. Once the latter are known, one

can study interactions between cosmological perturbations at any order without the

need of any additional field transformations.

Derivative Gauges

As we have emphasized earlier, BRST quantization allows for a much wider set of

gauge choices. To illustrate the flexibility of the BRST formalism, let us show how

to dramatically simplify the structure of the Hamiltonian (2.79) by an appropriate

choice of gauge-fixing fermion. First, since the gauge-fixed Hamiltonian should be

quadratic and of ghost number minus one, it has to be linear in δP and δC, as

in equation (2.37). Second, because we do not intend to calculate matrix elements

of the time-evolution operator between BRST-invariant states, it is not necessary

for the gauge-fixing fermion δK to couple minimal and non-minimal sectors. One

of the simplest choices that satisfies these conditions has σa = 0. Choices for which

σa 6= 0 can be used to enforce conventional canonical gauge conditions, as we described

earlier.

By choosing χ in equation (2.37) appropriately it is possible to remove terms in

the Hamiltonian proportional to the gauge-invariant fields G that are constrained to

vanish in the original formulation of the theory. The freedom to alter the evolution
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of the system in such a way just captures our expectation that only the dynamics of

the gauge-invariant pairs ζ and Π is physically relevant. In particular, picking

δK =

∫
d3p

[(
3GL

4M2p2a2
− p ζ

H
− Π

2M2a2p
− p xN

a

)
δPL +

(
GN

2 ˙̄ϕ2
− HΠ

a ˙̄ϕ2

)
δPN

]
(2.95)

we find that the gauge-fixed Hamiltonian in the scalar sector δ(2)H0,s + {δK, δ(2)Ωs}

becomes

δH
(2)
K =

1

2

∫
d3p

[
H2

a2 ˙̄ϕ2
Π2 +

a2p2 ˙̄ϕ2

H2
ζ2

]
. (2.96)

By a suitable choice of variables and gauge-fixing fermion we have thus diagonalized

the Hamiltonian. At first sight it may appear that we took a long detour to arrive

at the gauge-invariant formalism, but, in fact, the situation here is quite different,

because δλ(N,L), x(L,N), δη(L,N), δC(L,N) and their canonical conjugates remain part of

the phase space.

The Hamiltonian (2.96) does not depend quadratically on the momenta G or b, so

the theory does not admit a Lagrangian formulation: Integrating over these momenta

yields delta functionals δ[ẋ] and δ[δλ̇], rather than quadratic terms in the velocities.

In that sense, our choice of gauge-fixing fermion corresponds to a derivative gauge in

which we implicitly impose the on-shell conditions δλ̇a = 0 on the Lagrange multi-

pliers. This property is shared by many other gauge-fixing fermions. By appropriate

choices of χ and σ we could have obtained a theory with a Lagrangian formulation in

which the δλ̇a still vanish on-shell, at the expense of making the Hamiltonian slightly

less simple.

We would like to calculate the expectation value of a gauge-invariant operator

δO(t) along the lines of equations (2.51). Because the operator δO(t) is gauge-

invariant, in the free theory its BRST-invariant extension in equation (2.51d) can

be taken to be the operator itself, δOBRS(t0) = δO(t0). Then, since by gauge choice

the Hamiltonian (2.96) equals that in the gauge-invariant formulation, the matrix
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elements of the projected operator in equation (2.51b) factorize, thus becoming

〈δq|δOP (t)|δq̃〉 = 〈ζ|U †GI(t, t0)δO(t0)UGI(t, t0)|δζ̃〉

× 〈x, δη = 0, δb = 0, δC = 0|1J1J |x̃, δη̃ = 0, δb̃ = 0, δC̃ = 0〉. (2.97)

In order for the last matrix-element to be well-defined, 1J needs to couple the minimal

and non-minimal sectors. We choose the analog of the gauge-fixing fermion (2.85) in

the vector sector,

J = −T
∑
σ=N,L

∫
d3p δλσ(~p)δPσ(~p), (2.98a)

1J ≡ exp (i[δJ, δΩ]) = exp

[
T
∑
σ=N,L

∫
d3p (iδλσGσ + δρσδPσ)

]
, (2.98b)

which, as in equation (2.87), implies that

〈x, δη = 0, δb = 0, δC = 0|1J1J |δx̃, δη̃ = 0, δb̃ = 0, δC̃ = 0〉 = 1. (2.99)

As expected, then, the projected kernel of the operator δO(t) does not depend on the

variables x and x̃, and agrees with that of the gauge-invariant method. To complete

the calculation, we just need to fold the kernel of δOP (t) with the appropriate wave

functional of the in state, ψin[ζi, xi], following equation (2.51a). Because of gauge

invariance, the wave function is x-independent, so the convolution needs to be regu-

larized by inserting factors of µ[x], say µ[x] = δ[x]. With ψin[ζ] ≡ ψin[ζ, x = 0] the

expectation value of the operator becomes

〈Ψin|δO(t)|Ψin〉 =

∫
dζ̃ dζ ψ∗in[ζ̃]δOP (t)[ζ̃ , 0; ζ, 0]ψin[ζ]. (2.100)

Therefore, the BRST returns the same expectation value as the gauge-invariant for-

malism, as it should.
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Propagators in Derivative Gauges

Our next goal is to determine the propagators of the in-in formalism in the scalar

sector, with a gauge-fixed Hamiltonian determined by equation (2.96). As in syn-

chronous gauge, the propagators can be constructed from various expectations of

field bilinears. But in this case the states are BRST-invariant, and one needs to

regularize the scalar products by inserting BRST-invariant extensions of the identity

operator that mix minimal and non-minimal sectors, as we did above. We shall thus

calculate

〈Ψin|1J(t0) zi(t2)zj(t1)1J(t0) |Ψin〉, (2.101a)

in which, because we are working in the Hamiltonian formulation, the fields zi and

zj run over the configuration variables and their conjugate momenta.

Because the variables ζ and Π decouple from the rest, all the field bilinears involv-

ing the latter agree with those of the gauge-invariant free theory, and, by symmetry,

any mixed bilinear with a single factor of ζ or Π vanishes. Because the conjugates

δba do not appear anywhere in the gauge-fixed Hamiltonian, there is no need to cal-

culate bilinears that contain these fields. Then, the only remaining non-vanishing

expectation values are

〈Ψin|1J(t0) δλσ2(t2)Gσ1(t1)1J(t0) |Ψin〉 =
i

2T
δσ2σ1 , (2.102a)

〈Ψin|1J(t0)xσ2(t2)Gσ1(t1)1J(t0) |Ψin〉 =
i

2
δσ2σ1 . (2.102b)

As in the case of synchronous gauge, it may prove more convenient to calculate

the propagators of the original fields δhij and δϕ using the last expressions. Note

that because physical states carry ghost number zero, and both UK and 1J conserve

ghost number, ghosts only appear in loop diagrams: No connected diagram can be

disconnected by cutting a single ghost line.
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Comparison with Other Gauges

Leaving issues of renormalizability aside, the reader may be wondering at this point

whether the BRST formalism has any advantages with respect to the traditional ap-

proaches. One way to answer this question is to compare the gauge-fixed Hamiltonian

(2.96) with the one in the often-employed comoving gauge, that of equation (2.79)

with xL ≡ xN ≡ 0,

δH(2)
com =

∫
d3p

[
H2 Π2

2a2 ˙̄ϕ2
+
p2a2 ˙̄ϕ2 ζ2

2H2
+

3G2
L

4M2p2a2
+
G2
N

2 ˙̄ϕ2
−p ζ GL

H
−Π

(
GL

2M2a2p
+
HGN

a ˙̄ϕ2

)]
.

(2.103)

By integrating over the canonical momenta in the Hamiltonian action we could elim-

inate all the conjugate momenta and arrive at the Lagrangian formulation of the

theory, but since our gauge-fixed Hamiltonian (2.96) does not admit such a formu-

lation, we restrict ourselves to the Hamiltonians for comparison purposes. Enforcing

the constraints GL = GN = 0 in equation (2.103) by integrating over the Lagrange

multipliers takes us back to the action (2.81). But the elimination of the multipliers is

not useful beyond the free theory, because in comoving gauge the terms proportional

to the multipliers (the constraints) contain quadratic and higher order terms in the

canonical variables, and it is more convenient to deal with them perturbatively. In

the Lagrangian formulation one often integrates out the multipliers by replacing them

by the solutions of their own equations of motion [32, 78], but this procedure does

not apply beyond tree level, because in the interacting theory the Lagrangian action

is not quadratic in the multipliers. Whatever the case, at this stage it is obvious

that the Hamiltonian (2.96) has a simpler structure than the Hamiltonian (2.103).

In particular, although the latter contains fewer variables, the former is diagonal. As

in many other instances, we have traded a larger number of variables for a simpler

description of the theory. Although the question of simplicity in the free theory is

moot, it is important when one considers interactions, because a simpler structure of

the propagators significantly eases perturbative calculations.
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2.6 Interacting Theory

We proceed now to study interactions among cosmological perturbations. Rather

than studying these in all generality, we restrict ourselves for illustration to cubic

order. The generalization to higher orders is then (conceptually) straight-forward.

Even in the cubic theory there are subtleties such as operator ordering issues that we

shall gloss over.

Our starting point is the original Hamiltonian (2.14) expanded to cubic order. Its

Hamiltonian is

δ(3)H = δ(3)HD + δλa δ(2)Ga, (2.104)

where the first-class Hamiltonian is that of the original theory (2.15) expanded to the

same order

δ(3)HD = λ̄a(δG(2)
a + δG(3)

a ). (2.105)

Note the absence of linear terms in δ(3)HD, because we assume that the background

satisfies the classical equations of motion. The constraints in the cubic theory read

δ(2)Ga = 0. We shall regard the expansion to cubic order just as an approximation

to the original theory, rather than as a theory on its own. Although we were able

to interpret the quadratic theory literally as a gauge-invariant theory under a set

of Abelian constraints, in the cubic theory exact invariance under the appropriately

truncated transformations is lost, and is replaced by invariance modulo terms of cubic

order. Consider for instance the time derivative of the constraints in the cubic theory,

under the time evolution generated by the cubic Hamiltonian (2.104),

dδ(2)Ga

dt
= {δ(2)Ga, δ

(3)HD}+ δλb{δ(2)Ga, δ
(2)Gb}+

∂δ(2)Ga

∂t
. (2.106)

As in the quadratic theory, by expanding the time derivative of the full constraints
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in the full theory we obtain

{δ(2)Ga, δ
(3)HD}+δλb{δ(2)Ga, δ

(2)Gb}+
∂δ(2)Ga

∂t
= (λ̄b+δλb)Cab

cδ(2)Gc+O(3)(δpi, δqi, δλ
a),

(2.107)

which shows that in the cubic theory, the quadratic constraints are preserved only up

to terms of cubic order.

2.6.1 Dirac Quantization

In Dirac quantization, the Hamiltonian of the theory is taken to be δ(3)HD, and

the constraints are imposed on the physical states, δ(2)Ga|Ψin〉 = 0 (it is at this

stage where factor-ordering ambiguities begin.) From equations (2.53a) and (2.53b),

expectation values of gauge-invariant operators δO(t) are then determined by

〈δO(t)〉 =

∫
dq0 dq̃0 dq dq̃ ψ

∗
in(q0)µ(q0)U∗D(q, t; q0, t0)δO(t0)(q, q̃)UD(q̃, t; q̃0, t0)ψin(q̃0),

(2.108)

where UD is the time evolution operator determined by the first-class Hamiltonian

(2.111).

The nature of the in-state in the presence of interactions deserves special attention.

Ideally, we would like to choose the in-state to be the vacuum of the interacting

theory. A well-known theorem of Gell-Mann and Low [79] states that by adiabatically

switching interactions off as one moves into the asymptotic past, one can recover an

eigenstate of the full Hamiltonian from that of the free theory. In particular, if the

free eigenstate is chosen to be the free vacuum, Gell-Mann and Low’s prescription

is expected to return the vacuum of the interacting theory. Adiabatically switching

off interactions in the asymptotic past amounts to time evolution on a time contour

with an infinitesimal positive imaginary component, t→ t(1− iε). For our purposes,

what matters is that with interactions turned off at the infinite past, we can assume

the theory to be free as t0 → −∞. In that case, our results of Section 2.5.5 apply,
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and we can take the wave-function ψin[δq] to be that of the free vacuum. In addition,

because the theory is free in the asymptotic past, we can choose the regularization

factor µ(δq) to be that of the free theory.

With these choices, the calculation of the expectation value (2.108) proceed as

usual, either by switching to the interaction picture, or by relying on the path integral.

In particular, all the propagators of the theory can be determined from the matrix

elements quoted around equations (2.94).

2.6.2 Derivative Gauges

To explore derivative gauges, we begin by expanding the full BRST-invariant action

(2.36) to cubic order in the perturbations,

δ(3)SK =

∫
dt
[
δpiδq̇

i + δη̇aδPa + δλ̇aδba + δĊaδρ
a − δ(3)HK

]
, (2.109)

where we have also included the contribution of the variables in the non-minimal

sector. The BRST charge here is that of equation (2.31) expanded to the same order,

δ(3)Ω = δηa δ(2)Ga −
1

2
δηbδηcC̄cb

aδPa − iδρaδba, (2.110)

which corresponds to a theory in which the structure constants C̄cba are non-vanishing

but perturbation-independent. As can be also seen from the BRST charge (2.110),

the constraints are the original ones expanded to second order. The BRST extension

of the Hamiltonian is that of equation (2.40) to cubic order

δ(3)HBRS = δ(3)HD − λ̄bδηc(C̄cba + δC
(1)
cb

a)δPa, (2.111)

and the gauge-fixed Hamiltonian is constructed from the former by adding a BRST-

exact term as usual, δ(3)HK = δ(3)HBRS +{δK, δ(3)Ω}. To preserve the cubic structure

of the action δK should be quadratic at most. In particular, we can choose the same
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gauge-fixing fermions as in the free theory. Note that at this stage, the Hamiltonian

already contains interactions between the ghosts and the cosmological perturbations.

We shall concentrate on the class of gauge-fixing fermions (2.37) that resulted

in the free scalar Hamiltonian (2.96). These were characterized by functions χa lin-

ear in the canonical variables, and vanishing σa. With this choice, the gauge-fixed

Hamiltonian becomes

δ(3)HK = δH
(2)
K + δH

(3)
BRS − χ

aδG(2)
a + δηa{δG(2)

a , χb}δPb − χaδηbC̄abcδPc. (2.112)

Therefore, the original gauge-fixing fermion preserves the gauge-fixed Hamiltonian

we derived in the free theory, δH(2)
K , and introduces new interactions between the

canonical variables and the ghosts.

Our ultimate goal is to calculate expectation values of gauge-invariant operators

in the interacting theory. In derivative gauges, the latter is determined by equations

(2.51). As in synchronous gauge, the theory becomes free in the limit t0 → −∞×(1−

iε) so the factors of µ can be taken to be those in the free theory, µ = δ[x]. The same

comments apply to the extensions 1J(t0), which can be taken to be those of the free

theory. Therefore, from now on calculations proceed perturbatively as usual: The

expectation value is split into the exponential of a quadratic piece, which includes

quadratic contributions from the µ and the 1J , plus interactions, which include the

cubic pieces from the Hamiltonian. By expanding the integrand in powers of these

interactions one gets different moments of Gaussian integrals, which can be evaluated

using the field bilinears described in Section 2.5.5. Whereas at cubic order a gauge-

invariant operator is automatically BRST-invariant, at higher orders in perturbation

theory one would need to replace the gauge-invariant operator δO by an appropriate

BRST extension.

To conclude let us note that in the cubic theory neither the gauge-fixed action nor

the BRST-extension of δO depend on the Lagrange multipliers δλa. In particular,

quite remarkably, nothing in the action indicates that the perturbations need to satisfy
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the quadratic constraints δ(2)Ga = 0, even though the in-state only obeys the linear

constraints δ(1)Ga = 0 in the asymptotic past.

2.7 Summary and Conclusions

There are basically two approaches to quantize a gauge theory: One can quantize a

complete set of gauge-invariant variables in phase space, a method known as reduced

phase space quantization, or one can simply fix the gauge by appropriately modifying

the action of the theory. The non-linear nature of general relativity makes the first

approach impractical, so in this article we have pursued the second approach.

In this article we have studied the BRST quantization of cosmological perturba-

tions in a theory with a scalar field minimally coupled to gravity. BRST quantization

is not just yet another way of quantizing cosmological perturbations, but is in fact

necessary in any canonical gauge calculation beyond one loop. BRST quantization

also offers a very general and flexible framework to quantize cosmological perturba-

tions. For special choices of the gauge-fixing fermion in the time-evolution operator it

produces the standard canonical gauge conditions of the standard quantization meth-

ods. When the gauge-fixing fermion is taken to vanish, for appropriate state choices,

it reproduces the kernel of the evolution operator in Dirac quantization, which is the

same one would write down in synchronous gauge. Finally, when the BRST-extension

of the observable mixes minimal and non-minimal sectors it allows for a wide vari-

ety of derivative gauges that cannot be reached by other methods. We have mostly

explored synchronous and derivative gauges here.

The main advantage of Dirac quantization is the absence of ghosts, and the rela-

tive simplification of the action implied by the vanishing of the Lagrange multipliers.

Although it is often argued that the synchronous conditions implicit in Dirac quan-

tization do not fix the gauge uniquely, this residual gauge freedom disappears when

boundary conditions need to be preserved. Even though it appears that the Dirac
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action does not contain information about the constraints of the theory, the latter are

actually imposed on the states of the system, and the structure of the action guaran-

tees that they are preserved by the time evolution. Actually, when interactions are

adiabatically switched off in the asymptotic past, the in-state only needs to satisfy

the free constraints. The main disadvantage of Dirac quantization is that in order

to fully diagonalize the Hamiltonian one needs to perform canonical transformations

with coefficients that depend on the expansion history, which makes the calculation

of the propagators more cumbersome.

We have also explored derivative gauges here, in which new terms are added or

subtracted from the first-class (or Dirac) Hamiltonian of the theory. Rather then re-

stricting the values of the canonical variables or the Lagrange multipliers, these gauges

impose on-shell restrictions on the time derivatives of the latter. One advantage of

these derivative gauges is that by appropriate choice of the gauge-fixing fermion one

can diagonalize the free Hamiltonian immediately. The resulting simplification of

the propagators then allows one to easily carry out perturbative calculations in the

interacting theory. But as in the standard approaches, the drawback of this method

is that the ghosts do not decouple from the variables in the bosonic sector, and one

has to include their contributions in loop calculations.

We have shown that the structure of the Hamiltonian in derivative gauges can be

much simpler than in the popular comoving gauge, even if the former contains more

variables. Although the free Hamiltonian of comoving gauge dramatically simplifies

when one imposes the constraints, this simplification is not particularly useful in the

interacting theory, because the constraints change with the inclusion of interactions.

As in Dirac quantization, the simplified structure of the Hamiltonian in derivative

gauges, combined with the theorem of Gell-Mann and Low, allows one to bypass the

solution of the constraints beyond the linearized theory.

An almost unavoidable technical disadvantage of both Dirac and BRST quan-

tization in derivative gauges is that observables are required to be gauge-invariant.
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Therefore, only expectation values of gauge-invariant operators have an immediate

physical interpretation, and only these are guaranteed not to depend on the choice of

gauge-fixing fermion. By contrast, in canonical gauges one can always assume that

any operator is the restriction of a gauge-invariant function to that gauge, so any op-

erator can be identified with an observable. Another advantage of canonical gauges

is that the antighosts δPa are constrained to vanish in the gauge-fixed Hamiltonian,

so one can ignore that the algebra of diffeomorphisms is open.

Our analysis has mostly focused on the operator quantization of the perturba-

tions. The transition to the Lagrangian path integral formulation is straight-forward,

as it only involves integration over the conjugate momenta of the variables in the

Hamiltonian. In some of the gauges we have discussed the action is linear in the

momenta, and such a Lagrangian formulation does not exist.

Finally, we should also point out that many of our results may be useful beyond

the context of BRST quantization. We have written down for instance the free classi-

cal Hamiltonian in a form that immediately allows one to identify the gauge-invariant

variables, the constraints and their algebra. This form could be useful to shed further

insights into the dynamics of cosmological perturbations in the Hamiltonian formu-

lation and beyond.

2.8 Appendices

Generalized Bracket and Graded Commutator

Given two functions F andG of the extended phase space variables (qi, pi) and (ηa,Pa)

of definite Grassmann parity εF and εG, we define their generalized Poisson bracket

by

{F,G} =

[
∂F

∂qi
∂G

∂pi
− ∂F

∂pi

∂G

∂qi

]
+ (−)εF

[
∂LF

∂ηa
∂LG

∂Pa
+
∂LF

∂Pa
∂LG

∂ηa

]
, (2.113)
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where ∂L/∂ denotes a left derivative. The generalized bracket obeys the algebraic

properties

{F,G} = −(−)εF εG{G,F} (2.114)

{F,GH} = {F,G}H + (−)εF εGG{F,H} (2.115)

and the Jacobi identity

{{F1, F2}, F3}+ (−)ε1(ε2+ε3){{F2, F3}, F1}+ (−)ε3(ε1+ε2){{F3, F1}, F2} = 0. (2.116)

When multiplied by i, the algebraic properties of the generalized bracket match those

of the graded commutator of two operators F̂ and Ĝ,

[F̂ , Ĝ] = F̂ Ĝ− (−1)εF εGĜF̂ . (2.117)

The formal analogy between the generalized bracket and the graded commutation is

exploited in canonical quantization.

Irreducible Representations

In cosmological perturbation theory it is sometimes convenient to work with perturba-

tions that transform irreducibly under the isometries of the cosmological background:

spatial rotations and translations. We thus introduce a set of seven irreducible ten-

sors Qij
σ(~x; ~p) and Q(~x; ~p) that we use as basis elements in an expansion of arbitrary

cosmological perturbations,

δhij(η, ~x) =
∑
σ

∫
d3pQij

σ(~x; ~p) δhσ(η, ~p), δϕ(η, ~x) =

∫
d3pQ(~x; ~p)δϕ(η, ~p).

(2.118)
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These tensors are plane waves,

Qij
σ(~x; ~p) ≡ ei~p·~x

(2π)3/2
Qij

σ(~p), Q(~x; ~p) ≡ ei~p·~x

(2π)3/2
, (2.119)

with momentum-dependent components

Qij
L = 2δij, (2.120a)

Qij
T = 2

(
1

3
δij −

pipj
p2

)
, (2.120b)

Qij
±1 = −i

(
pi
p
ε̂±j +

pj
p
ε̂±i

)
, (2.120c)

Qij
±2 = 2ε̂±i ε̂

±
j . (2.120d)

Here, ε̂±(~p) are two orthonormal transverse vectors with5

~p · ε̂± = 0, (2.121a)

~p× ε̂± = ∓ i p ε̂±. (2.121b)

Note that the polarization vectors are complex, and that (ε̂±)∗ = ε̂∓. Hence, it follows

that (ε̂±)∗ · ε̂± = ε̂∓ · ε̂± = 1, but ε̂± · ε̂± = (ε̂∓)∗ · ε̂± = 0. The fields δhσ(~p) and δϕ(~p)

are eigenvectors of spatial translations by ~a with eigenvalues exp(−i~p ·~a), and spatial

rotations by an angle θ around the ~p axis with eigenvalues exp(−imθ), where m = 0

for δϕ, δhL, δhT (scalars), m = ±1 for δh± (vectors) and m = ±2 for δh±± (tensors).

We similarly decompose the canonical momenta in irreducible representations,

δπij(η, ~x) =
∑
σ

∫
d3p Q̃ij

σ(~x; ~p) δπσ(η, ~p), δπϕ(η, ~x) =

∫
d3p Q̃(~x; ~p)δπϕ(η, ~p),

(2.122)
5These vectors can be taken to be ε̂± = R(p̂) 1√

2
(êx ± iêy), where R(p̂) is a standard rotation

mapping the z axis to the p̂ direction.

132



where this time the projection tensors are plane waves of opposite momentum,

Q̃ij
σ(~x; ~p) ≡ e−i~p·~x

(2π)3/2
Q̃ij

σ(~p), Q̃(~x; ~p) ≡ e−i~p·~x

(2π)3/2
, (2.123)

with components given by

Q̃ij
L =

1

6
δij, (2.124a)

Q̃ij
T =

3

4

(
1

3
δij − pipj

p2

)
, (2.124b)

Q̃ij
±1 =

i

2

(
pi

p
ε̂j∓ +

pj

p
ε̂i∓

)
, (2.124c)

Q̃ij
±2 =

1

2
ε̂i∓ε̂

j
∓. (2.124d)

In these expressions vector and tensor indices are raised with the Euclidean metric

δij.

The projection operators (2.120) and (2.124) satisfy the completeness relation

∑
ij

∫
d3x Q̃ij

σ1(~x; ~p1)Qij
σ2(~x; ~p2) = δσ1

σ2 δ(3)(~p1 − ~p2), (2.125)

which guarantee that the transition to the variables in the helicity representation

is a canonical transformation. Because by definition the field δπσ(~p) is canonically

conjugate to δhσ(~p), momentum conservation demands that the field δπσ(~p) carry the

opposite momentum and helicity as δhσ(~p).

Given arbitrary metric and scalar perturbations δhij(~x) and δϕ(~x) it is straight-

forward to find their components in the basis of tensors above. Because of the com-

pleteness relations (2.125), we have that

δhσ(η, ~p) =

∫
d3x δhij(η, ~x)Q̃ij

σ(~x; ~p), ϕ(η, ~p) =

∫
d3x δϕ(η, ~x)Q̃(~x; ~p), (2.126)
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and, similarly,

δπσ(η, ~p) =

∫
d3x δπij(η, ~x)Qij

σ(~x; ~p), δπϕ(η, ~p) =

∫
d3x δπϕ(η, ~x)Q(~x; ~p).

(2.127)

It is also convenient to work with the irreducible components of the spatial vectors

δηi and δλi, and those of their conjugate momenta δPi and δbi We thus write for

instance

δηi(η, ~x) =

∫
d3pQi

σ(~x; ~p) δησ(η, ~p), δησ(η, ~p) =

∫
d3x δηi(η, ~x)Q̃i

σ(~x; ~p),

(2.128)

δPi(η, ~x) =

∫
d3p Q̃i

σ(~x; ~p) δPσ(η, ~p), δPσ(η, ~p) =

∫
d3x δPi(η, ~x)Qi

σ(~x; ~p),

(2.129)

where the components of these tensors are

Qi
L(~x; ~p) = −ip

i

p

ei~p·~x

(2π)3/2
, Q̃i

L(~p; ~x) =
ipi
p

e−i~p·~x

(2π)3/2
, (2.130a)

Qi
±(~x; ~p) = εi±(~p)

ei~p·~x

(2π)3/2
, Q̃i

±(~p; ~x) = ε∓i (~p)
e−i~p·~x

(2π)3/2
. (2.130b)

We define the Fourier components of the scalars δηN and δλN , and their conjugate

momenta δPN and δbN like those of δϕ and δπϕ. The projected linearized constraints

Gσ are defined like their ghost counterparts δPσ. The BRST charge δΩ(2) is a spatial

scalar, so it does not change the transformation properties of the perturbations.

Scalar Inverse Relations

In equations (2.76) we introduced a set of variables in which the Hamiltonian simplifies

considerably. In some cases it may be convenient to return to the original variables
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with the help of the inverse transformations

δhL = a2ζ +
a2p

3
xL + aHxN , (2.131a)

δhT = −a2p xL, (2.131b)

δϕ =
˙̄ϕ

a
xN , (2.131c)

δπL =
2M2(p2 − 3H2)

H
ζ − 2M2pH xL +

3 ˙̄ϕ2 + 2M2(p2 − 3H2)

a
xN +

Π

a2
, (2.131d)

δπT =
2M2p2

3H
ζ − 8M2pH

3
xL +

2M2p2

3a
xN +

Π

3a2
− GL

a2p
, (2.131e)

δπϕ = 3a2 ˙̄ϕ ζ + a2p ˙̄ϕxL − a3V̄,ϕ x
N − H

˙̄ϕ
Π +

a
¯̇ϕ
GN . (2.131f)

We have suppressed here the momentum arguments for simplicity. The latter can be

restored by noting that conjugate momenta have momenta opposite to those of their

conjugates.

Diagonalization of the Scalar Hamiltonian

By an appropriate canonical transformation it is possible to further simplify the struc-

ture of the Hamiltonian (2.79). Rather than performing such a canonical transfor-

mation at once, it is more convenient to carry out a chain of transformations, each

one chosen to eliminate a targeted set of non-diagonal terms. The first canonical

transformation eliminates the mixed term xNGL in the Hamiltonian.

xL → xL − αG xN + βGGN , (2.132a)

xN → xN + βGGL, (2.132b)

GN → GN + αGGL, (2.132c)
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where

αG =

∫ t p

a
dt̃, (2.133)

βG =

∫ t αG
˙̄ϕ2
dt̃. (2.134)

Note that in order to find the transformed Hamiltonian it is not necessary to calculate

the generating function. Instead, one simply substitutes the transformation (2.132)

into the action and reads off the transformed Hamiltonian.

In order to remove the coupling between Π and GN , while keeping the term we

just eliminated absent, we redefine

ζ → ζ + αN GN , (2.135a)

xL → xL + βN GN , (2.135b)

xN → xN − γN ζ + αN Π + βN GL, (2.135c)

Π→ Π + γN GN , (2.135d)

where αN , βN and γN satisfy

α̈N =

(
4H +

2a2V̄,ϕ
˙̄ϕ
−

˙̄ϕ2

M2H

)
α̇N − p2αN −

1

2M2a
, (2.135e)

βN = −
∫ t( 1

2M2p aH
+
αG
˙̄ϕ2

+
pαN
H

+
˙̄ϕ2 α̇N

2M2pH2
+
aαG α̇N
H

)
dt̃, (2.135f)

γN =
a

H2

(
H + a ˙̄ϕ2α̇N

)
. (2.135g)

Finally, to get rid of the mixing between the ζ and xL sectors we introduce

ζ → ζ + βLGL, (2.136a)

xL → xL − αL ζ + βL Π + γLGL, (2.136b)

Π→ Π + αLGL, (2.136c)
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where the functions αL, βL and γL obey

α̈L =

(
˙̄ϕ2

M2H
− 4H− 2a2V̄,ϕ

˙̄ϕ

)
α̇L − p2αL +

p2aαG
H

+ 3p+
2p a2 V̄,ϕ

˙̄ϕH
, (2.137)

βL =
H (p−Hα̇L)

p2 a2 ˙̄ϕ2
, (2.138)

γL = −p
∫ t βG

a
dt̃. (2.139)

The end-result of the successive canonical transformations (2.132), (2.135) and (2.136)

is a Hamiltonian that in the final variables, denoted by a tilde, has the form of equation

(2.82), where the time-dependent coefficients ĀL and ĀN are

ĀL =
(3− pαL) ˙̄ϕ2 − 2M2p (p+ p aHαG αL −H α̇L)

4M2p2a2 ˙̄ϕ2
, ĀN = −a α̇N

2H
. (2.140)

To bring the Hamiltonian to this form, we need to solve essentially two decoupled

linear inhomogeneous second order differential equations, and a set of first integrals.

During power-law inflation, the differential equations admit closed solutions in terms

of Bessel functions.
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Chapter 3

Effective Field Theory Methods for

Preheating

3.1 Introduction: A general look at cosmological per-

turbations

Our conventional way to study cosmological perturbations so far have been to start

with an action for the full fields

S =

∫
d4x
√
−g
[

1

2
m2
plR−

1

2
Gab(ψ)gµν∂µψa∂νψb + V (ψ)

]
(3.1)

after which the perturbations can be introduced at linear order in the fields

gµν = ḡµν + δgµν ψ = ψ0 + δψ. (3.2)

A complementary way is to develop an action for the perturbations from the start.

In constructing this action, understanding which symmetries the background possess

and which ones it doesn’t, is a useful guide. From inflation to dark energy, the cos-

mological eras all have a dynamical background that posses some time dependence.
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If a given background has temporal or spatial dependence, and does not remain in-

variant under some of the diffeomorphisms, it means there is a preferred temporal

or spatial slicing in which the interactions for the perturbations will have a simple

form. The guide then, is to construct the action in the gauge that is aligned with the

time or spatial dependence of the background, and include interactions in accordance

with the remaining diffeomorphisms that are to be respected. This is a noncovari-

ant formulation where either a temporal or spatial diffeomorphism has been fixed

from the start. Once the action in the preferred gauge has been constructed further

diffeomorphisms along the direction where the background doesn’t remain invariant

will involve a scalar degree of freedom that transforms nonlinearly. For example, if

the background has time dependence, in a gauge where time is fixed, further time

diffeomorphisms will involve a scalar degree of freedom that nonlinearly transforms

so as to guarantee that the action on the whole respects all diffeomorphisms. We will

refer to this way of constructing an action for the perturbations as the effective field

theory formalism for cosmological perturbations.

This effective field theory formalism of perturbations, which was first developed for

single field inflation is applicable to all eras individually. In the general convention,

we are working with time dependent backgrounds. What sets the specifics of the

era of interest is the strength of the time dependence and therefore any further scales

and hierarchies it may involve, and the number and types of perturbations of interest.

There will always be a scalar perturbation that nonlinearly transforms under time

diffeomorphisms. This is the perturbation to the field who dominates the energy

density and whose time dependence sets a preferred time direction. Notice that

if the dominant source of energy density at a given era had a spatially dependent

background, then we would be talking about a preferred slicing for space. Then

the perturbation associated to this dominant field would transform nonlinearly under

spatial diffeomorphisms, and of course the interactions would be built on linearly

realized time diffeomorphisms. An example to this later case is the Solid Inflation
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[80].

In this chapter our focus will be the end of inflation. We would like to understand

how the mechanisms with which the inflaton can transfer its energy to another scalar

field χ can be generalized. The first thing that comes to mind would be for the

inflaton to perturbatively decay into fields lighter than itself [81]. Being light, these

decay products would act like radiation, and lead to a radiation dominated era. In

[82] it has been pointed out that although these types of decays are important to fully

reheat the universe they alone cannot be sufficient and infact, the end of inflation has

convenient properties for the inflaton to excite exponential growth in perturbations

of another scalar through resonance. This resonant particle production would take

place in the first stages of reheating, right at the end of inflation and has thus been

named “preheating”. The canonical example of preheating is the g2φ2χ2 interaction.

At the end of inflation, φ0(t) exhibits oscillatory behavior. Therefore χ’s coupling to

the background φ0, gives it a time dependent effective mass which exhibits resonant

instabilities for certain modes. Here we wish to explore how interactions which lead

to resonance can be generalized and captured in an EFT point of view.

3.2 Background evolution from Inflation to Preheat-

ing

Let us begin this section by considering a canonical scalar field, minimally coupled

to gravity with the action

S =

∫
d4x
√
−g
[
m2
PlR−

1

2
gµν∂µφ∂νφ− V (φ)

]
. (3.3)

To be in accordance with spatial homogeneity and isotropy, at the background level

we demand that the scalar field can depend only on time φ0(t), and the metric to

be that of FRWL universe ds2 = −dt2 + a2(t)dx2. With these considerations the
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evolution of the metric and the scalar field are governed by

3m2
PlH

2 =
1

2
φ̇0 + V (φ0), (3.4)

φ̈0 + 3Hφ̇0 + V ′(φ0) = 0 (3.5)

respectively. From the energy momentum tensor Tµν = − 2√
−g

δS
δgµν

the energy density

and pressure for the scalar field can be found as

ρ̄ ≡ T00 =
1

2
φ̇0 + V (φ0) = 3m2

PlH
2, (3.6)

p̄ ≡ Tii =
1

2
φ̇0 − V (φ0) = −m2

Pl

(
3H2 + 2Ḣ

)
(3.7)

where in the last terms we made use of the Friedmann equations. Now we are ready

to describe different eras as driven by a scalar field with a different equation of state

ωφ ≡ p̄
ρ̄
.

One can achieve an era of accelerated expansion from the equation of state p̄ ∼ −ρ̄.

The ratio of equations (3.7) and (3.6) satisfies this for φ̇2
0 � V (φ0). Notice that this

condition is equivalent to

ε ≡ − Ḣ

H2
� 1. (3.8)

The fact that the potential energy dominates over the kinetic energy of the scalar field

means that the time dependence of the scalar field is weak. This in return implies

that the time dependence of the Hubble parameter is also weak and the potential

energy can be approximated as

V ' 3m2
PlH

2 ' constant. (3.9)

The variable ε is defined to parametrize the strength of the time dependence of the

background in terms of the Hubble parameter. This system has an attractor solution

if there is one more hierarchy between scales such that, the Hubble friction dominates
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over the kinetic energy of the scalar field. This is the condition that

η ≡ ε̇

εH
� 1. (3.10)

In terms of Hubble parameter it means Ḧ � HḢ, and in terms of the scalar field

φ̈0 � −Hφ̇0. Either way it leads to the attractor solution 1

V ′ = −3H

√
−2m2

PlḢ = −3Hφ̇0. (3.11)

Finally, from Hdt = d(lna) with H ' constant, the solution for the scale factor is

a(t) ' eHt. (3.12)

This is the behavior of the scale factor for de Sitter universe. What we demonstrated

here, a weakly time dependent scalar field with equation of state ωφ = −1, is the

simplest case to realize inflation. One scalar field slowly rolling along an almost

constant potential is enough to give a positive cosmological constant term. The key

point we want to emphasize from this example is that inflation corresponds to an era

of weak time dependence for the background.

In the strict case of φ0 = const and hence H = const, the spacetime at hand

corresponds to de Sitter. Exact de Sitter poses time translation invariance symmetry

and gives rise to scale invariant perturbations. The weak time dependence of the

background φ0(t) and hence H(t), gives rise to quasi scale invariant perturbations. It

is the quasiscale invariant perturbations that match the observations. A spacetime

with weak time dependence can be approximated by de Sitter universe. This is the

behavior during inflation and dark energy dominated eras 2. However one must be

1Note that with dφ0 = φ̇0dt, V ′ = mPl√
−2Ḣ

(
6HḢ + Ḧ

)
.

2One main difference between the two is that during inflation the scalar field that drives inflation
is the only matter source where as during dark energy the universe contains other matters fields
which have important consequences in observations. This is also why inflationary observations are
different from dark energy related observations [83].
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aware that exact de Sitter background posses no time dependence, where as the weak

time dependence in these eras give rise to scalar perturbations, as we mentioned in

section 1.3. In a sense the background sets a preferred choice for the time direction

because of its time dependent amplitude. The scalar perturbation arises to keep track

of the difference in this choice. It transforms nonlinearly under time translations so

as to insure the invariance of the overall action. Hence the existence of a specific time

direction imposed by the background can be understood as a spontaneous breaking

of time diffeomorphism and the scalar perturbation is referred to as the Goldstone

boson associated with this spontanously broken time symmetry [25].

With this point of view, it should be natural to expect scalar perturbations in

different eras as long as one starts with a, time dependent background field to describe

the era. The overall behavior of a given era, such as the accelerated expansion we

considered for inflation and dark energy, will determine the applicable symmetries that

effect the physics of the scalar perturbation. This idea sets the essence of effective

field theory for cosmological perturbations and in this chapter we will examine how

the behavior of scalar perturbations change from era to era.

As ε, η → 1 inflation ends leading to strong time dependence in the era that

follows, namely preheating. The end of inflation means, the friction term looses its

dominance over the kinetic term. We will consider the potential to be V = 1
2
m2
φφ

2
0.

This approximation is justified by being the leading term in the Taylor expansion of

any potential for a small enough φ0 that stabilizes its potential. And we can always

redefine the overall amplitude of the field so that at the minimum of the potential

V (φ0) = 0. To gain some intuition, if we could completely neglect the friction term,

the equation of motion for the background field would be φ̈0 + m2
φφ0 = 0 which

has oscillatory solutions φ0(t) ∼ Φsin(mφt). Below we will see that the effect of

the friction term is to give a decaying time dependence to the amplitude. Being

homogeneous we can approximate the time derivative for the canonical inflaton field as
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φ̇0 ∼ mφφ0
3, with which the friction term dropping below the kinetic term Hφ̇0 � φ̈0

implies H � mφ.

To summarize while inflation is an era of weak time dependence and where HI �

mφ, preheating is an era where the inflaton oscillates at the minimum of its potential

with Hp � mφ. In this era Hp ∼ 1/t, which makes the hierarchy Hp � mφ imply

that we are focusing on times 1� mφt.

During preheating, the inflaton is expected to transfer its energy to other sectors

through its oscillations via couplings which were negligible during inflation but are

important now. For our purposes we will consider the inflaton to be coupled to a

single scalar field, and denote it by χ, as the reheating sector. Through this energy

transfer the universe reheats. Our main interest is in the initial stages of this process

during which the inflaton still dominates the overall energy density of the universe

and hence the time dependent amplitude of the inflaton background still sets the time

direction. To study the details of this background we consider

6m2
PlH

2 = φ̇2
0 +m2

φφ
2
0, (3.13a)

2m2
PlḢ = −φ̇2

0. (3.13b)

In writing these equations we have neglected the background of the second field, χ0

completely. This is justified only during the initial stages and implies that we will

introduce the second field at the level of perturbations.

In solving this system we will follow [84] and switch from the variable φ0 to θ

defined as

φ0 =
√

6mPl
H

mφ

sinθ, (3.14a)

φ̇0 =
√

6mPlHcosθ. (3.14b)

3The more precise expression is φ̇ = ωφ, but since the homogenous background has spatial
dependence only the mass enters the frequency in the case of φ0.
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This definition automatically satisfies (3.13a) and gives

Ḣ = −3H2cos2θ. (3.15)

As an internal consistency the derivative of (3.14a) should give (3.14b). This condition

leads to

θ̇ = mφ +
3

2
Hsin(2θ). (3.16)

For the era we are considering H � mφ and hence θ ' mφt + ∆. We use this

approximation in (3.13b)

−
∫ H(t)

Hend

dH

H2
= 3

∫ t

tend

cos2(mφt
′ + ∆)dt′, (3.17)

to solve for H. The end of inflation occurs when

ε(tend) =
−Ḣend

H2
end

= 1. (3.18)

From equations (3.13a) and (3.13b) with φ0(tend) ∼ mPl, this means Hend ' mφ
2
. The

solution for H(t) reads as

Hp =
2

3t

[
1 +

sin(2mt+ 2∆)

2mt

]−1

' Hm

[
1− 3Hm

4m
sin(2mt+ 2∆) +

9

16

(
Hm

m

)2

sin2(2mt) + ....

]
(3.19)

where α ≡ sin(2mφt+2∆)

2mφt
is small at times 1� mφt and hence we can consider a series

expansion around α = 0. So the end of inflation represents a matter dominated

era with oscillatory corrections.4 From (3.14a) we see that this gives the following
4The presence of these oscillatory corrections is what makes an era dominated by oscillating

scalar field different then an era of dust which exactly behaves as Hdust = Hm with zero pressure.
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behaviour for the inflaton

φ0(t) '
√

6Mpl
Hm

mφ

[
sin(mφt) +

3

8

Hm

mφ

(cos3mφt− cosmφt) + ...

]
. (3.20)

The behavior of the inflaton perturbations on this background and the duration of

this oscillatory era have been studied to understand the end of single field inflation

with canonical kinetic term and minimal coupling to gravity [85, 86]. The canonical

example of preheating [82] considers only the zeroth order terms in this background

Hpc = Hm, (3.21a)

φpc0 (t) =
√

6mPl
Hm

mφ

sin(mφt+ ∆) (3.21b)

and involves the coupling g2φ2χ2.

Here we will address mechanisms with which the inflaton transfers its energy to

a secondary field, and the general behavior of perturbations given this background

H(t) with the oscillatory corrections to first order in Hm
mφ

. Hence we want to study the

dynamics of two scalar fields on this background and we want to be able to consider

interactions more general then the simplest couplings. To achieve these goals, we

question how the effective field theory of quasi single field inflation for perturbations

can be reinterpreted to address preheating and use this systematic approach to point

out the hierarchies in the scales important for various processes during preheating. We

will conclude by discussing the short comings in developing an effective field theory

for the background fields for this era.
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3.3 Symmetries and Background Scales from Infla-

tion to Preheating

Now that we have established inflation as an era of weak time dependence and pre-

heating as one of strong time dependence, we can work towards understanding them

more generally beyond the simplest examples we considered.

3.3.1 Inflation and discrete symmetry breaking

In the case we considered for inflation above, we obtained de Sitter universe with

the scale factor a(t) ∼ eHt. On one hand, the de Sitter universe with exact time

translation invariance and a constant background realizes accelerated expansion. On

the other hand, as mentioned previously, we observe quasi scale invariant inflationary

perturbations which are expected to arise in a quasi de Sitter universe with a time

dependent background. A time dependent background is necessary for inflation to

end and hence is important.

The hints we have are that inflation ended at some point and universe moved on

to other eras, and we observe the effects of quasi de Sitter universe associated with

scales of order HI . We can claim that for time scales of the order H−1
I , the spacetime

that realizes inflation posses an approximate time translation invariance, behaves

as a quasi de Sitter universe and gives rise to quasi scale invariant perturbations

in accordance with the observations. Rather then the expectation that deep into

inflation corresponds to an exact de Sitter universe, it could be that on shorter time

scales it looks completely different then de Sitter and has broken time translations. In

other words, the UV completion for inflation need not correspond to exact de Sitter

as long as it looks quasi de Sitter when averaged on time scales of order HI . With this

point of view, the following form for the Hubble parameter has been been proposed

[87]

HI(t) = Hsr(t) +Hosc(t)sin(ωt), (3.22)
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to generalize slow roll to towards involving oscillations. As this resembles the back-

ground of preheating, it is good to review the properties of this proposal here.

This form for H(t) needs to be restricted in terms of the scales it involves in order

to lead to a slow roll evolution with sensible degrees of freedom. To have inflation

the slow roll part must dominate over the oscillatory part and the time dependence

of these parts should be small. These requirements bring out the conditions

Hosc � Hsr & ε = − Ḣ

H2
∼ Ḣsr

H2
sr

∼ Ḣosc

H2
osc

� 1. (3.23)

Being periodic, sin(ωt) in the oscillatory part of H(t), respects a discrete time

translation invariance as t → t + 2π
ω
. This symmetry will be prominent for scales

ω < E, if the time dependence in Hsr and Hosc is also weak. Since the strength of

time dependence in these terms is governed by ε, this is the parameter that controls

the level of breaking the discrete time symmetry. At very low energies compared

to the scale of oscillations E � ω, because sin(ωt) will be oscillating so rapidly it

will look constant, and this will imply an approximate continuous time translation

invariance with a very small ε.

By requiring the cutoff related to the gravity induced interactions (∼ mPl) be

grater then the cutoff related to the symmetry breaking induced by this background

(F '
√
−2Ḣm2

Pl

ω
) it is noted that [87]

α ≡ ω

H
�
√
ε. (3.24)

Lastly one must make sure that the oscillatory part does not dominate Ḣ to avoid

ghost degrees of freedom5. If one considers

Ḣ

H2
=
Ḣsr

H2
+
Ḣosc

H2
sin(ωt) +

ωHosc

H2
cos(ωt) (3.25)

5As we will see in the next section the Goldstone boson associated with the time translations
gets canonically normalized by a factor of

√
−2m2

PlḢ.
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by condition (3.23) we have H ∼ Hsr making first term approximately ε and the

coefficient of the second term here can be rewritten as H2
osc

H2
Ḣ
H2 , which is negligible.

Hence the requirement that the slow roll part in ḢI dominate over the oscillatory can

be expressed as
ωHosc

H2
=
αHosc

H
≤ ε. (3.26)

All these restrictions imply hierarchies on the scales involved,

hierarchies on inflationary scales:

ω �
√
εHI , Hsr � Hosc,

√
εH2

I � ωHosc (3.27)

3.3.2 Preheating and its symmetries

We found the evolution of the background during preheating to be

Hp = Hm(t)− 3

4

H2
m(t)

mφ

sin(2mφt+ ∆). (3.28)

As this is also an era where the background has time dependence, the first property

we can note is that time translation invariance is also broken during preheating.

Equation (3.28) suggests that the evolution of the background right after inflation

continues to follow a pattern similar to (3.22)

H(t) = HFRW (t) +HoscP (ωt) (3.29)

where P (ωt) can be any periodic function. Hence the breaking of time translation

invariance during preheating follows a pattern similar to one that can also apply to

inflation with HFRW = Hm, Hosc = −3
4
H2
m

mφ
and ω = 2mφ.

Here we need the restriction

Hosc � HFRW (3.30)
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to achieve an FRW evolution on the whole instead of the oscillations dominating on

the overall, which have been shown to lead to pathologies [88]. Our previous definition

of preheating as an era where Hp ∼ Hm � mφ automatically fits this requirement

and hence is justified. Different then the case of inflation here the time dependence of

the coefficients HFRW and Hosc is not weak, but we do require their time dependence

to be small compared to the scale of oscillations ω

Ḣ

ωH
∼ ḢFRW

ωHFRW

∼ Ḣosc

ωHosc

� 1. (3.31)

During preheating there will be no approximate time translation invariance at low

energies E � ω, because the HFRW part will always have strong time dependence.

And at scales ω < E, we will not see much the effects of the discrete symmetry because

of the time dependence of the other parts. So during preheating time translation

invariance is completely broken but there is the hierarchy ωp
Hp
� 1 similar to the

hierarchy ωI
HI
�
√
ε during inflation. To summarize

hierarchies on preheating scales:

ω � Hp ∼ Hm, HFRW � Hosc, ωHm � Ḣm. (3.32)

With mφ � Hm, the time derivatives of Hp go as6

Ḣp ∼ −H2
p , Ḧp ∼ ωH2

p ,
...
Hp ∼ ω2H2

p (3.33)

6The dominant terms in these derivatives are
Ḣp = − 3

2 (1 + cos(2mφt+ ∆))H2
m,

Ḧp = 3mφH
2
msin(2mφt+ ∆),...

Hp = 6m2
φH

2
mcos(2mφt+ ∆).....

H p = −12m3
φH

2
msin(2mφt). Since we are focusing on times mφt � 1, the oscillations are frequent

enough for us to approximate Ḧp and
...
Hp by their amplitudes. In the main text we also neglect

the overall numerical factors in these amplitudes. Our main objective in the next sections will be
to emphasize how the frequency of the oscillations ω = 2mφ becomes explicit in the scales of the
problem.
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In this section we focused on broken time translation invariance and mechanisms

that give the details of this breaking. In the next section we will write down the

interactions for perturbations in both of these eras based on the observation of broken

time translation invariance. We will then focus on preheating alone and explore the

implications of the hierarchies we discovered for various phenomena.

3.4 Effective Field Theory Interactions for the Per-

turbations

The important observation from the above discussion is that the background during

inflation and preheating posses time dependence. A time dependent background

implies a preferred definition for the time coordinate. This definition is the gauge

where the coordinates are set so that at each time slice lies a surface of constant

H, which corresponds to a surface of φ0 constant if we consider a scalar field to

realize this background. In other words, the amplitude of H(t) or φ0(t) can set

the definition for the time coordinate t. This means the background field φ0 itself

will not be invariant if the time coordinate is redefined by a time diffeomorphism.

Time translations are still a symmetry of the action for the field φ but they are

not respected by the background φ0. In considering the physics of the perturbations

around this time dependent background, the time diffeomorphisms are spontaneously

broken by the background. Among the degrees of freedom involved, there exists a

scalar perturbation which transforms nonlinearly under time diffeomorphisms. This

transformation property for the scalar perturbation guarantees to keep the Lagrangian

for the field φ invariant on the whole. The scalar degree of freedom is the Goldstone

boson associated with the spontaneously broken time diffeomorphisms. and it is the

theory of the scalar perturbation we are interested in. This idea has been brought

to cosmology firstly by [25] in the context of violating the null energy condition.

It has been extended with the purpose of setting a general framework for studying
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inflationary perturbations at the scale of horizon crossing in [89].

We can consider the theory for the scalar perturbation after the time diffeomor-

phisms have been fixed. While the field φ is a scalar under all diffeomorphisms, the

scalar perturbation remains invariant only under spatial diffeomorphisms. Hence the

Lagrangian for the scalar perturbation is restricted by spatial diffeomorphism. Un-

der spatial diffeomorphisms, g00 and any polynomials of it are scalars, the extrinsic

curvature Kµν of surfaces of constant time transforms as a tensor. With time dif-

feomorphisms fixed, functions of time are invariant under spatial diffeomorphisms.

Hence the Lagrangian for the scalar perturbation is allowed to contain polynomials

of g00, scalars obtained by contracting the indices of Kµν , and functions of time f(t).

Moreover, if a spatial diffeomorphism is performed on the action for the scalar per-

turbation, the gradient ∂µt̃ that will arise is simply δ0
µ since the time coordinate is

preset. This means any tensor is allowed to enter the Lagrangian with an upper index

0 [89].

3.4.1 Effective Field Theory of Single Field Inflation and the

Symmetry Breaking Scale

Here we give a short review of [89]. Single field inflation contains a single scalar

degree of freedom which is the Goldstone boson that nonlinearly transforms under

time diffeomorphisms. In the gauge with the time coordinate t, where surfaces of

constant t are along the surfaces of constant φ0(t), the scalar degree of freedom is

contained within the metric. In the literature this gauge is referred to as the unitary

gauge

unitary gauge: φ(x) = φ0(t), gij = a2(t) [(1 + 2ζ)δij + hij] , (3.34)

in the following sections we will also refer to it as the ζ-gauge. Since the scalar degree

of freedom takes place in the metric, here it is the variable ζ, the interactions have

the least complicated form in this gauge. With the terms mentioned in the previous
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section the most general Lagrangian in unitary gauge is [89]

S =

∫
d4x
√
−g

[
1

2
m2
PlR +m2

PlḢg
00 −m2

Pl

(
3H2 + Ḣ

)
+
M2(t)4

2!

(
g00 + 1

)2

+
M3(t)4

3!

(
g00 + 1

)3 − M̄1(t)3

2

(
g00 + 1

)
δKµ

µ

− M̄2(t)2

2
(δKµ

µ)2 − M̄3(t)2

2
δKµ

νδK
ν
µ + ...

]
(3.35)

where the coefficients of the linear terms are fixed by requiring that the FRW evolution

is respected at zeroth order in perturbations.

The scalar degree of freedom is made explicit by performing the time diffeomor-

phism

t→ t̃ = t+ ξ0(x), ~x→ ~̃x = ~x. (3.36)

The Goldstone boson π̃, is introduced by promoting the diffeomorphism parameter

ξ0 to a field as

ξ0(x(x̃))→ −π̃(x̃). (3.37)

In these new coordinates x̃ the action reads

S =

∫
d4x̃
√
g̃(x̃)

[
1

2
m2
PlR̃−m2

Pl

(
3H2(t̃+ π̃) + Ḣ(t̃+ π̃)

)
+m2

PlḢ(t̃+ π̃)
∂(t̃+ π̃)

∂x̃µ
∂(t̃+ π̃)

∂x̃ν
g̃µν(x̃) + ...

]
. (3.38)

This action is invariant under diffeomorphisms provided that the Goldstone boson

transforms as

π(x)→ π̃(x̃) = π(x)− ξ0(x). (3.39)

To summarize, the scalar degree of freedom can be made explicit by performing the

diffeomorphism t→ t+ π to the unitary gauge, where π is a field that transforms as

a scalar field plus an additional shift, π → π̃ = π − ξ0 under time diffeomorphisms
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t→ t̃ = t+ ξ0. We will refer to this gauge as the π-gauge

π-gauge: φ(x) = φ0(t) + δφ(x), gij = a2(t)
[
δij + h̃ij

]
(3.40)

and in this gauge the effective field theory action for single field inflation is

S =

∫
d4x
√
−g

[
1

2
m2
PlR−m2

Pl

(
3H2(t+ π) + Ḣ(t+ π)

)
+

+m2
PlḢ(t+ π)

(
(1 + π̇)2g00 + 2(1 + π̇)∂iπg

0i + gij∂iπ∂jπ
)

+
m2(t+ π)4

2!

(
(1 + π̇)2g00 + 2(1 + π̇)∂iπg

0i + gij∂iπ∂jπ + 1
)2

+ ...

]
. (3.41)

Notice that here the EFT parameterm2 introduces temporal and spatial derivaties

of π at different orders, therefore it gives rise to a sound speed for π. At second order

in π the leading derivative terms in the action are

S(2)
π ⊃

∫
d4xa3

(
−m2

plḢ(t) + 2m4
2(t)
)
π̇2 +m2

plḢ(t)gij∂iπ∂jπ (3.42)

With the definition

πc ≡
√
−2m2

plḢ

√
1− m4

2

m2
plḢ

π =
√

2m2
pl|Ḣ|

π

cπ
(3.43)

the action takes its canonical form

S(2)
π ⊃ −

1

2

∫
d4xa3gµν∂µπc∂νπc + · · · = 1

2

∫
d4xa3

[
π̇2
c −

c2
π

a2

(
~∇πc

)2

+ . . .

]
(3.44)

where the sound speed for π is defined to be

c−2
π = 1− m4

2

m2
plḢ

, (3.45)
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to account for the coefficient that now accompanies the spatial derivatives. This

sound speed arises because of the Lorentz invariance is broken via spontaneously

broken time translation invariance. However the coordinates and Lagrangian density

can be rescaled, ~x → ~̃x ≡ c−1
π ~x, L → L̃ = c3

πL, and the canonically normalized field

redefined as π̃2
c ≡ −2m2

plḢcππ
2 to restore it.

The time diffeomorphisms parametrized by the coordinate dependent parameter

ξ0(~x, t) are local symmetries. However if these are broken, then so is the special case

of time translations where the parameter ξ0 = constant. With a constant parameter

the time translations are global symmetries. Global symmetries with parameter ξ

have associated Noether currents

Jµ =
∑
n

∂L
∂(∂µFn)

δFn
δξ

(3.46)

which involve a sum over all fields Fn [90]. This current is conserved even if the symme-

try is spontaneously broken. In the case of spacetime diffeomorphisms the associated

currents are components of the energy momentum tensor.7 For time translations this

is Jµ = Tµ0.

There also exists an associated charge

Q ≡
∫
d3J0 (3.47)

that is well defined at the scales where the symmetry holds. The integral (3.47) over

all space is well defined so long as the zeroth component of the current falls off as

x−3. Otherwise the integrand will blow up at the boundaries as x → ±∞. So by

examining T00 in π-gauge we can determine the scale at which the charge will become

ill defined. This sets the scale of spontaneous breaking of time translations and hence
7Notice that Tµν is the variation of the action with respect to the metric. The field content we

are looking at includes scalar modes which would intuitively be associated with scalar matter fields.
But as we saw even these can be written as components of the metric, which becomes explicit in a
convenient gauge choice. Hence all the field content is indeed the metric and the energy momentum
tensor makes up the whole of the Noether current.
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the scale below which π-description is applicable. As we explicitly compute in section

3.5 the leading order π contribution comes from the terms

T00 ⊃
(
−2m2

plḢ(t+ π) + 2m4
2(t+ π)

)
π̇. (3.48)

Reintroducing the Lorentz invariance also involves rescaling the energy momentum

tensor T̃00 = c2
πT00. At first order in π̃c

T̃00 ⊃
√
−2m2

plḢcπ
˙̃πc −

1

2

Ḧ

Ḣ

√
−2m2

plḢcππ̃c +
ċπ
cπ

√
−2m2

plḢcππ̃c. (3.49)

The second term here that involves Ḧ, takes into account the oscillatory behavior

of the background with frequency ω = 2mφ. This term introduces a discrete shift

symmetry because of its periodic nature. It is negligible during slow roll inflation

where the symmetry breaking scale can be read off of the first term in the current

J̃µ = −Λ2
sb∂̃µπ̃c, (3.50)

as

Λ2
sb =

√
−2m2

plḢcπ. (3.51)

By definition π has the same dimension as time, which gives the canonically normal-

ized filed π̃c the dimension of mass. The ˙̃πc term goes as x−2. It does not fall off

fast enough at the boundary and signals the scale at which spontaneous breaking of

continuous time translations take place [91]. Also note that with the definition of

(3.43), all higher derivative terms in the Lagrangian come suppressed with the scale

Λsb.

In section 3.3.1 we mentioned a discrete symmetry breaking pattern in the spirit

of [87] which also consider a background of the form

H(t) = HFRW +Hosc(t)sin(ωt) (3.52)
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with HFRW < Hosc. Lets go back to discuss the scale associated to this discrete

breaking. If the time dependence of HFRW contribution is negligable, such back-

grounds respect a discrete time translation invariance up to some scale, because of

the presence of sin(ωt). In [87] this is interpreted as a discrete shift symmetry on

the Goldstone boson. On one hand, we know that with such a background Ḧ ∼ ωH2

and hence further powers of π can be invoked by Taylor expansion of the coefficients

Ḣ(t+ π) = Ḣ + Ḧπ + . . . . In the Lagrangian this gives rise to terms

L ⊃ −m2
plḢ(t+ π)π̇2 = −m2

plḢ(t)π̇2 −m2
plḦ(t)ππ̇2 + . . . (3.53)

On the other hand, these terms that come from Taylor expansion, ie Ḧπ do not

respect the shift symmetry of π and hence will not respect the discrete time translation

invariance. Technically, these discrete symmetry breaking terms would be expected

to arise suppressed by the scale associated to the breaking of the symmetry. That is

in terms of canonically normalized fields, one expects that

−m2
plḦ(t)ππ̇2 corresponds to

1

Λdb

π̃c ˙̃π
2

c . (3.54)

Ignoring time dependence of the sound speed, and noting that Ḧ
Ḣ
∼ ω the scale below

which discrete time translation invariance is broken can be read off as

Λdb =
cπ
ω

√
−2m2

plḢcπ, (3.55)

which lies a bit below the breaking scale for the continuous time translation symmetry.

For inflation there is such a range of scales over which the discrete time translation

symmetry is respected, because the HFRW = Hsr part has negligable time depen-

dence and hence the characteristics of the oscillatory part in the background sets the

characteristics of the symmetries involved. In the case of preheating, HFRW = Hm

which already has time dependence strong enough that it will not let the discrete
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time translation invariance be respected at any scale.

Just like m2(t), the effect of the extrinsic curvature terms

Kij = − 1

λN

[
∇kλi +∇λk −

∂hik
∂t

]
, (3.56)

is also to modify the dispersion relation. As hik is the traceless part of the metric

tensor it does not contribute to Kµ
µ term. Via involving ( ˙hik)

2 in a different amount

then ∇hik,

L ⊃ 1

2

(
m2
pl(R

(3) +KijK
ij)− M̄2

3 δK
i
jδK

j
i

)
(3.57)

∼ a−6

2

[(
m2
pl − M̄2

3

) (
ḣij

)2

−m2
pl

(
~∇hij

)2
]

(3.58)

the presence of M̄3 introduces a sound speed for the tensor degrees of freedom associ-

ated with the dominant source of energy density, the inflationary gravitational waves

in this case

c2
g ≡

[
1− M̄2

3

m2
pl

]−1

. (3.59)

This tensor sound speed for example has observable consequences in for dark energy

physics with in this effective field theory frame work [83]. In general these extrinsic

curvature terms also modify the k dependence in the dispersion relation for π. The

effects of such terms have been well noted in again dark energy physics [92].

3.4.2 Effective Field Theory of Preheating and the Particle

Production Scale

As we explored in section 3.3 preheating, just like inflation, is an era with a time

dependent background. Therefore we expect the theory for perturbations during

preheating to be also formulated via spontaneously broken time diffeomorphisms.

During this era the presence of secondary sources is important. The inflaton still
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dominates the energy density of the universe and sets the clock at the initial stages

of this era, which is where we will mainly focus on. But it transfers its energy to the

secondary sources, exciting their perturbations through resonance. Hence we expect

these secondary fields to be introduced at the level of perturbations. We will later

on briefly discuss how the preheating sector can start to dominate the overall energy

density towards the end of preheating. For simplicity we consider it to be composed

of a single scalar field. This means in the effective field theory of preheating we have

two scalar degrees of freedom where one is the Goldstone boson, π that nonlinearly

realizes time diffeomorphisms and is associated with the inflationary sector, and the

other is the perturbations in the preheating sector, which we will denote by χ8.

The effective field theory for the Goldstone boson and a second scalar field with

vanishing background have been developed in [93] for the purpose of studying effects

of heavy fields during inflation. We expect the same action to capture preheating,

with a different behavior of EFT parameters; since the symmetries satisfied, and the

pattern of breaking time diffeomorphisms as studied in sections 3.3.1 and 3.3.2 are the

similar to those during inflation. This action in the unitary gauge where the inflaton

perturbations are encoded in g00 is

Sg =

∫
d4x
√
−g

[
m2
Pl

2
R−m2

Pl

(
3H2(t) + Ḣ(t)

)
+m2

PlḢ(t)g00 +
m4

2(t)

2
(δg00)2

− M̄2
2 (t)

2
(δKµ

µ)2 + ...

]
(3.60)

Sχ =

∫
d4x
√
−g
[
−α1(t)

2
∂µχ∂µχ+

α2(t)

2

(
∂0χ
)2 − α3(t)

2
χ2 + α4(t)χ∂0χ

]
(3.61)

Sgχ =

∫
d4x
√
−g
[
β1(t)δg00χ+ β2(t)δg00∂0χ+ β3(t)δ0χ− (β̇3(t) + 3H(t)β3(t))χ

]
(3.62)

Here α2(t) has a role similar to m2(t) and gives sound speed to the preheating

sector. The parameters α3(t) and α4 encode how χ couples to the background. There-
8When needed we denote the background for the reheating field as χ0.
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fore it captures all the canonical examples. The interactions between the two sectors

become more apparent in the π-gauge and their strengths are encoded via the param-

eters αi(t). The βi(t) parameters imply additional mixings between the two sectors.

Here we will consider them as voluntary complications and mostly set them to zero

by choice. Let us move on to consider the χ sector on its own and discuss the scales

below which χk modes can be excited.

The preheating field is canonically normalized as

χ̃c ≡
√
α1 + α2χa

3/2 (3.63)

At second order in χ, without the metric fluctuations, the action for the canonically

normalized field is

Sc =
1

2

∫
d4x

[
χ̇2
c −

α1

α1 + α2

(~∇χc)2

a2
− α3 − α̇4(t)

α1 + α2

χ2
c+

+

[
3

2
Ḣ +

9

4
H2 +

3H

2

α̇1 + α̇2

α1 + α2

− 3Hα4

α1 + α2

+
1

2

α̈1 + α̈2

α1 + α2

− 1

4

(
α̇1 + α̇2

α1 + α2

)2
]
χ2
c

]
.

(3.64)

We can read off the effective mass of the reheat field as

m2
χ(t) =

α3(t)− α̇4(t)

α1(t) + α2(t)
− 1

2

α̈1 + α̈2

α1 + α2

+
1

4

(
α̇1 + α̇2

α1 + α2

)2

. (3.65)

Moreover the generality of the EFT couplings allow for the reheat field to have a

sound speed as

c2
χ(t) =

α1(t)

α1(t) + α2(t)
, (3.66)

which lets us discover a new class of reheating models [18]. The role of sound speed

for particle production in sectors other then the inflaton does seem to be a feature

that does arise in super symmetric settings [94, 95].
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As such the Lagrangian is;

Lχ =
1

2

[
˙̃χ

2

c − c2
χ(t)

(
~∇χ̃c
a

)2

−m2
χχ̃

2
c

+

(
3Ḣ

2
+

9H2

4
+

3H

2

α̇1 + α̇2

α1 + α2

− 3Hα4

α1 + α2

)
χ̃2
c

]
. (3.67)

The terms in the last line appear due to the Hubble expansion, from the factor of

a3/2 we have in the definition of χ̃c. This field normalization is convenient to bring

the equation of motion for χ in the form of a harmonic oscillator. Later on we will

define the canonically normalized field as χc = a−3/2χ̃c, the difference between the

two normalizations is having terms proportional to Hχ̃2
c or a3/2χcχ̇c.

Carrying on a mode decomposition, the equation of motion for each mode is

¨̃χk +

[
c2
χ(t)

k2

a2
+m2

χ(t)−

(
3Ḣ

2
+

9H2

4

)]
χ̃2
k = 0. (3.68)

The modes χk are harmonic oscillators with the time dependent frequency ω2
k =

c2
χ(t)k

2

a2
+ m2

χ −
(

3Ḣ
2

+ 9H2

4

)
. Part of the time dependence comes from the time de-

pendence of the background and the interactions of the χ with this back ground, as

is expected. In addition, we have an extra source for time dependence through the

sound speed cχ, simply because the symmetries allow us to introduce terms that give

rise to it. As long as the time dependence of the χ oscillator is adiabatic, it will have

a smooth behavior, which can be approximated by the WKB approximation

χc,k(t) =
αk(t)√

2ωk
e−i

∫ t dt′ωk(t′)dt′ +
βk(t)√

2ωk
ei
∫ t dt′ω(t′). (3.69)

This approximation breaks down at times when ωk(t) develops nonadiabaticities,

characterized by

ω̇k ≥ ω2
k(t). (3.70)
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The specific k-modes that satisfy the nonadiabaticity violation at specific times, and

exhibit instabilities can be understood as χk particles being produced. These are

the modes who undergo resonant instabilities and hence are referred to as produced

particles during preheating. Note that the nonadiabaticity in χ behavior does not

mean a nonadiabaticity on the background set by H(t)!

Particle production should be a local transfer of energy from the background

energy density to the χk’s in which the total energy is fixed. This energy transfer

should not care about the overall expansion, in other words it happens at a smaller

length scale thenH−1. Thus we can set a→ 1, H → 0 while keeping the combinations

m2
plḢ ∼ m2

plH
2, which have dimensions E4 and reflect the total energy, constant.

Making use of these limits to neglect the overall expansion, the condition (3.70) can

be turned into a range K2 > k2 for producible k-modes. We will define the left hand

side of this condition, K, as the scale below which particle production occurs. As

we will see in specific examples, αi(t)’s can be written proportional to m2
plH

2. The

second part of the limit guarantees that these interactions are of importance while the

terms coming purely from the background expansion such as the ones in rightmost

parenthesis of equation (3.68) are negligible.

A general expression for the production scale K is complicated. With the expan-

sion neglected this would involve calculating the term

2ωχω̇χ =

[
α̇1

α1 + α2

− α1

α1 + α2

α̇1 + α̇2

α1 + α2

]
k2 +

α̇3 − α̈4

α1 + α2

− α3 − α̇4

α1 + α2

α̇1 + α̇2

α1 + α2

(3.71)

− 1

2

...
α1 +

...
α2

α1 + α2

+
1

2

α̇1 + α̇2

α1 + α2

α̈1 + α̈2

α1 + α2

− 1

2

(
α̇1 + α̇2

α1 + α2

)3

. (3.72)

At this point what assumptions can we make for the αi’s? From dimensional analysis,

where χ has the dimensions of mass, α1 and α2 are dimensionless, [α1] = [α2] = 1,α4

has mass dimension one, [α4] = M and α3 has mass dimension two, [α3] = M2.

In the spirit of the EFT, one would expect similar time dependence in all the EFT

coefficients. At linear order we have the terms m2
plH

2 and m2
plḢ. These are the
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factors we expect to give rise to the time dependence in αi(t). Remember that these

combinations stay finite even when the background expansion is neglected. When we

studied the background behavior at the end of single field inflation, we found two

important scales, one that gave decelerated expansion Hm and one that exhibited

oscillations mφ. We saw that the scale associated with the oscillations is higher then

the scale associated with the expansion, and this guaranteed that on the whole the

background evolves monotonically. In other words the highest scale in the background

physics is mφ. It is this mφ that we can use sort of like a cutoff scale to adjust for

the dimensions of αi.

For convenience we can express αi in the following form that meet our concerns

above

α1(t) = c0 +
c1

m4
φ

m2
plH

2 +
c2

m4
φ

m2
plḢ (3.73)

α2(t) = d0 +
d1

m4
φ

m2
plH

2 +
d2

m4
φ

m2
plḢ (3.74)

α3(t) = a0m
2
χ +

a1

m2
φ

m2
plH

2 +
a2

m2
φ

m2
plḢ (3.75)

α4(t) = b0mχ +
b1

m3
φ

m2
plH

2 +
b2

m3
φ

m2
plḢ (3.76)

where ai, ci, di are just constants of same order.Of course the last two terms for

each EFT parameter above is of the same order, when considering estimations that

involve time derivatives of the EFT coefficients the last term always gives the leading

contribution. For now we can think of them as names of the terms involved in αi,

they can also be thought of as parameterization of random models which will involve

different factors. Note that with this assumption we have made the sound speed for

χ constant c2
χ = α1

α1+α2
∼ O

(
c2

c2+d2

)
, at leading order. However because of the way

α1(t) works into the normalization of χ, the time dependence of these coefficients still

contribute to particle production.

Since α1 and α2 have mass dimension 1, we can always define a normalization such
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that α1(t) + α2(t) = 1. In terms of our assumptions (3.73) and (3.74) this implies

c0 + d0 = 1, and ci = −di for i 6= 0. With this the time dependence that was carried

by the canonical normalization is traded to a time dependence of the sound speed,

which is now simplified to be c2
χ(t) = α1(t). Let us estimate the range of resonant

modes this normalization. The term (3.71) that we need to calculate is simplified

tremendously to to

2ωkω̇k = α̇1k
2 + α̇3 − α̈4 ∝

m2
plḦ

m4
φ

k2 + a2

m2
plḦ

m2
φ

− b2

m2
pl

...
H

m3
φ

(3.77)

∝
m2
plH

2

m3
φ

k2 +
m2
plH

2

mφ

(3.78)

Note that t this point the presence of α4 works on equal footing as α3, so we can just

think of them as one parameter α̃3(t) = α3(t) − α̇4(t) ∼ O
(
m2
plḢ

m2
φ

)
. The frequency

of the oscillations themselves is of the order

ω2
k(t) = α1(t)k2 + α3(t)− α̇4(t) (3.79)

∝
m2
plH

2

m4
φ

k2 +
m2
plH

2

m2
φ

(3.80)

The range of modes that grow non adiabatically is

ω̇k > ω2
k : α̇1k

2 + α̇3 − α̈4 > 2
[
α1k

2 + α3 − α̇4

]3/2
. (3.81)

where the largest mode that satisfies this inequality would set the scale of particle

production.

At this point let us note that from the generality of EFT couplings, we discovered

the possibility of having a sound speed for the reheating field, and moreover the pos-

sibility of production reheat particles from the time dependence of this sound speed.

The general solution to (3.81) where the highest mode that satisfies the inequality

would set the scale of χ-production is not very easy. So let us consider two sepa-
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rate production scales, one coming purely from the sound speed and the other from

background.

Production solely due to the sound speed corresponds to the scale

k <
1

2
√
α1

α̇1

α1

≡ Kcχ . (3.82)

And we can estimate this scale to be Kcχ ∝ O
(

m3
φ

mplH

)
which is highly suppressed by

mφ
mpl

. Particle production with constant sound speed happens up to the scale

k2 <
1

c2
χ

[(
α̇3 − α̈4

2

)2/3

− α3 − α̇4

α1

]
≡ K2

bck. (3.83)

With our assumptions on the EFT coefficients this boils down to

K2
bck ∼

1

α1

[(
m2
plH

2

mφ

)2/3

+
m2
plH

2

m2
φ

]
. (3.84)

We started with mφ
mpl
� 1 and Hp

mφ
≤ 1 this would make the ratio of mpl

mφ
determine

the strength above. However we are also considering the limit where m2
plH

2 is finite,

with finite implying order 1. As such the first term seems to determine the order

of magnitude and so we will take the particle production scale with constant sound

speed to be of the order

K2
bck ∼ O

([
m2
plH

2

mφ

]2/3
)

(3.85)

acknowledging that there may be certain models in the parameter space for whom

the ratios are adjusted to give K2
bck ∼ O

(
m2
plH

2

m2
φ

)
.

which is of the order K2
bck ∝ O

(
1
c2χ

m2
plH

2

m2
φ

)
with m2

φ � mplH. And we note that

K2
cχ < K2

bck.

Before we close this section, let us remind ourselves that in section 3.2 we saw
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that the Hubble parameter at the end of single field inflation behaves according to

Ḣ = −3H2cos2(mφt) (3.86)

from where we got the solution in the following form

H(t) = HFRW +Hoscsin(2mφt). (3.87)

As this is also the behavior expected from the αi(t), there will be oscillatory terms

in ω2
k which puts the equation of motion for χc in the form of a Mathieu equation

X ′′k + (Ak − 2qcos(2z))Xk = 0. (3.88)

In other words complimentary to (3.75), we can also parametrize αi(t) as

αi(t) = Mp
i P (2mφt) (3.89)

where p denotes the mass dimension of each EFT coefficient9. For example, if for

convenience we neglect the time dependence in α1, α2, and say

α3(t) = a0m
2
χ +M2cos(2mφt) (3.90)

neglecting the background expansion, from (3.68) we have for χc

χ̈c +

(
α1

α1 + α2

k2 +
a0m

2
χ

α1 + α2

+
M2

α1 + α2

cos(2mφt)

)
χ2
c = 0. (3.91)

Thus we see that the Mathieu parameters are connected to the EFT parameters,
9Of course the same logic applies to the other EFT coefficients mi(t) and βi.
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under the assumption of constant sound speed, as follows

z = mφt, (3.92)

Ak =
α1

α1 + α2

k2

m2
φ

+
a0

α1 + α2

m2
χ

m2
φ

, (3.93)

q = − 1

2m2
φ

M2

α1 + α2

. (3.94)

The solution (3.69), with the general form χc ∼ eiµkt, can exhibit exponential

growth for modes which develop an imaginary component to µk. The values of µk

for which this happens have long been charted out for the Mathieu equation. So

in principle, by knowing how the EFT parameters are connected to the Mathieu

equation parameters, one can consult these charts for the precise range of the resonant

modes from these charts, or an updated code version of these charts [96]. While the

nonadiabaticity condition (3.70) is the general condition for particle production, this

exponential growth can occur and be efficient even without it in the case of narrow

resonance [82] which is the case with q � 1. Including the time dependence of α1

and α2 will bring further contributions to Ak and q.

Back reaction effects, among the two fields can be captured from terms such as

α3(t+ π)χ.

3.4.3 Self Resonance of the Inflaton during Preheating

The self interactions of the inflaton, which in the π gauge is captured by πc, arise from

two sources. One contribution to self interactions come via the metric perturbations

δg00 and δg0i. These are the ADM variables λN and λi, which we occasionally also

note as δN and δN i. Hence they are not independent variables but are related to π

via the constraint equations. Interactions that look like mixing between πc and scalar

and vector metric perturbations lead to self resonance of πc, the perturbation to the

inflaton, during preheating [85]. The timedependence of the background gives rise to
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further self interactions of the inflaton. These effects captured by Taylor expanding

the time dependent EFT coefficients, such as H(t), Ḣ(t), m2(t)

H2(t+ π) = H2(t) + 2H(t)Ḣ(t)π + (Ḣ2 +HḦ)π2 + ... (3.95)

Keeping track of these terms, the second order Lagrangian for the canonically nor-

malized field πc is

Lπc =
1

2

(
π̇2
c −

c2
π

a2
(∂cπc)

2

)
− 1

2
m2
π(t)π2

c (3.96)

−
√
−2Ḣ

2cπ

(
π̇cδg

00
c −

1

2

(
Ḧ

Ḣ
− 2

ċπ
cπ

)
πcδg

00
c

)
+

3H

2
cπ
√
−2Ḣδg00

c πc . . . (3.97)

where the metric perturbations are canonically normalized as δgµνc = mplδg
µν and

m2
π(t) = −3Ḣc2

π −
1

4

(
Ḧ

Ḣ
− 2

ċπ
cπ

)2

− 3H

2

(
Ḧ

Ḣ
− 2

ċπ
cπ

)
− 1

2
∂t

(
Ḧ

Ḣ
− 2

ċπ
cπ

)
. (3.98)

During inflation the higher derivatives on H would be negligable because of the de

Sitter nature of the background. However during preheating, both π and the canon-

ically normalized field πc gain mass10. We adress this issue in section 3.5, where our

conclusion will be that ζ remains massless, and hence is the Goldstone boson at all

times.

From our investigation of the background we know that Ḧ ∼ mφH
2 and mφ > H.

This means that the leading contribution of metric mixing comes from the term

1

cπ

Ḧ√
−Ḣ

πcδg
00
c ∼ mφHπcδg

00
c . (3.99)

Hence the mixing with metric and the self resonance it leads to become important
10After a straight forward calculation that involves the substitution of solutions for

the ADM variables and a coupe of integration by parts one arrives at the term
− 1

2m
2
pla

2
[
2
...
H − 2Ḧ − 3HḦ − 5 Ḣ

3

H2 + ḢḦ
H − 5Ḣ2

]
π2 in the action at second order in π. All of these

terms would be negligable during inflation but they are relevant for preheating
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starting from the scale

E2
δφ ∼

1

cπ
mφH (3.100)

and below.

3.4.4 Hidden Preheating

So far we have seen that among the EFT parameters, αi(t) control resonant χc pro-

duction, and we studied how H(t) and mi(t) work into πc behaviour. The coefficients

βi(t) denote additional couplings between the inflaton fluctuations and χ. These kinds

of interactions are unavoidable if the inflaton and the reheat field are derivatively cou-

pled to each other. In the unitary gauge, the interactions under consideration are

Scgχ =

∫
d4x
√
−g
[
β1(t)δg00χ+ β2(t)δg00∂0χ+ β3(t)∂0χ− (β̇3(t) + 3H(t)β3(t))χ

]
(3.101)

where the mass dimensions of the parameters are [β1] = M3 and [β2] = [β3] = M2.

The inflaton fluctuations appear explicitly in the π-gauge, which is achieved via

the time diffeomorphism t→ t+ π. Under this nonlinear time diffeomorphism these

terms transform according to

g00 → g00 + 2g0µ∂µπ + gµν∂µπ∂νπ (3.102)

βi(t)→ βi(t+ π) (3.103)

∂0χ→ ∂0χ+ gµν∂µχ∂νπ (3.104)∫
d4x
√
−g →

∫
d4x
√
−g, (3.105)
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and the second order action becomes [93]

S(2)
gχ =

∫
d4x
√
−g

[
β1(t+ π)

(
δg00 + 2∂0π + ∂µπ∂

µπ
)
χ (3.106)

+ β2(t+ π)
(
δg00 + 2∂0π + ∂µπ∂

µπ
) (
∂0χ+ ∂νπ∂

νχ
)

(3.107)

+ β3(t+ π)
(
∂0χ+ ∂µπ∂

µχ
)
−
(
β̇3(t+ π) + 3H(t+ π)β3(t+ π)

)
χ

]
. (3.108)

Let’s begin by focusing on the re-normalizable quadratic couplings

S(2)
gχ ⊃

∫
d4xa3

[
β1(t)

(
δg00χ− 2π̇χ

)
+ β2(t)

(
−δg00χ̇+ 2π̇χ̇

)
(3.109)

− δNβ3(t)χ̇− β̇3(t)πχ̇+ β3(t)δg0µ∂µχ− β3(t)χ̇π̇ (3.110)

+ β3(t)∂iχ∂iπ − β̈3(t)πχ− (3β̇3H + 3β3Ḣ)πχ

]
. (3.111)

Remember that the connection to inflaton particles is

δφ = πc =
π

cπ

√
−2m2

plḢ =
π

cπ
φ̇0. (3.112)

Let’s focus on the terms with temporal derivatives. After canonical normalization

with α1 + α2 = 1, and δg00 = δg00c
mpl

= δNc
mpl

11 we have

11For reference, in the case where mi = βi = 0, which would mean no strong coupling, the

constraints give δN = − ḢH π. This makes δNc = mplδNc =

√
−Ḣ√
2H

πc ∼ πc√
2
.
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S(2)
gχ ⊃

∫
d4xa3

[
β1δNc

χc
mpl

− 2β1
cπ√
−2m2

plḢ

(
ċπ
cπ
πc + π̇c −

Ḧ

2Ḣ
πc

)
χc (3.113)

− β2
δNc

mpl

χ̇c + 2β2
cπ√
−2m2

plḢ

(
ċπ
cπ
πc + π̇c −

Ḧ

2Ḣ
πc

)
χ̇c − β3

δNc

mpl

χ̇c (3.114)

− cπ√
−2m2

plḢ
β̇3χ̇cπc −+β3

δNc

mpl

χ̇c − β3
cπ√
−2m2

plḢ

[
Ḧ

Ḣ
πc + π̇c +

ċπ
cπ
πc

]
χ̇c

(3.115)

− cπ√
−2m2

plḢ
β̈3πcχc −

cπ√
−2m2

plḢ
(3β̇3H + 3β3Ḣ)πcχc

]
(3.116)

Our study of the background taught us that higher derivatives on H are stronger

because they involve more powers of mφ. Derivatives of H appear in S(2) after canon-

ical normalization. Looking at all the terms in S(2), the terms that involve the most

number of derivatives will be stronger among the terms of same order in pertur-

bations.12 Among the terms parametrized by β1, these are β1
cπ√
−2m2

plḢ

Ḧ
Ḣ
πcχ̇c and

−2β1
cπ√
−2m2

plḢ

Ḧ
Ḣ
πcχ̇c. Similarly we have −β2

cπ√
−2m2

plḢ

Ḧ
Ḣ
πcχ̇c and 2β2

cπ√
−2m2

plḢ
π̇cχ̇c for

β2 parametrization and − cπ√
−2m2

plḢ
β̇3χ̇cπc, −β3

cπ√
−2mplḢ

Ḧ
Ḣ
πcχ̇c, − cπ√

−2m2
plḢ

β̈3πcχc for

β3 parametrization.

Some of these terms involve derivative couplings,13

β1√
−2m2

plḢ
π̇cχc,

β2√
−2m2

plḢ

Ḧ

Ḣ
πcχ̇c,

β3√
−2m2

plḢ

(
1 +

Ḧ

Ḣ

)
πcχ̇c. (3.117)

12This does not imply that the next order action will be stronger then the previous. For example at
third order one has the term [93]. S(3)

gχ ⊃ γπ̈χχ̇, which will involve γ
(
−
...
H
Ḣ

+ Ḧ2

Ḣ2

)
π̇c√
−2m2

plḢ
χcχ̇c ∼

γ
m2
φωk

mplH
πcχ

2
cwhere γ is dimension zero and this term is highly suppressed via the symmetry breaking

scale, compared to terms in S(2).
13We can ignore the terms coming from metric perturbations via δNc because they are Planck

Suppressed at this order.
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These are terms of the form R1π̇cχc and ρππcχ̇c. They can compete with the kinetic

terms. Notice that ρπ,χ has dimensions of energy, so it sets the energy scale for

these derivative interactions. Below the scale set by ρπ,χ, if these derivative couplings

dominate over the kinetic terms π̇2
c , χ̇2

c , the system will effectively have a single degree

of freedom. This is the same situation that is addressed in [91], where they consider

its implications during inflation. Following the same line of thought, we will now

consider the consequences during preheating. We want to focus on the consequences

of these interactions. For now we are not interested in how the sound speed can

amplify or reduce their strength, so we have set cπ = cχ = 1, which amounts to

setting m2 = 0, α1 = 1.

To see how the number of effective degrees of freedom goes down to being single,

let us consider the quadratic Lagrangian for the canonically normalized perturbations

in the presence of these interactions one by one. Keep in mind that we still consider

scales within the limit a→ 1 that was meaningful for particle production purposes.So

whenever we need to compare terms with each other, we treat the combination mplH

to be an order one number, as was implied by the flat spacetime limit.

Hidden Preheating by β1:

In the presence of β1 we have,

L(2) =
1

2
χ̇2
c +

1

2
π̇2
c −

1

2a2
(∂iχc)

2− 1

2a2
(∂iπc)

2− 1

2
m2
χχ

2
c−

1

2
m2
ππ

2
c −2R1π̇cχc−R1

Ḧ

Ḣ
πcχc

(3.118)

where R1 ≡ β1(t)√
−2m2

plḢ
. The derivatives of the fields go as π̇c = ωππc and χ̇c = ωχχc.

Note that this is different then during inflation where one would assume π̇c = HIπc

and χ̇c = HIχc since the Hubble rate during inflation HI is the highest scale involved.

The difference here arises due to the presence of other scales which are typically higher

then Hm during preheating.

In comparison, the kinetic terms go by ω2
π, ω2

χ, while the kinetic coupling goes as
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R1ωπ . For energies in the range of

R1 > ωπ and R1 >
ω2
χ

ωπ
(3.119)

the theory is

L ' −2R1π̇cχc −
1

2a2
(∂iχc)

2 − 1

2a2
(∂iπc)

2 − 1

2
m2
χχ

2
c −

1

2
m2
ππ

2
c −

Ḧ

Ḣ
R1πcχc. (3.120)

At first sight it looks like the kinetic term here has a wrong sign, but this depends

on the sign of R1, which is not necessarily positive! In fact we will consider a specific

example that will demonstrate this point.

In this range χc is no longer a dynamical field, since it doesn’t have any kinetic

terms. In fact it plays the role of canonical momenta for πc,

pπ ≡
∂L
∂π̇c

= −2R1χc. (3.121)

So in this regime the perturbations of the reheating field are effectively heavier than

inflaton perturbations and hence they are integrated out. This is an interesting point.

By intuition from the canonical examples, we would have liked to see more and more

of χc modes being the effective degrees of freedom during preheating, yet we are seeing

that in the presence of β1 interactions, the inflaton perturbations are the effective,

in otherwords, lightest degrees that propagate! However it is important to note

that the presence of the reheat perturbations is important, as they determine the

canonical momenta of πc. So in a sense this is a type of reheating where there is a

range of energies in which the reheating field determines the dynamics of the inflaton

perturbations, while it itself stays hidden. This is why we have called this range as

the “Hidden Preheating”. It is the preheating version of the situation discussed in

[Equilateral].

Let us try to make an estimate on the likeliness of such a range occuring, by
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making assumptions on the form of the EFT coefficients. As we have already noted,

the mass dimensions of βi are [β1] = M3, [β2] = [β3] = M2. Since the quadratic terms

that were determined by the background are at order m2
plḢ, we expect a similar form

for βi. Unless we know more about the background, we have mφ, which is the highest

scale in the background evolution, that we can use to make the dimensions fit

β1 = b1

m2
plḢ

mφ

, (3.122)

β2 = b2

m2
plḢ

m2
φ

, (3.123)

β3(t) = b3

m2
plḢ

m2
φ

. (3.124)

As such

R1 ≡
β1√
−2m2

plḢ
= O

(
mplH

mφ

)
= O

(
Λ2
sb

mφ

)
. (3.125)

So while in the range Λsb > ωπ,χ > R1 there are 2 effective degrees of freedom πc and

χc, in the range R1 > ωπ,χ, the inflaton perturbations πc are the only effective degree.

We sumarize this distribution of effective modes with respect to scale in Figure 3.1.

Now we need to be a bit careful, does this leave any range for χc-production? We

found that the χc particles can be produced up to the scale

K2
bck =

1

c2
χ

[(
α̇3 − α̈4

2

)2/3

− α3 + α̇4

]
∼ O

([
m2
plH

2

mφ

]2/3
)

= m
2/3
φ R

4/3
1 (3.126)

Considering (3.125), this suggests that the scale of particle production lies above the

scale R1, and so in the range R1 < E < Kbck both πc and χc modes are effective

degrees of freedom.

These β1 interactions are present in models where the inflaton is derivatively

coupled to the reheating sector. As a solid example, in context of preheating derivative
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𝜔𝜒 = 𝜔𝜋

𝜔𝜒

𝜔𝜋

𝛿𝜙 modes

𝑅1

𝑅1

𝑅1 > 𝜔𝜋

𝐾𝑔𝑒𝑛

𝐾𝑔𝑒𝑛

𝛿𝜙 and 𝜒𝑐 modes

Towards the 𝑅1 = 𝜔𝜒 = 𝜔𝜙
point modes of both species 
become present.

Λ𝑠𝑏

Λ𝑠𝑏

𝛿𝜙 modes

Figure 3.1: Here we show up to which scales the inflaton modes δφ = πc and reheating
modes χc appear as effective degrees of freedom.

couplings have first been studied in [97], with

L = −1

2
∂µφ∂µφ−

1

2
∂µX∂µX −

1

2
m2
φφ

2 − 1

2
m2
χX

2 − 1

F 2
(∂µφ∂

µφ)X2 (3.127)

where F is the cutoff for this effective field theory. In the original work, the au-

thors consider Chaotic Inflation in particular, to govern the inflaton sector in this

low energy theory, in which case F ' mpl. We will focus on this Lagrangian now

to demonstrate our previous development of scales. This Lagrangian can describe

preheating in general backgrounds where the reheating field can also contribute sig-

nificantly to the background energy density, and be time dependent. This can raise

some issues on the stability of the background, which we will come back to later. For
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the purposes of this section we can set χ0 = const. This raises no stability questions

and for example resembles geometric destabilization of inflation [98]. For our purposes

this effective field theory could have been obtained from a different UV completion,

and F is undetermined. The background equations of motion for this system are

− 2m2
plḢ =

(
1 + 2

χ2
0

F 2

)
φ̇2

0 ≡ R2φ̇2
0 (3.128)

3m2
plH

2 =
1

2

(
1 + 2

χ2
0

F 2

)
φ̇2

0 + V (φ0) + U(χ0) (3.129)

and for χ0

U ′(χ0)− 2
φ̇2

0

F 2
χ0 = 0. (3.130)

In unitary gauge, the fields are expanded in terms of linear perturbations as φ =

φ0(t), X = χ0 + χ(~x, t) and, gµν = ḡµν(t) + δgµν(~x, t). With V ′′(φ0) = m2
φ and

U ′′(χ0) = m2
χ the Lagrangian up to second order in perturbations is

L(2) = −m2
pl(3H

2(t) + Ḣ(t)) +m2
plḢg

00 (3.131)

− 1

2
∂µχ∂

µχ− 1

2

(
m2
χ − 2

φ̇2
0

F 2

)
χ2 − 2

χ0

F 2
φ̇2δg00χ (3.132)

where the background equations of motion have been taken into account. This

matches the EFT Larangian as a model with

α1 = 1, α2 = 0, α3 = m2
χ − 2

φ̇0

F 2
= m2

χ +
4m2

plḢ

F 2
, α4 = 0, mi = 0. (3.133)

Comparing the last line with (3.101) we can also read off that

β1(t) = −2
χ0

F 2
φ̇2

0 = 4
χ0

F 2R2
m2
plḢ. (3.134)
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This sets the scale for Hidden preheating to be

R1 =
β1√
−2m2

plḢ
= −2

χ0

F 2R2

√
−2m2

plḢ ∼
χ0

F 2R2
Λ2
sb. (3.135)

Also note that in the range R1 > ωπ and R1 >
ω2
χ

ωπ
, the canonical momentum of the

effective degree of freedom πc is

pπ = −R1χc = 4
χ0

F 2R2

√
−2m2

plḢ χc. (3.136)

The χc production scale here is

K2
bck =

(
2m2

plḦ

F 2

)2/3

−m2
χ − 4

m2
pl

F 2
Ḣ (3.137)

K2
bck ∼

(
mφ

Λ4
sb

F 2

)2/3

−m2
χ − 4

Λ4
sb

F 2
(3.138)

Corrections to φ dynamics here come with coefficients of χ0

F
, which makes them pertur-

bative corrections as long as χ0 � F . This in return implies that χ0

R2 = χ0(
1+2

χ20
F2

)2 ∼ χ0,

and the particle production scale will lie above the coupling R2
1 ∼

χ2
0

F 2

Λ4
sb

F 2 .

The derivative couplings preserve the shift symmetry of the inflaton. Hence they

provide a very likely candidate for couplings of the inflaton with other fields. This

also makes them more likely to be present in the later stages then nonderivative

couplings, such as the original g2φ2X2 interaction considered for preheating. Here we

have studied what type of perturbative degrees of freedom they are capable of and at

what levels, which is complementary to the question of their efficiency in resonance.
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Hidden Preheating with β2(t):

The quadratic Lagrangian in the presence of β2 is

L(2) =
1

2
χ̇2
c +

1

2
π̇2
c −

1

2a2
(∂iχc)

2− 1

2a2
(∂iπc)

2− 1

2
m2
χχ

2
c −

1

2
m2
ππ

2
c + 2ρ2π̇cχ̇c− ρ2

Ḧ

Ḣ
πcχ̇c

(3.139)

where ρ2 ≡ β2√
−2m2

plḢ
. In the previous case R1 had mass dimension one and hence

it defined a scale, but ρ2 is dimensionless. Moreover different then the case with β1,

here χc appears with time derivatives and there are two derivative couplings. During

preheating we can approximate ωπ ∼ mφ, moreover we know that Ḧ ∼ mφH
2. This

puts the two terms ρ2
Ḧ
Ḣ
πcχ̇c and ρ2π̇cχc on equal footing. Comparing the term ρ2π̇cχ̇c

with the kinetic terms we notice that this derivative coupling dominates the kinetic

energy of χc for ρ2 >
ωχ
ωπ

and dominates the kinetic energy of πc for ρ2 >
ωπ
ωχ
. The

coefficient ρ2 is a dimensionless number, which can at most be order 1. In terms of

our assumptions for EFT coefficients, its value would depend on the ratio between

the inflaton mass to the planck scale and the Hubble rate ρ2 ∼ O
(
mpl
mφ

H
mφ

)
. Rather

then defining a scale, effects of ρ2 become important in terms of the ratio between

frequencies of the two species present. Unless ωχ = ωπ, there exist two opposite

regimes

regime 1: 1 ≥ ρ2 >
ωχ
ωπ

implying ωπ > ωχ (3.140)

regime 2 1 ≥ ρ2 >
ωπ
ωχ

implying ωχ > ωπ. (3.141)

In regime 1, the derivative couplings are more dominant to the kinetic energy of

χc, but subdominant to kinetic energy of πc. Which makes

L(2)
reg1 '

1

2
π̇2
c −

1

2a2
(∂iχc)

2 − 1

2a2
(∂iπc)

2 − 1

2
m2
χ(t)χ2 − 1

2
m2
π(t)π2

c . (3.142)

Here χc is not a dynamical degree nor does it play into the canonical momenta for

the inflaton perturbations. Since it won’t go into resonance, we can also neglect the
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(∂iχc)
2 terms and conclude that in this regime χc only contributes to the overall

cosmological constant term.

In regime 2, with ρ2 >
ωπ
ωχ
, where ωχ > ωπ, the derivative couplings are greater

then the kinetic energy of πc but less then the kinetic energy of χc. The Lagrangian

in this regime looks like

L(2)
reg1 '

1

2
χ̇2
c −

1

2a2
(∂iχc)

2 − 1

2a2
(∂iπc)

2 − 1

2
m2
χ(t)χ2 − 1

2
m2
π(t)π2

c . (3.143)

In this regime the reheating particles, χc are the effective degrees of freedom and

they undergo resonance, and the presence of inflaton perturbations πc are completely

negligable!

In the case of Hidden Preheating with β1 there was a distinct energy range of

at what scales modes of which species were effective. Here, in the presence of β2,

the effective appearance of a mode depends on its relative frequency of the mode it

couples to! We show the phase space for this situation in figure 3.2. For the moment

there are no examples we know of that fall into this category. We note again that,

while the operator β1 defined a scale R1, the strength of the coupling ρ2 that the

operator β2 defines, determines only the relative frequency of inflaton to reheating

field. This means when a certain inflaton mode at a certain frequency is coupled to

a specific mode of reheating sector with a specific frequency, out of the two modes

under question the one with the greater frequency will be the mode that is the effective

degree of freedom.
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𝜔𝜒 = 𝜔𝜋

𝜔𝜒

𝜔𝜋

𝐾𝑔𝑒𝑛

𝐾𝑔𝑒𝑛

Λ𝑠𝑏

Λ𝑠𝑏

𝛿𝜙 modes

𝜒𝑐 modes

Figure 3.2: Here we show the regions where the inflaton modes δφ = πc and reheating
modes χc appear as effective degrees of freedom.

Hidden Preheating by β3:

The quadratic Lagrangian in this case is

L(2) =
1

2
χ̇2
c +

1

2
π̇2
c −

(∂iχc)
2

2a2
− (∂iπc)

2

2a2
−
m2
χ(t)

2
χ2
c −

m2
φ(t)

2
π2
c (3.144)

− β̇3χ̇cπc√
−2m2

plḢ
− Ḧ

Ḣ

β3πcχ̇c√
−2m2

plḢ
− β3π̇cχ̇c√

−2m2
plḢ
− β̈3πcχc√

−2m2
plḢ

. (3.145)

This time we have different couplings at different levels,

ρ3 ≡
β3√
−2m2

plḢ
, R2 ≡

β̈√
−2m2

plḢ
, R3 ≡

β̇3√
−2m2

plḢ
(3.146)
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L(2) =
1

2
χ̇2
c +

1

2
π̇2
c −

(∂iχc)
2

2a2
− (∂iπc)

2

2a2
−
m2
χ(t)

2
χ2
c −

m2
φ(t)

2
π2
c (3.147)

−R3χ̇cπc −
Ḧ

Ḣ
ρ3πcχ̇c − ρ3π̇cχ̇c −R2πcχc. (3.148)

β3 has mass dimension 2. This makes ρ3 a dimensionless coupling strength, just like

ρ2. We would again expect that ωπ ∼ mφ putting these two terms on equal footing.

R2 and R3 are the dimensionfull parameters that can set the scales here. The R2

term only contributes to the over all energy. R3 has dimensions of mass and works

similar to R1 here. So let us focus on R3. This term can dominate over the kinetic

energies of both πc and χc and the derivative couplings with ρ3 if

R3 > ωχ, ωπ and R3 > ρ3ωπ. (3.149)

As ρ3 ≤ 1 the later part of the condition is automatically satisfied if the first part is

already met. In this regime

L(2) ' −R3χ̇cπc−
1

2a2
(∂iχc)

2− 1

2a2
(∂iπc)

2− 1

2
m2
χ(t)χ2

c−
1

2
m2
π(t)π2

c−R2πcχc. (3.150)

This is an example where the χc modes are the lightest degree of freedom, and πc

plays the role of canonical momenta

pχ ≡
∂L
∂χ̇c

= −R3πc (3.151)

Which is similar to the case of Hidden preheating with β1, only this time the roles of

the two fields are switched around.

The scale R3 defines, the scale up to which χc is the single effective species, is

around O
(
mplH

mφ

)
order of magnitudewise. In scales where we understand

√
mplH

to set the unit scale, the relationship between the magnitude of this scale to the χ-

production scale is Kbck = (mplH)1/3R
1/3
3 ∼ R

1/3
3 . As Kbck, R3 are smaller than unit

scale, R1/3 is bigger then R3. In conclusion at frequencies below this scales, E < R3,
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the effective modes are reheating modes alone where as at scalesR3 < E < Kbck modes

of both πc and χc are present, and above Kbck there is only inflaton perturbations.

We summarize these scales and the corresponding species in figure 3.3.

𝜔𝜒 = 𝜔𝜋

𝜔𝜒

𝜔𝜋

𝜒𝑐 modes

𝐾3

𝐾3

𝐾𝑔𝑒𝑛

𝐾𝑔𝑒𝑛

𝛿𝜙 and 𝜒𝑐 modes

Λ𝑠𝑏

Λ𝑠𝑏

𝛿𝜙 modes

Figure 3.3: Here we show the regions where the inflaton modes δφ = πc and reheating
modes χc appear as effective degrees of freedom in the presence of β3 interactions.

To summarize this section, due to the presence of derivative couplings, we asked

under what conditions the system would have modes of a single species of either the

inflaton or the reheating perturbations. We found that with β1 type couplings, there

is an energy scale R1 below which the inflaton modes are the single species present.

This means, irrespective of the coupling strength any β1 type model will have a phase

where only πc = δφ are present. For β2 type couplings it turned out that depending

on the relative frequency of the χc and πc modes that couple with each other, only

the one with greater frequency shows up to be present. In the presence of β3 we noted
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that the lowest species is the reheating perturbations, up to the scale R3 > ωχ, ωπ.

Above the quadratic order, the presence of βi can give rise to the decay of χc into

πc via the couplings β1(t)∂µπ∂
µπχ, β2(t)∂0π∂νπ∂

νχ and β2(t)∂µπ∂
µπ∂νπ∂

νχ. This is

opposite of the intuition that the inflaton would decay into the reheating sector.

3.4.5 The Eventual Ladder of Scales

To summarize, in the previous sections we focused on the scales associated with the

production of χc modes, self resonance of the inflaton and strong mixing between the

inflationary and reheating sector. These are the processes available during preheating

below the symmetry breaking scale. By making general assumptions about the EFT

coefficients {αi(t), βi(t)} we were able to obtain an overall magnitude for the strength

of each of these scales. To remind ourselves, the scale of symmetry breaking, up to

which this EFT formalism holds is

Λ2
sb(H,m2) =

√
−2m2

plḢcπ. (3.152)

The scale up to which χc modes will be set to resonance by the background is

K2
bck(αi) =

1

c2
χ

[(
α̇3 − α̈4

2

)2/3

− α3 − α̇4

α1

]
∼ 1

c2
χ

(
m2
plH

2
m

mφ

)2/3

. (3.153)

There is also the possibility of χ production via its sound speed, which can take place

up to the lower scale of

Kcχ =
1

2

α̇1

α
3/2
1

∼
m3
φ

mplHm

. (3.154)

And we found that in the presence of β1 there is the possibility of strong mixing

between inflationary and reheating sectors below the scale

R2
1(β1) =

β2
1

2m2
pl|Ḣ|

∼ Λ4
sb

m2
φ

(3.155)
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Figure 3.4: The hierarchy between the scales and the species present in the EFT (a)
with βi = 0 and (b) with β1 6= 0.

Lastly, the inflaton fluctuation can go into self resonance at

E2
δφ =

1

cπ

Ḧ√
−Ḣ

∼ 1

cπ
mφHm. (3.156)

We started our discussion by noting that to study preheating we are focusing at

times wheremφ > Hpre ∼ Hm. As such, at the background level we have the hierarchy

mpl > mφ > Hpre ∼ Hm, present at the epoch of interest. The background scales

appear in associated scales with interactions. Hence the hierarchy at the background

level implies certain hierarchies among the processes considered. This hierarchy, in

the basic version of without the derivative couplings, ie βi = 0, is listed in Figure

(3.4a). We have seen how the presence of field content affect the species that are

present at different scales. We represent this effect among the scales in Figure (3.4b)

with β1 6= 0.
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3.5 What Happens to Adiabatic Modes and Who is

the Goldstone Boson during Preheating?

In section 1.5 we introduced the quantities ζ and R. Their relevance is that these

are known to be conserved quantities for superhorizon inflationary modes, and hence

through them one can gain knowledge of inflation from today’s observations. We have

mentioned their connection to metric and field perturbations

ζ =
A

2
−Hδρ

˙̄ρ
, (3.157)

R =
A

2
+Hδu, (3.158)

and derived the governing equation for their dynamics

ζ̇ =
∂iδT

i
0

3(ρ̄+ p̄)
+

˙̄ρδp− ˙̄pδρ

3(ρ̄+ p̄)2
, (3.159)

3 (ρ̄+ p̄) Ṙ = −δρ̇+ ∂iδT
i
0 − 3Hδρ−HδT ii + 3 (ρ̄+ p̄)

[
Ḣδu+Hδu̇

]
. (3.160)

At the time of their introduction [99], [100], the scientific community was not certain

that these scalar quantities really referred to physical degrees of freedom. There was

the concern that these may just be gauge modes. In [26] Weinberg came up with an

argument to prove that they are physical and that on superhorizon scales they are

conserved. By studying perturbed Einstein’s equations at linear order in Newtonian

gauge, he showed that in the limit k → 0, ζ and R are conserved. He proved they

are physical by showing that solutions of the field equations for ζ and R in the limit

k → 0 can be continued to k 6= 0. Here we want to check the adiabaticity of ζ during

preheating.

If certain conditions are satisfied, the reheating sector can cause growth in ζ

[28]. Here we focus on linear order perturbation theory. As long as a single field
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sets the evolution of the background, there is a difference in the introduction of the

perturbations of the dominant sector and other sectors. The EFT formalism captures

this difference while taking into account all possible generalizations of interactions

between the perturbations. In the initial stages of preheating it is the inflaton φ0(t)

that drives the dynamics of the background Hp(t). Hence the Goldstone boson is

associated to scalar perturbations of the inflaton field δφ, while the scalar field χ

associated with the reheating sector is introduced as a perturbation. Goldstone modes

are expected to be massless. However we saw in the earlier sections that the preheating

background Hp(t), can give rise to mass terms for the inflaton perturbations, δφ =

πc. This raises the question of who is the Goldstone mode? By keeping track of

the interactions in two different gauges, we will clarify that ζ is the variable that

remains massless during preheating and can be identified as the Goldstone mode at

all times rather then π or πc. ζ being defined at linear order, the Goldstone modes

are associated only with the inflaton sector. The subtlety here is that their properties

are more clear in the gauge where the fact that they are associated to the inflationary

sector is not explicit.

By now we have introduced the effective field theory for perturbations for an era

where the energy density is dominated by a single field species (this field being the

inflaton here) in unitary gauge where constant time surfaces are aligned with the

background, φ(x, t) = φ0(t) and δφ = 0. Within this temporal gauge the remaining

spatial metric components can be fixed such that gij = a2(t)(1+2ζ)δij. In our general

decomposition of the metric (1.27)-(1.29), the scalar contributions are

ds2 = −(1 + 2E)dt2 + 2a∂iFdx
idt+ a2 [(1 + 2A)δij + 2∂i∂jB] dxidxj, (3.161)

and this spatial gauge choice amounts to setting A = ζ in our decomposition of

(1.29), or in terms of more contemporary literature Ψ = ζ. As we saw in terms

of ADM decomposition, the metric components g00 = −(1 + 2E) = −(λN)2 and

g0i = 2a(t)∂iF = 2λi, where we are focusing only on the scalar components, are not
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completely random, they need to be determined via solving the constraint equations.

For us the linear order solutions are enough. However these solutions do depend on

second order terms in the action. With the assumption λN = 1 + δN where δN is a

small perturbation and hence g00 ∼ −(1 + 2δN), for mi = 0 in the ζ gauge [24]

λN = 1 +
ζ̇

H
, λi = ∂i

(
− 1

a2

ζ̇

H
− Ḣ

H2

1

∂2
ζ̇

)
. (3.162)

Note that these solutions, at the perturbative level, involve terms that all come with

time derivatives of ζ. This fact does not change even when mi 6= 0, as studied in

section 3.3 of [25]. From now on we will refer to this gauge, which was historically

first introduced in [78], as the “ζ-gauge”.

ζ-gauge: δφ = 0, φ(x, t) = φ0(t), g00 ∼ −

(
1 + 2

ζ̇

H

)
,

gi0 ∼ O
(
ζ̇
)
, gij = a2(t) (1 + 2ζ) δij. (3.163)

Since there are no perturbations to the scalar matter content, at linear order for this

gauge choice δρ = 0. Hence the gauge invariant quantity ζ appears explicitly as a

scalar mode in gij. Prior to gauge fixing, the perturbed Einstein Equations at linear

order [33] are

3H
(
−Ȧ+HE

)
+
k2

a2

[
−A+H

(
a2Ḃ − aF

)]
= − δρ

2m2
pl

(3.164a)

−Ȧ+HE = −(ρ̄+ p̄)δu

2m2
pl

(3.164b)

−Ä− 3HȦ+HĖ +
(

3H2 + 2Ḣ
)
E =

1

2m2
pl

(
δp− 2

3
k2σ

)
(3.164c)

(∂t + 3H)

(
Ḃ − F

a

)
− A+ E

a2
=

σ

m2
pl

(3.164d)

where σ is the anisotropic stress defined via (3.177). The first two here are the
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constraint equations. The energy conservation equation is

δρ̇+ 3H (δρ+ δp) =
k2

a2
δq + (ρ̄+ p̄)

[
−3Ȧ+ k2

(
Ḃ +

F

a

)]
(3.165)

Setting E = 0, A = ζ, in the case of zero anisotropic stress, via equation (3.164a)

the ζ gauge immediately gives ζ̇ = 0 in the limit k → 0. Note that this wouldn’t have

happened if λN , λi had nonderivative dependence on ζ. So the constancy of ζ is very

much explicit and applicable to all eras in the ζ gauge. And this follows because the

effective field theory of perturbations satisfies perturbed Einstein Equations.

In the choice of the time coordinate such that the scalar perturbation presents

itself in the matter sector δφ = φ̇0π, with the transformation property of π → π − ξ0

under time diffeomorphisms t→ t+ ξ0. Here the ADM variables are [91]

E = δN = −Ḣ
H
π, ∂iλi =

1

c2
π

Ḣ

H
π̇. (3.166)

From here on we will refer this gauge choice as the "π-gauge" which is, with focus on

the scalar components

π-gauge: φ(x, t) = φ0(t)+δφ, g00 ∼ −1+2
Ḣ

H
π, ∂igi0 = 2∂i

(
1

c2
π

Ḣ

H
π̇

)
, gij = a2(t)δij.

(3.167)

Because ζ is a gauge invariant variable, its properties will not change from one gauge

to another. However, let us explicitly work out ζ dynamics in the π-gauge.

3.5.1 ζ dynamics in the π-gauge

In π-gauge, if we ignore complicated model dependent mixing terms, that is set the

EFT parameter βi = 0, we expect the dynamics during preheating to be explainable
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by the matter action

Sm =

∫
d4x
√
−g

[
−m2

pl

(
3H2(t+ π) + Ḣ(t+ π)

)
+m2

plḢ(t+ π)
(
g00 + 2g0µ∂µπ + gµν∂µπ∂νπ

)
+

1

2
m4

2(t+ π)
(
δg00 + 2g0µ∂µπ + gµν∂µπ∂νπ

)2

− α1(t+ π)

2
gµν∂µχ∂νχ+

α2(t+ π)

2

(
g0µ∂µχ+ gµν∂µπ∂νχ

)2 − α3(t+ π)

2
χ2

]
.

(3.168)

Our aim in this section is to write the explicit dependence on π and background

dynamics for ζ and ζ̇ arising from (3.168) to first order in perturbations. Any χ

involvement would present itself starting from second order.

To reach ζ and ζ̇ we must first obtain the stress energy momentum tensor

Tαβ = − 2√
−g

δSm
δgαβ

. (3.169)

At the background level, that is neglecting any δgµν , π and χ contributions, we achieve

the familiar expressions

T̄00 = 3m2
plH

2 (3.170)

T̄0i = 0 (3.171)

T̄ij = −m2
plḡij

(
3H2 + 2Ḣ

)
, (3.172)

which imply ρ̄ = 3m2
plH

2 and p̄ = −m2
pl(3H

2 + 2Ḣ).

To first order in perturbations, by expanding the time dependent functions f(t+π)

to linear order in π and including in δgµν , after a straightforward calculation14 we
14 For example the term Lm ⊃

√
−gm2

4g
00g0µ∂µπ leads to the term m4

2ḡ
0µ∂µπ in δT00. And the

perturbations to the inverse metric are connected to the perturbations to the metric by δgµν ≡
gµν − ḡµν = −ḡµρḡνσδgρσ so that δg00 = 1 + g00 = −δg00.
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have

δT00 = m2
pl

[
6HḢπ − 2Ḣπ̇ −

(
3H2 + Ḣ

)
δg00

]
+m4

2

[
3δg00 + 2π̇

]
(3.173)

δT0i = −m2
pl(3H

2 + 2Ḣ)δg0i − 2m2
plḢ∂iπ (3.174)

δTij = −m2
pl(3H

2 + 2Ḣ)δgij −m2
plḡij

(
Ḣδg00 + (6HḢ + 2Ḧ)π + 2Ḣπ̇

)
. (3.175)

Equation (3.173) defines the perturbation to the energy density to be

δρ =δT00 + ρ̄δg00

=m2
pl

[
6HḢπ − 2Ḣπ̇ − Ḣδg00

]
+m4

2(t)
[
3δg00 + 2π̇

]
. (3.176)

The components of δTij are related to the pressure perturbation and anisotropic stress

σ as

δTij = p̄δgij + ḡijδp+ a2(∂i∂jσ + ∂iσ
j + ∂jσ

j + σTij) (3.177)

which by comparison with (3.175) implies that there is no anisotropic stress tensor

involved and the pressure perturbation is

δp = −m2
pl

(
Ḣδg00 + (6HḢ + 2Ḧ)π + 2Ḣπ̇

)
. (3.178)

Thus in the π-gauge, with A = B = 0, the gauge invariant quantity (3.157) is

ζ = −Hπ +
1

3
π̇ +

1

6
δg00 −

m4
2

m2
plḢ

[1

2
δg00 +

1

3
π̇
]
. (3.179)

In the long wavelength limit, where the terms with spatial derivatives in (3.159)

drop out, we obtain

ζ̇k→0 = −

(
H +

Ḧ

6Ḣ

)
[δg00 + 2π̇] +

m4
2(t)

m2
pl

(
H

Ḣ
+

Ḧ

3Ḣ2

)[
3

2
δg00 + π̇

]
. (3.180)
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In π-gauge δg00 = 2 Ḣ
H
π, which leads to

ζ̇k→0 = −2

(
H +

Ḧ

6Ḣ

)[
Ḣ

H
π + π̇

]
+
m4

2(t)

m2
pl

(
H

Ḣ
+

Ḧ

3Ḣ2

)[
3Ḣ

H
π + π̇

]
. (3.181)

At first sight this equation for ζ is not applicable during preheating, or any other era

where an oscillating scalar field dominates, due to the presence of Ḣ in the denom-

inator in equation (3.181). So we have derived the known result [28] based on the

equation of state ω, in the π gauge.

At this point we have more or less made a connection between the language of

cosmological perturbations in the old lore and the π-language. We have seen that ζ

is conserved in the ζ gauge and we know that it is conserved in the Newtonian gauge.

So it must be conserved in the π gauge also. We need to find the variable suited for

this gauge.

3.5.2 The conserved variable in π-gauge

Previously we failed in our attempt to confirm the constancy of ζ via the energy

momentum conservation equation. In order to find a time-independent variable in π

gauge, let us look at the perturbed Einstein Equations in π gauge. Setting A = B = 0,

in the case of zero anisotropic stress these are

−3H2E +
k2

a2
(aHF ) =

δρ

2m2
pl

(3.182a)

HE = − δq

2m2
pl

(3.182b)

HĖ + (3H2 + 2Ḣ)E =
δp

2m2
pl

(3.182c)

(∂t + 3H)
F

a
+
E

a
= 0. (3.182d)
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And the continuity equation is

δρ̇+ 3H(δρ+ δp) = k2

[
δq

a2
+ (ρ̄+ p̄)

F

a

]
. (3.183)

This will eventually give us our master equation for ζ̇. Equations (3.182a) and (3.182c)

give δρ+δp in terms of the metric perturbations. By inserting the expression obtained

this way into (3.183), in the long wavelength limit we obtain

δρ̇+ 3m3
pl

(
2H2Ė + 4HḢE

)
= 0. (3.184)

This suggests that the explicitly conserved quantity at long wavelengths, in the π-

gauge is

Q ≡ δρ+ 6m2
plH

2E. (3.185)

What is this quantity Q? In π-gauge, E = − Ḣ
H
π = −1

2
δg00 and we know δρ from

equation (3.176)

Q = −2m2
plḢ

[
π̇ +

Ḣ

H
π

]
+ 2m4

2(t)

[
π̇ + 3

Ḣ

H
π

]
. (3.186)

Our Q is let alone being conserved, exactly zero for exact de Sitter as Ḣ → 0 provided

there is no sound speed term. This is because there are no physical scalar modes in

exact de Sitter. More importantly it suffers no divergences during preheating. To

summarize, in the π-gauge with A = B = 0,

ζ = −Hδρ
˙̄ρ

= − δρ

6m2
plḢ

= −Hπ +
1

3
π̇ +

Ḣ

3H
π − m4

2

m2
pl

[
π

H
+

π̇

3Ḣ

]
(3.187)
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in π-gauge. If sound speed terms are introduced ζ itself looks divergent as expressed

in π-gauge both for inflation and preheating. In terms of familiar quantities,

Q = 6m2
plḢ

(
δg00

2
− ζ
)
, (3.188)

and in a sense it keeps track of the difference between the temporal metric perturba-

tion and the scalar component of the spatial metric perturbation.

We can conclude that adiabatic modes do persist to be adiabatic even during

preheating, yet their connection with ζ is not explicit in every gauge. Weinberg

himself faces the same problem in Synchronous gauge, where the conserved quantity

turns out to be [26]

AW = −k2R. (3.189)

And he acknowledges that this discrepancy between gauges is because the limit k → 0

has a different meaning in different gauges.

3.5.3 R and its dynamics

We can use the same logic as above. To remind ourselves in terms of general gauge

parameters

R =
A

2
+Hδu (3.190)

where δu is the velocity perturbation. It is defined via the 0ith component of the

perturbed stress energy tensor as follows

δTi0 = p̄δgi0 − (ρ̄+ p̄) ∂iδu. (3.191)

Comparing this with our δTi0 from (3.174) we see that

δu = −π. (3.192)
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So we can recognize π, which nonlinearly realizes time translation invariance in the

Lagrangian, as the perturbation in the scalar velocity. In terms of the π-gauge

R = −Hπ. (3.193)

There is clearly a difference between R and ζ when they are expressed in this gauge.

In literature, on superhorizon scales

Ṙk→0 =
˙̄ρδp− ˙̄pδρ

3 (ρ̄+ p̄)2 ≡ X = ζ̇k→0. (3.194)

Let us first check if we can obtain this relation in the effective field theory set up. Using

the relation between the scalar metric perturbation and R, which is A = 2R− 2Hδu

we can this time turn (1.35) into the following equation for Ṙ

Ṙ =
∂iδT

i
0

3 (ρ̄+ p̄)2 +
˙̄ρδp− ˙̄pδρ

3 (ρ̄+ p̄)2 − 4m4
2(t)

Ḧ

Ḣ
π̇ − ∂t

(
4m4

2(t)π̇
)
. (3.195)

This indeed produces (3.194) on superhorizon scales for models with canonical kinetic

terms, where m2 = 0. But it brings us back to the same problems that we faced with

ζ̇. Which will have the same resolution.

3.5.4 Who is the Goldstone Boson?

Having reconciled the adiabaticity of ζ throughout cosmic evolution, let us now try

to expose the Goldstone boson in the EFT. Because π is introduced in a fashion so as

to nonlinearly realize time translations, we have been referring to it as the Goldstone

boson. Its role as the inflaton perturbation becomes apparent once it is canonically

normalized. However under this process π gains a mass term

m2
π = −3Ḣc2

π −
1

4

(
Ḧ

Ḣ
− 2

ċπ
cπ

)2

− 3H

2

(
Ḧ

Ḣ
− 2

ċπ
cπ

)
− 1

2
∂t

(
Ḧ

Ḣ
− 2

ċπ
cπ

)
. (3.196)
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Even prior to canonical normalization the sound speed terms give it mass via

m4
2(t+ π)

(
δg00

)2 ∼ m4
2

(
Ḣ

H

)2

π2. (3.197)

Goldstone bosons have the distinguishing property of being massless, yet here a strong

time dependence of the background is making π massive. It is at least making the

inflaton perturbation in π-gauge massive.

Perhaps we face this issue because we are raising the question in a gauge which

is not suitable to make conclusions, just like the problem we faced with adiabaticity.

ζ being a conserved quantity, suggests that it may also be the quantity that remains

massless. This would then suggest that in π gauge, the massless Goldstone boson is

actually the quantity Q. Rather then rewriting our Lagrangian in terms of Q to check

this, we will consider ζ in ζ-gauge

S|ζ−gauge ⊂
∫
d4x
√
−g

[
m2
pl

2
R−m2

pl

(
3H2(t) + Ḣ(t)

)
+m2

plḢ(t)g00 +
m4

2(t)

2!

(
δg00

)2

]
.

(3.198)

The Ricci scalar involves the kinetic terms for ζ and because δg00 carries only time

derivatives of ζ, in the ζ-gauge it is clear that ζ remains massless.

In summary, the perturbations of the field that sets the time dependence of the

background are the Goldstone bosons that nonlinearly realize time translation in-

variance. They are also the modes that remain adiabatic on superhorizon scales at

all times. All of these properties of the Goldstone boson are easier to see in the

gauge where time is fixed parallel to the time dependence of the background, in other

words in the ζ-gauge. In this gauge the Goldstone boson enters the system as the

scalar mode in the metric. The fact that the action on the whole respects all dif-

feomorphisms is revealed in another gauge, the π-gauge, at the cost of making the

properties of being massless and adiabatic inexplicit. However because it is the gauge

where the scalar mode associated with the time dependence of the background is ex-
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plicitly connected to the perturbation of the field that causes this time dependence,

π-gauge is the gauge where the scale of decoupling, from gravity and also from any

other species present, is easier to see.

3.6 Will 〈χ〉 develop time dependence?

As we conclude our discussion on preheating from an effective field theory descrip-

tion at the perturbative level, this is the question we leave open for future work.

Making use of nonlinearly realized time diffeomorphism, we discussed how a general

Lagrangian for the early stages of preheating can be captured in the effective field

theory of cosmological perturbations. This description is applicable for only the early

stages because we made the following two assumptions

1. We assumed that a single field dominates the energy density, and this field is

the one that drove inflation.

2. The field that drove inflation gives the time dependence of the background.

Our first assumption implies that the reheating field, which we represented as χ, is

only introduced as a perturbation. However, if preheating is successful, eventually the

number density of χ will grow so much that its vacuum expectation value, 〈χ〉 ≡ χ0,

starts contributing to the background energy density. So eventually assumption 1

fails. Yet in our description all the background information is brought out by H(t).

No where did we make use of φ0 or χ0! The Hubble parameter keeps track of these

quantities for us. Hence the EFT description of two fields will more or less remain

valid. What is more crucial is assumption 2.

If the background χ0 comes out to develop time dependence, it will start setting

the choice for the time diffeomorphisms. The clock will start shifting from φ0(t) to

χ0(t). In a sense all the success of preheating and eventually reheating the universe

relies on this stage. It is important to be able to move forward from an effective field
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theory description of the perturbations to a description that can also account for the

background behavior to capture this stage. And this is what we try to address in the

last section.

As the χ-background develops, and if it develops to be time dependent, what

happens in terms of the effective field theory for perturbations is that the role of

π and χ in our story switch. Remember that we have handled an EFT of types of

perturbations where one was the perturbation to the clock field, π. Coming from

inflation the clock is set by the inflaton field and hence π represents inflationary

perturbations. The moment the time dependence in χ0 = χ0(t) becomes negligible,

one can still make use of the same EFT setup but now π will be denoting reheating

perturbations and the inflaton perturbations will be the secondary perturbations that

just happen to be present.
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Chapter 4

Towards an Effective Field Theory of

the Backgrounds

In chapter 3 we talked about an effective field theory at the perturbative level, for

perturbations of a reheating sector coupled to Goldstone modes of the inflatonary

sector. In doing so, the emphasis was put on the nonlinearly realized nature of

time diffeomorphisms, and the scale at which this arises set the scale of the EFT.

The advantage of following this route was that we became aware of the relationship

between scales of different processes. But we were not sure about the behavior of

the specific backgrounds involved. We based the EFT on the background set by the

Hubble parameter H(t). In general H(t) has contributions coming from both the

inflationary background φ0(t) and the background of any other sector present χ0(t).

We could study the perturbations πc and χc but we were blind to what happens with

φ0 and χ0. Being able to distinguish between the background contribution of the

sectors involved is important when one wants to understand the species that sets the

definition for the choice of time, or determine the efficiency of energy transfer from

inflaton field to the preheating field. These were the questions we raised in section

3.6. We now turn towards exploring formalisms which may help provide a suitable

framework to investigate such questions.
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4.1 Adding a Second Scalar to Weinberg’s EFT of

Inflation

An important goal of EFT’s is to be able to capture corrections coming from what

might have been allowed at a higher energy level, perturbatively. These corrections

can arise because of extra degrees of freedom, or extra symmetries like in the case we

saw previously. They will appear as higher order operators suppressed by the scale

of high energy physics. In natural units, the order of the operators are determined

by the dimensions of energy they carry. The Ricci scalar, for example, involves two

derivatives of the metric and hence is of mass dimension 2. The mass dimension

of matter fields are determined from dimensional analysis. The interactions they

contribute to the action with

SO =

∫
dDx
√
−gO, (4.1)

must guarantee that the action remains dimensionless. For example the operator

O = ∂µφ∂
µφ contributes to the action as a dimension 4 operator in 4 dimensions.

This means in four dimensions φ has mass dimension 1. In 4 dimensions an operator

constructed byO2 ∝ φ2 needs a coupling constant with two mass units, O2 = M2φ2. If

there are any heavy fields integrated out, the effects of any interactions they have with

the fields that remain dynamical at the scale of interest will imply higher derivatives

of these lower scale fields, On,m = ∂nφm and renormalize coupling parameters, such

as the mass, of the lower scale fields. The heavy field will enter the lower scale only

through processes that put it in the internal legs of Feynman diagrams. Hence it enters

in via its propagator which effectively brings on a derivative on the low scale field φ

that can be at the outer legs. Then an operator that involves (∂µφ∂µφ)2 would have to

be suppressed by some mass scale, O8 = 1
Λ4 (∂µφ∂

µφ)2, where that scale Λ corresponds

to the mass of the heavy field that is integrated out. Since partial derivatives of fields
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bring out the energy dependence this also means O8 ∼ ω4

λ4
φ4. As the energy scale of

interest approaches the scale of suppression ω → Λ terms like this that involve higher

order derivative contributions will fail to be corrections anymore. Intuitively we reach

the scales at which the heavy field also becomes dynamical and processes that involve

this field at the external legs now also contribute. From the EFT point of view, what

looked like an expansion in terms of derivatives, with expansion parameter ω
Λ
stops

being a perturbative one. If we were instead working in a 2 dimensional theory, the

leading kinetic term O = ∂µφ∂
µφ, would have been required to be mass dimension 2,

implying φ to be dimensionless in 2D.

If we count the number of derivatives and number of fields involved in an operator

with parameters d and f respectively, and denote the operators as Od,f , then in D di-

mensions, higher order operators of formOd≥D,f stop being renormalizable corrections

at scales close to the cutoff, and operators of form Od,f≥D become non-renormalizable

if the amplitude of the field grows up to the strength of the cutoff.

And so one would argue that the scalar field minimally coupled to gravity,

− 1

2
m2
plR−

1

2
(∂φ)2 − V (φ) (4.2)

is only the first term in an effective field theory. In [101] the most general EFT of

a scalar field in General Relativity has been developed. By making sure that the

classical equations of motion are satisfied,1 the leading order corrections were found

to be

Linf = −1

2
m2
plR−

1

2
(∂φ)2 − V (φ) +

c1

Λ4
(∂φ)4 + . . . (4.3)

where the coefficients are in general functions of the scalar field, i.e. c1 = c1(φ). To

capture preheating at the end of inflation, we are interested in coupling a second
1This requirement is actually more clear in a path integral approach to quantum perturbations,

where the leading order contribution is the classical configuration. Substitution of the leading order
equation of motion also guarantees avoiding the propagation of unphysical degrees at the classical
level, ie avoiding the mistake of promoting auxiliary ADM variables into fields.
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scalar field to (4.3).

The effective field theory of the preheating sector alone is governed by

Lχ = −1

2
(∂χ)2 − U(χ) +

c2

Λ4
(∂χ)4 + . . . (4.4)

The two sectors interact with each other via

Lmix = −c3

Λ
(∂φ)2χ− c4

Λ2
(∂φ)2χ2 + . . . (4.5)

The coefficients ci are expected to be order one constants for a UV completable EFT

[102], and be positive to be able to avoid pathological instabilities [88]. Their specific

values correspond to specific models. Because we are interested in the general conse-

quences of these interactions for the preheating epoch, rather then specific details, ci

are rather like the names of the interactions, and their value is taken to be 0 or 1 to

indicate the absence or presence of a term.

Note the absence of operators of the form ∂µφ∂
µχ, χ∂µφ∂µχ. As long as the

inflaton is shift symmetric, it would intuitively be expected to couple to the reheating

sectors via derivative terms like this. However, through partial integration these

derivatives on χ can be shifted onto φ. Then via the use of leading order φ equation

of motion these terms turn out to have the form φqχp. Hence they do not respect the

shift symmetry of the inflaton and are discarded [103]. And so the EFT of Inflation

with an additional Reheating field is given by Linf + Lχ + Lmix, which is at leading

order

L = −1

2
m2
plR−

1

2
f
(χ

Λ

)
∂µφ∂

µφ− 1

2
∂µχ∂

µχ− V (φ)− U(χ) (4.6)

with

f
(χ

Λ

)
= 1 + 2c3

χ

Λ
+ 2c4

χ2

Λ2
. (4.7)

A priori there is no specification on Λ without having a specific UV completion in

mind.
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Interactions of type (4.6) have first been considered as an alternative to canonical

couplings of preheating in [97], with the Natural Inflation in mind, with Λ ' mpl as

the scale of its UV completion. Recently these interactions have also been considered

within the framework of multifield inflation, under the heading geometric destabiliza-

tion of inflation [98]. Both of these works set c3 = 0 so as to ensure that at the

background level the reheating field does not develop a time dependence, χ0 ' const.

Yet in both of them, effects of the c4 term are important and appreciated. From

an EFT point of view, the perturbative expansion can be truncated at the order of

desire, yet one cannot eliminate lower order terms to focus on the higher order ones,

unless there is a symmetry that prohibits them. In this respect, we cannot include

the c4 term without taking account of the c3 term unless there is say a Z2 symmetry

on the reheating field, which would eliminate all interactions that involve odd powers

of χ by demanding invariance under χ→ −χ. However we will see how the c3 term,

unavoidable with these concerns in mind, can actually become problematic for the

background physics.

4.1.1 Background Dynamics

When we consider the fields as perturbed around homogeneous backgrounds

φ(t, ~x) = φ0(t) + δφ(t, ~x), (4.8)

χ(t, ~x) = χ0(t) + δχ(t, ~x), (4.9)

and assume that the main contribution of these fields to the energy momentum density

come from their background values the Friedmann equations for the evolution of the

Hubble parameter with flat spatial sections give

3m2
plH

2(t) =
1

2
f(t)φ̇2

0 +
1

2
χ̇2

0 + V (φ0) + U(χ0) = ρ(t), (4.10)
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− 2m2
plḢ(t) = f(t)φ̇2

0 + χ̇2
0 = ρ(t) + p(t) (4.11)

where ρ and p denote the overall energy density and pressure in the universe.

The equation of motions for the background fields themselves are

φ̈+3Hφ̇0 + ∂χ (lnf) φ̇0χ̇0 +
1

f
∂φV = 0, (4.12)

and

χ̈0 + 3Hχ̇0 −
1

2
(∂χf) φ̇2

0 + ∂χU = 0. (4.13)

Notice that the presence of χ gives rise to an additional friction term ∂χ (lnf) φ̇0χ̇0 in

the inflaton dynamics. And in return the inflaton gives rise to the following effective

potential

Ueff = U(χ0)− φ̇2
0

2
f
(χ0

Λ

)
(4.14)

for the reheat field. These terms complicate the solution for the dynamics of the

fields. However the χ0 solution will be stable if it minimizes its effective potential

(4.14).

Finding the minimum of the effective potential requires two conditions. The van-

ishing of the first derivative of the potential

condition 1 : ∂χUeff |χ∗0 = 0, (4.15)

gives the field value which extremizes the the potential. This solution χ∗0 will be the

minimum provided that

condition 2: ∂2
χUeff |χ∗0 > 0. (4.16)

Assuming a Taylor expansion for the bare potential U(χ0) ∼ 1
2
m2
χχ

2
0, the background

solution that minimizes the effective potential is

χ0(t) = c3
φ̇2

0

Λm2
χ

[
1− 2c4

φ̇2
0

Λ2m2
χ

]−1

provided
m2
χ

m2
φ

>
m2
pl

Λ2
. (4.17)
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Notice that the first condition (4.15) entirely fixes the functional form. The second

condition (4.16) gives

m2
χ > 2c4

φ̇2
0

Λ2
. (4.18)

At the end of inflation the inflaton field is expected to have a profile of φ0(t) =

Φsin(mφt) where Φ ∼ O(0.1)mpl. Through this profile, condition (4.16) implies the

relation between the masses of the fields involved and the cutoff. More importantly

notice that the time dependence of χ0 arises completely because of the c3 term, which

was set to zero by hand in the discussion of derivative couplings during reheating

and geometric destabilization of inflation. Through a numerical analysis, we saw in

[18] that the solution (4.17) sets quite a good estimate for the solution of background

equations of motion and remains in agreement with an overall matter dominated

phase.

4.1.2 Consistency of the EFT

Looking at the terms in the preheating Lagrangian (4.6),

f
(χ

Λ

)
= 1 + 2c3

χ

Λ
+ 2c4

χ2

Λ2
(4.19)

this has the form of a perturbative expansion of a function in χ
Λ
. This expansion will

hold as long as χ � Λ and appears as the effective version at low energies of some

interaction potential for the χ field. We can argue that the series was terminated

because higher order terms give lesser and lesser contributions.

We must keep in mind that from an EFT point of view, we cannot have the c4

term of interest without also having the c3 term, unless the χ sector has some further

symmetries to forbid it. Yet we saw that the c3 term will cause the background field

χ0 to grow. It can happen that in a model whose parameters have the sufficient values

for setting resonance in δχ, the background grows to values above the cutoff, χ0 ≥ Λ.

Such a model fails because of EFT concerns, the interactions f
(
χ0

Λ

)
can no longer be
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written in the form we have been working with, one must instead consider the fully

summed function that f is. Yet we do not know the functional form of f .

From solution (4.17) we see that

χ0

Λ
' φ̇2

0

m2
χΛ2

. (4.20)

The stability condition of the solution (4.16) is in favor of making sure that χ0 stays

under control
χ0

Λ
=

φ̇2
0

m2
χΛ2
� 1. (4.21)

Keeping in mind that φ̇0 ∼ O(0.1mφmPl), this suggests that we can access a large

range for Λ as long as we adjust the ratio of masses accordingly

χ0

Λ
= O

(
mφ

mχ

)2 (mPl

Λ

)2

< 1. (4.22)

With small masses of reheat particles, mχ � mφ we should require large values of

the cutoff Λ � mPl, where as with large masses of reheat particles mχ � mφ, the

cuttoff needs to be sub-Planckian Λ� mPl.

Now that we have an idea about the range of validty of our EFT from χ point

of view, let us end this section by commenting on the validity of the EFT from the

inflaton’s point of view. In equation (4.3) there is the term (∂φ)4

Λ4 and we need to check

that this term is smaller then (∂φ)2. So we require that φ̇2
0 < Λ4 for the validity of

this perturbative EFT on the inflationary side. Assuming that the amplitude of φ̇0 is

of order mφmPl the condition on behalf of φ0 is

(
mφ

mPl

)2 (mPl

Λ

)4

< 1, (4.23)

with mφ ' 10−6mPl this implies Λ > 10−3mPl. To compare, in the derivatively

coupled preheating model, the UV complexion choice to chaotic inflation requires
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F >∼ mpl.

These restrictions on mass and cutoff parameters for the self consistency of the

EFT seem to push models out of the regimes in parameter space where resonant δχ

production and hence preheating is likely to occur [18].

4.2 Towards a Hamiltonian Formulation

4.2.1 Canonical Transformation from field variables to energy

density variables

The effective field theory (EFT) of inflation is formulated on the observation that

inflation ends at one point in time. This implies time translation symmetry is not

a symmetry of the situation at hand. Inflation ends when the time dependence of

the background, that is H(t) the Hubble parameter becomes as important as its

amplitude, |Ḣ| ∼ H2. From this point onwards H(t) and accordingly φ0(t), the

background inflaton field, evolve with time. However this evolution is such that the

amplitude of these fields decreases monotonically in time, hence giving a function that

defines a certain direction in time. While in EFT of inflation the time dependence

always enters via the time dependent EFT coefficients, in the interpretation of these

coefficients one mostly has the monotonically decreasing φ0(t) as the clock at the back

of one’s mind.

During both preheating and reheating it would be natural to expect that the

dynamics of the field φ0(t) is coupled to the dynamics of a secondary field χ0(t). The

hope is that the inflaton transfers its energy to the χ field on the whole, and this

transfer involves resonant excitations of χk perturbations. If the efficiency of energy

transfer increases over time, one can no longer treat φ0 as an isolated field. Choosing

φ0(t) as the clock of the system is no longer advisable since φ0 alone is not enough

to represent the whole system. As a candidate clock we would now like to study the

behavior of the system in terms of energy densities as the variable.
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4.2.2 Energy density and a Hamiltonian Formulation

As a first step in understanding how to work with energy densities, we build on the

canonical model introduced for preheating with the interaction g2φ2χ2 [12]

Sm =

∫
d4x
√
−gL

=

∫
d3xa3

[
−1

2
∂µφ∂µφ−

1

2
∂µχ∂µχ−

1

2
m2
φφ

2 − 1

2
m2
χχ

2 − 1

2
g2φ2χ2

]
. (4.24)

For the moment we will only focus on the background fields φ0(t) and χ0(t)

Sm =

∫
d4xa3

[
1

2
φ̇2

0 +
1

2
χ̇2

0 −
1

2
m2
φφ

2
0 −

1

2
m2
χχ

2
0 −

1

2
g2φ2

0χ
2
0

]
. (4.25)

Given this matter action we can calculate the stress energy momentum tensor

Tµν = − 2√
−g

δSm
δgµν

, (4.26)

to obtain the total energy density for the system as

ρ = T00 =

∫
d4x

1

2

[
φ̇2

0 + χ̇2
0 +m2

φφ
2
0 +m2

χχ
2
0 + g2φ2

0χ
2
0

]
. (4.27)

In literature one is used to working with the field variables (φ0, φ̇0, χ0, χ̇0) in a

Lagrangian formulation. Yet one can switch to a Hamiltonian formulation by recog-

nizing that the conjugate momenta for the action (4.25) are,

Πφ ≡
∂L
∂φ̇0

= a3φ̇0 (4.28)

Πχ ≡
∂L
∂χ̇0

= a3χ̇0. (4.29)
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In terms of variables (φ0,Πφ, χ0,Πχ) the energy density takes on the form

ρ(φ0,Πφ, χ0,Πχ) =
1

2

[
Π2
φ

a6
+

Π2
χ

a6
+m2

φφ
2
0 +m2

χχ
2
0 + g2φ2

0χ
2
0

]
. (4.30)

The Hamiltonian which can be calculated by

H(φ0,Πφ, χ0,Πχ) =

∫
d3x

[
Πφφ̇0 + Πχχ̇0 − L

]
=

∫
d3xH, (4.31)

gives

H(φ0,Πφ, χ0,Πχ) =

∫
d3x

[
1

2a3
Π2
φ +

1

2a3
Π2
χ +

a3

2
m2
φφ

2
0 +

a3

2
m2
χχ

2
0 +

a3

2
g2φ2

0χ
2
0

]
(4.32)

Notice that

H(φ0,Πφ, χ0,Πχ) =

∫
d3xa3ρ(φ0,Πφ, χ0,Πχ). (4.33)

The time evolution of the energy density generated by the Hamiltonian obeys

ρ̇ ≡ {ρ,H}+
∂ρ

∂t
. (4.34)

Looking at our observation in equation (4.33) the Poisson Bracket {ρ,H} vanishes.

Switching to Hamiltonian formulation is showing us that the total energy might

change in this standard example only because of the expansion of the universe, which

is not the effect we want to study. Hence in the following we will set a = 1. Being

constant during reheating, energy density seems to be a good candidate to be the

reference frame for defining the clock with respect to.

4.2.3 Canonical Transformation to Energy variables

In the previous section we noticed that the Hamiltonian density of the system, with

the expansion of the universe neglected, is equivalent to the total energy density,

meaning the total energy density is conserved. So instead of the fields themselves,
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we would like to reformulate our theory in terms of energy densities. That is from

the set of variables (q, p) : (φ0,Πφ;χ0,Πχ), we would like to go to a set (Q,P ) where

one of the variables represents energy density per species. Before going on to the

canonical transformation from the set (q, p) to (Q,P ), let us take another look at the

Hamiltonian (4.32) with a = 1

H(φ0,Πφ, χ0,Πχ) =

∫
d3x

[
1

2
Π2
φ +

1

2
Π2
χ +

1

2
m2
φφ

2
0 +

1

2
m2
χχ

2
0 +

1

2
g2φ2

0χ
2
0

]
. (4.35)

The last term here, g2φ2
0χ

2
0, that is responsible for preheating is of fourth order.

It represents the interaction by which we model the phenomena. We will treat this

term as an interaction part added to the free Hamiltonian. That is, we will consider

the system as

H = H0 +Hint, (4.36)

where

H0 =
1

2
Π2
φ +

1

2
Π2
χ +

1

2
m2
φφ

2
0 +

1

2
m2
χχ

2
0 (4.37a)

Hint =
1

2
g2φ2

0χ
2
0. (4.37b)

We can apply the same logic to the energy density and split it as

ρ = ρφ + ρχ + ρint (4.38)

where

ρφ =
1

2
Π2
φ +

1

2
m2
φφ

2
0 (4.39a)

ρχ =
1

2
Π2
χ +

1

2
m2
χχ

2
0 (4.39b)

ρint =
1

2
g2φ2

0χ
2
0 (4.39c)
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The first observation is that it is convenient to pick energy densities ρφ and ρχ

as the new conjugate momenta Pi with respect to the free Hamiltonian2. In other

words, we would like the new canonical variables to be

Pφ ≡ ρφ ≡
∂L0

∂Q̇φ

(4.40a)

Pχ ≡ ρφ ≡
∂L0

∂Q̇χ

(4.40b)

where in terms of the old variables

L0 =

[
1

2
φ̇2

0 +
1

2
χ̇2

0 −
1

2
m2
φφ

2
0 −

1

2
m2
χχ

2
0

]
. (4.41)

At this point we need to figure out what the new canonical fields Qi are. What

we know is by definition the canonical fields must satisfy the classical Poisson bracket

relations

[Qi, Pj] = δij. (4.42)

Remembering classical harmonic oscillators and making use of the Poisson bracket

condition in terms of the old variables by

[Qi, Pj] = Σk

[
∂Qi

∂qk

∂Pj
∂pk
− ∂Qi

∂pk

∂Pj
∂qk

]
, (4.43)

one can conclude the new variables to be Qi = 1
mi
tan−1

(
mi

qi
pi

)
. This set of (Qi, Pi)

are also known as the action-angle variables [104].

To summarize, the phase space where the energy densities appear among the
2In the in-in formalism for calculating cosmological correlators, the quadratic Hamiltonian, which

we referred here as the free Hamiltonian, generates the time evolution of the fields [32]. Therefore
we think it is appropriate to define the operators with respect to L0 without the interactions added.
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canonical variables consists of

Qφ =
1

mφ

tan−1

(
mφ

φ0

Πφ

)
& ρφ =

1

2
Π2
φ +

1

2
m2
φφ

2
0 (4.44a)

Qχ =
1

mχ

tan−1

(
mχ

χ0

Πχ

)
& ρχ =

1

2
Π2
χ +

1

2
m2
χχ

2
0 (4.44b)

In obtaining the Hamiltonian H̃(Q,P, t) one needs to first solve for the functional

that generates the transformation, F , according to

pi =
∂F

∂qi
(4.45a)

Pi = − ∂F
∂Qi

. (4.45b)

The generating functional F keeps track of any explicit time dependence in the trans-

formation. The new Hamiltonian H̃(Q,P, t) is given by

H̃(Q,P, t) = H(Q,P, t) +
∂F

∂t
. (4.46)

By neglecting the expansion of the universe, we got rid of any explicit time dependence

and for practical purposes we don’t need to calculate the generating functional. In

terms of the new variables our Hamiltonian is

H̃(Qφ, ρφ, Qχ, ρχ) = ρφ + ρχ. (4.47)

Notice that the energy density of each species is conserved as can be seen from

Hamilton’s equations of motion. Of course this will not be the case when we add the

interaction term.
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4.2.4 Including Interactions

Now that we have familiarized ourselves with the free system, it is time to study our

preheating exemplary interaction

Hint(φo,Πφ, χ0,Πχ) =
1

2
g2φ2

0χ
2
0. (4.48)

In terms of the variables (4.44) this interaction is

H̃int =
2g2

m2
φm

2
χ

sin2 (mφQφ) sin2 (mχQχ) ρφρχ. (4.49)

Now the canonical energies ρφ and ρχ evolve in time via the interaction term. Their

behavior is determined by the following equations coupled to each other

ρ̇φ = − ∂H̃

∂Qφ

= −∂H̃int

∂Qφ

(4.50)

ρ̇χ = − ∂H̃

∂Qχ

= −∂H̃int

∂Qχ

(4.51)

and initial condition ρφ(0) = ρ, ρχ(0) = 0 such that initially the background energy

density is dominated by the inflaton.

The concern we wanted to address was that if the clock is set by φ0(t), it will

become inappropriate at later times, by when the other sector will have developed a

time dependent background χ0(t). Although H(t) can keep track of this change in

the definition of time, we do not know how to interpret it in terms of species. Rather

then focusing on φ0(t), it may be advantageous to define the clock, such that surfaces

of constant time correspond to surfaces of constant ρint. This in essence amounts to

reinterpreting H(t) as ρint. As ρint keeps track of the energy transfer between the

two sectors, it is a good variable to base things off of for studying turning points in

the species that dominates the overall energy density. Hence it can also be a good

variable to define things with respect to in raising questions related with the efficiency
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of the energy transfer, such as in asking if ever the reheating field can take over to be

the dominant source at the background level.

213



Chapter 5

Concluding Remarks

We started this thesis by acknowledging the presence of diffeomorphism invariance

in general relativity and hence the formalism that sets the grounds for studying

questions related with the past and present states of the universe. Our aim was to be

able to study cosmological perturbations that carry traces from these various epochs.

On the big picture, the diffeomorphism invariance of gravity causes difficulties in

understanding how to quantize it. Our natural understanding of quantization involves

a clear distinction between spatial coordinates and time, but with the possibility

to redefine coordinates via Lorentz invariance, this distinction is lost. However we

do have more or less comfortable means to quantize perturbations that can handle

diffeomorphism invariance accordingly. At the end of the day, within this thesis we

saw ways and virtues of gauge fixing on cosmological backgrounds.

The freedom to choose coordinates has the crucial consequence that physical re-

sults must not depend on the choice made. Although one can invent gauge invariant

variables to overcome this subtlety, construction or the use of such variables may not

always be easy. The BRST formalism we introduced in chapter 2 is one way of how

to handle gauge fixing for cosmological correlators. Within this formalism we studied

the quantization for perturbations of a system of scalar field and metric that respects

diffeomorphism invariance, by exploring the connection between diffeomorphism in-
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variance and constrained systems. Here we explored the structure and implications

of the global BRST symmetry that remains after gauge fixing, on quantization of

cosmological perturbations and evaluation of expectation values. This meant the

introduction of unphysical grassmann variables, which we referred to as ghosts and

antighosts, that kept track of the constraints of the system and the gauge fixing em-

ployed. Along the way, we saw that only one scalar and two tensor modes are present

in the cohomology of the BRST charge and constitute all of the physical degrees of

freedom. In addition, this formalism gave rise to some new gauge choices, and led

us to notice that the simplest quantization procedure that was developed by Dirac

amounts to the choice of synchorous gauge and does not involve ghosts.

BRST symmetry brings to light the importance of ghosts. Because these are not

physical degrees of freedom they cannot contribute to probability amplitudes as the

onshell end states. This means they will not contribute at the classical, tree, level

but will be important at higher order contributions. Higher order contributions in

perturbation theory involve contributions from high energy physics. Hence the BRST

ghosts play an important role in calculations that will also address quantum gravity

effects.

A powerful view on making the gauge choice is the observation that the cosmo-

logical backgrounds are backgrounds with time dependence. They imply a choice for

fixing time diffeomorphisms that make it more convenient to handle scalar perturba-

tions. A choice in which the scalar degree of freedom associated appears as a metric

perturbation. An effective field theory formalism for studying perturbations on de

Sitter have been developed by virtue of such a gauge choice for the time coordinate.

The motivation behind the introduction of this formalism have initially been to gen-

eralize the possible interactions that can exist for perturbations, and hence generalize

the possibilities for inflationary phenomenology. In retrospect, this formalism also

gave rise to an organized way of handling the scales of relevance for the possible

types of interactions, and also gauge choices which emphasize adiabatic nature of
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superhorizon scalar perturbations.

Starting from chapter 3 we looked at preheating within this formalism. We estab-

lished the hierarchies between the scales of χ production and infalton self resonance,

and discovered the possibility of particle production via the sound speed of the pre-

heating sector. Moreover we established that ζ, which is the scalar perturbation as

it appears eaten by the metric, is the Goldstone boson that remains massless and

conserved throughout preheating as well as all other epochs. We were also able to

discover regimes in which the reheating degree of freedom χ appears hidden which

type of models can give rise to this and raise questions about strong coupling.

The main focus on preheating literature have been on the effects that the inflaton

background φ0(t) can cause on a reheating field. For example, one common treatment

is to look for the φ∗0 that will maximize the range of resonant momenta k∗. Yet

during our treatment we grew aware that if one wants to understand the passage

from inflaton domination to something else, one will eventually need to investigate

the point at which the reheating sector takes over at the level of the background. We

saw that a consistent EFT attempt to capture background dynamics restricted the

system to be inefficient for preheating. But we did not see any restrictions for resonant

production in studying an EFT of perturbations. The main lesson we learned from

the EFT treatment of cosmological perturbations was the importance of focusing on

how to set the time diffeomorphisms. To end with, hopefully we managed to point

towards a direction that may be more convenient to question the efficiency of energy

transfer off of the inflaton, inspired by how guiding the definition of time coordinate

can be.
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