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Abstract -- In this report, the music recording Witow is described,
with support for voice commands. Natural commaraairgnars are
proposed, allowing the user to name items, anceissummands on
items identified by name. Recognition accuracka@ned within
the contexts of single-phrase commands, and oétilergommand
grammars which enable the referring to items by @am

Keywords — Voice Commands, Keyword Spotting Retogni
Dictation Speech Recognition, Named Entity, ReogrdlVorkflow.

[. INTRODUCTION

Using voice commands to control music recordinglieen in the
minds of recording musicians for many years [1h{ get there are
no published studies on its effectiveness for pligpose. The
primary issue with music recording is that it mosta hands-free
process, allowing the musicians to perform on thmsitruments.
Reaching for the mouse is detrimental to workflbath practically
and creatively. With a baseline of voice commatodsontrol
recording transport functions (Play, Stop, Recetd,), a user could
be more productive.

A set of Single-Phrase commands was implementetlit avas soon
discovered that this was not sufficient for allogvimands-free
workflow, as the user would have to frequently seteacks which
were not visible onscreen. The operation of agsggnames to
tracks, by which they are subsequently referredaime an important
addition to basic commands.

Naming tracks requires large vocabulary dictatipeesh
recognition, since a name cannot be limited toexifip set. Once a
name is correctly assigned, the name can be addbé speech
dictionary, and loaded into the grammar as choicersy other
names for a particular command, to improve reca@miccuracy.

II. BACKGROUND INFORMATION

Controlling music software by voice commands wascdbed as
early as 19901[1]. However, speech recognition accuracy and
flexibility prevented its widespread adoption insiwrecording. It
was just easier to use the keyboard and mousertéracks for
recording and controlling the track functions of teluSolo, Pan, etc.

Hands-free operation by voice commands is useadiplogists in
making X-rays [5], and automobile drivers interagtivith GPS
navigation devices [3] and smart phones [4]. Hls0 allowed
computer programmers with a disability such asalatymnel
syndrome to continue to write code hands-free [7].

And this paper shows how it can help musiciansnetemselves.
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Figure 1- Recording Workflow

Figure 1 shows the process of recording musian linstrumentalist
such as a pianist or guitarist wants to make arding using a
computer, they must reach for the mouse or keybokirthe hands-
free computing paradigms used for other applicatmould be used
for audio recording, then the musicians would rentehto reach away
from their instruments to start and stop a recaydiA producer
wouldn’t need a tape operator to record an ensemble

This paper focuses on the recording of Overdubiecteg the best
and alternate takes, naming them, and adjusting\Wioéume, Pan,
and Solo/Mute states. Figure 2 shows a detaited diagram of this
sub-process of the entire music recording workflow.



Audio playback is for the purpose of deciding wieetbr not to keep
a recorded track, and what to include in the mat th monitored
during the recording process.
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Figure 2- Workflow of Recording Overdubs.

M. Experimental Software System

Audacity [1] is chosen for audio recording and M&wft Speech
Recognition [2] is used for voice command detectidhese choices
are based on the following benefits:

1) Audacity is open source: This means that changede made to
surmount obstacles to progress, if necessary.

2) Audacity supports remote scripts [1]. Remotépsiag allows the
voice command event handler to be a separate pnofgoan the
audio recording program, minimizing the invasivenetany
changes that have been necessary.

3) The SayPlay program was written for this redgaaad it provides
the voice command handling functions by utilizihng speech
recognition functions made available in the .NEVieanment.
Within SayPlay, voice commands can be fielded, &ited, and
dispatched to the audio recorder software (Audpdiggcribed
above.

Figure 3 shows the SayPlay voice command handliagram
running in the foreground, with a list of recogrizghrases, while
Audacity is running in the background.

It is perhaps more convenient to leave SayPlagérbackground,
unless the status of the speech recognition emgiret be monitored,
for example, if it seems to have stopped working.

i i e T
Figure 3- SayPlay and Audacity.
V. Flexible Grammar Structures

The overdub recording workflow shown in Figure Bigpported by
the flexible grammars shown in Figures 4 and &ddition to some
single word commands such as “Record”, and “Stop”.

Note that in the diagrams, the Trapezoid (keystshape represents
a Choice of one box within. Curly braces {} reprasan Optional
word. Thus, referring to Figure 4, the commandgsign a track
name can be spoken as “Name this track ‘piano™Name the

recorded track ‘piano”.
\

Wildcard
(Dictation)
-This
Name [—» > . User Defined
The i Track Names
Track
P =
Session Track
Names

—

Figure 4- Flexible Grammar for Creating Names for Tracks.

Using the assigned track names to control trachmpaters, such as
Solo, Mute, and the Pan setting, is handled byaegrar structure
shown in Figure 5.
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Figure 5- Flexible Grammar to Refer to Tracks by Name.

Issuing a command on a named track can be accdreglisy saying
“Mute the track named ‘piano’, or “Mute the piatrack”, or “Mute
the piano”, or merely “Mute piano”. Note that tian” command,
requires a setting to be stated at the end (natslimthe diagram),
as follows: “Pan the piano {hard, medium, sof@ffl center,
right}”.



V. Improving Recognition Accuracy

Improving accuracy is focused on commands thatlrevnames:
both assigning names and using names.

A. Techniques Used When Assigning Names

Three methods help improve accuracy when assigranges. They
are: 1.Elaboration, 2. Quoting a phrase and 3.Spelling out the
name. Note that these 3 techniques can also be usedcidrgéy in
the commands that refer to items by their assigraedes.

1. Elaboration

Elaboration allows the user to add descriptive wdadthe name,
providing the speech recognition engine’s N-Gramlysis with
extra keywords that can tip the balance towarcttreect response.
Elaboration is made using the phrases “Like” or TAS Examples
of elaboration are “Name this track ‘bass’ abass guitar”, or
“Name this track ‘Theremin’ lik¢he science fiction movie sound”.
The name string (including the elaboration) is gggped using
Dictation speech recognition, because it the uaeruse any word or
phrase as a hame. A simple rule is applied tonamye string
returned from the speech recognition engine coimgiflLike” or

“As In”. Applying the rule simply truncates theisg, starting with
“Like” or “As In”. It and everything after is renved, leaving only
the desired name.

2. Quoting a Phrase to use as a Name

Elaboration, as described above, deletes the whikis’ and “As

In” from a name. It is still possible to creataame which contains
“Like” or “As In”, by using “Quote/Unquote” or “A$-ollows” to
specify an entire phrase. For example, if the usaits to name a
track “Scream likea banshee”, they would say: “Name this track as
follows: ‘Scream like a banshee™, and the entire phr&aé¢am like
a banshee” becomes the new name. Alternately,chield say:
“Name this track quotscream like a banshee, unquptnd the
string is parsed to extract the desired names ribt possible,
however, to create a name which contains the wigaste”,
“unquote” or “as follows”. This is just as well.

3. Spelling it Out

Spelling out the name is a last-resort techniqugédting a new
name to stick. The phrasing of the command is8liginnatural, in
the interest of consistency with the other namimgnmands. It is as
follows: “Name this track spelled/ O W”. It is possible to say
“apostrophe” in contractions, and space betweerlsvor

3 techniques for simply getting the correct namstitk have been
described. Recognizing it correctly afterward, wissuing
commands, can be another matter, however. Thecasaefer to a
track by continuing to elaborate, or to spell it again, but that
becomes tiresome. Next, | describe 3 techniqueisnioroving
recognition accuracy when referring to tracks, anames are
correctly assigned.

B. Techniques Used to Refer to Named Entities

Once a name is correctly assigned to an item, skeshould expect
that subsequent references to it will work. Theisdt always the
case, requiring the user to resort to the samenigabs as used in
assigning the name, described above. Needlesyttaving to spell
out a track name that was already assigned byirspdlout can be
tiresome. There are actions that can be takerettly improve the
recognition accuracy of commands which refer to eduentities.
These actions are: Add the name to the Speech Dictionary2.
Prevent dictation of mistaken words and 3 Load the name into
the grammar so that it is among the choices available to the
recognizer, rather than having to rely on dictaspeech recognition.

1. Add a Name to the Speech Dictionary

This technique is very helpful when words, suchTageremin” do
not seem to be present in the dictionary. Thetgld add a word to
the dictionary is a standard part of the Windowse&gjy Recognition
feature (in Windows Vista and Windows 7).

@ @ Speech Dictionary
Type or say the word you want to add
You can add a single word or an expression. To spell a word, say "Start Spelling” and spell the word,
Word or Expression: Theremin|

Figure 6- Adding a word to the Windows Speech Diatinary.

Near the end of the process, the user can providepser
pronunciation of the word, by recording a spokeanegle.

@ @ Speech Dictionary
Add your word
To add your word to the Speech Dictionary, click Finish. Teo ensure your word is dictated properly, you
may choose from the following options:
Theremin
Pronunciation
If the prenunciation of your word is not obvious, you can record a pronunciation to improve Speech
Recognition accuracy.
Record a pronunciation upon Finish
Capitalization
This word is always capitalized (e.g., Detroit)
@ This word is sometimes capitalized (e.g., Summer or summer)
Twant to make more modifications to the Speech Dictionary upon Finish

Figure 7- Record a pronunciation of new word added.

Ideally, this would be done automatically whenexerew name is
not already in the dictionary, and has been deasnegct. However,
we wouldn’t want to add every mistaken name todiicgonary; only
once the correct name is assigned. It is forrason that the user
must issue the command to get all the assignedsitoriead them
into the actual grammar structure that the engirmimparing
phrases to.



2. Prevent a Name from Being Recognized

Sometimes a particular name is repeatedly misrézedras a
different word. For example, even after namingaak “Wow” and
adding “Wow" to the Speech Dictionary, it gets rajgelly mistaken
for the word “While”. The user can manually requbst “While”
not be recognized, so that “Wow” is correctly reciagd. Figures 8
and 9 show how to prevent a word being dictatekally this would
be done (temporarily) when the user says “Wrontgrakpeating a
command using the same name, and getting the saomg wame.

]_

@ & Speech Dictionary

Prevent a word from being dictated

You should only exclude words that you never dictate or that are the cause of frequent dictation
mistakes. To spell 3 word, say "Start Spelling” and spell the word.,

Word: | EXEREER

/. Mote: You may not enter spaces, numbers, or symbols here.
(For example, you may not enter "Los Angeles".)

Malke sure that the word you enter has the same capitalization as the word you want to exclude
from dictation. If the word is sometimes capitalized, enter it in all lower case.

Cancel

@ @ Speech Dictionary

Prevent a word from being dictated
Are you sure you want to prevent this word from being dictated?

Sarandon

This word will be added to the Speech Dictionary marked as 'Cannot Dictate'. To cancel that, go to
'Change existing words' and delete the entry for this word.

[¥]ii want to make more modifications to the Speech Dictionary upon Finish

Figure 8- Prevent a word from being dictated.

3. Adding the Name to the Loaded Grammar

Once the user has successfully named a trackipis b@ add the
name to the grammar for track commands, so thatdhee doesn’t
have to be recognized by the Dictation Recogniéiogine. This
should be done under user control, rather than efercreating a
name, because the name created isn’t always coi@dy once
names are correct, would a user wish to load timonthe grammar.

VI. Experimental Results
A. Single Word/Single Phrase Commands

Commands for which Audacity provides a scriptingiface are
handled by SayPlay and sent to Audacity if the ge@@mn event has
a Confidence value which is above a thresholdur€i® shows many
of these commands uttered by an experienced uUsag with the
average Confidence value returned by the Windovez&8p
Recognition engine. Most commands averaged weNealhe
threshold for deciding to act on the command (0.93)

Mean Confidence from WSR Engine
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track pan right  ———0.993

redo 0.982

cursor track start
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I
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cursor long jump right — 0.975
track menu  j— 0.974
disjoin labels j— 0.974
play — 0.973
select extreme right — 0.972
unsolo all tracks ~ — 0.971
set left selection j— 0.968
track gain decrement  — 0.967
select center right — 0.967
zero crossing  —" 0,964
select set extreme left — 0.964
select extreme left p—0.960
track pan left — 0.960
skip start j—" 0.960
set right selection —" 0.959
undo s 0.959
e previous track = 0.957
g stop s 0.956
£ save s 0.954
S cursor select end  jmm—" 0,954
split labels p—— 0.954
paste = 0.953
disjoin s 0.953
silence labels j— 0.952
next track e 0.952
split new | 0.952
copy _ 0.951
silence m— 0.951
delete pmmmm 0.951
pause _ 0.950
select set extreme right _ 0.950

track gain increment
duplicate 0.949
skip end 0.949
select center left 0.948
split delete

cursor select start
Select start cursor

O©lolo|o
“_guououo
SIB|IBE

NI

|

split cut
cut
select all 0.945
trim mm 0938 ,

Figure 9 — Average Confidence for Basic Commands




B. Tricky or Difficult Names

During the course of exploration for this reseasgveral names
were found to be particularly difficult to recogaiasing the

Dictation Speech Recognition required for the opaded nature that
any word can be used for a name. Two reasonsifodifficulty are:
1. The name is sometimes simply not in the Speectiobary, either
because it is rather esoteric (jargon or slangi, isran entirely
made-up word, and 2. The names were frequentlyusexfwith
similar sounding names. In the case of “Wow” hoatte true (it is
slang and easily confused with “While”). Therer&vsome surprises
in this regard too, as some non-words were reliedtpgnized:
“Whoosh” and “Vox” (an abbreviation of “vocals”).

Figure 10 shows cumulative successes for someytniaknes, before
and after adding the word to the Speech Dictionary.

Prior to adding Crotales, it was frequently misigrdaed as “Croat
Olives”, and “Wow" was frequently misrecognized“gghile”.
After adding “Wow” and "Crotales” to the Speech fdoary, both
were successful for the remainder of the experiment

Gambales is a made-up name, and thus, was notrieedguntil
after it was added to the Speech Dictionary. Hakesuccess
thereafter was somewhat erratic, having low redagmiconfidence
on several occasions.

Further testing of “While” showed continued probkewith low
confidence, or being confused with the newly adt#tile”.

Recognizing these words is very dependent upomyoi@ation. As
slight variation can cause misrecognition.

/

/

/
ST
SN

/ Zero Values at start are before
adding word to Speech Dictionary

1 35 7 9111315171921232527

Perfect

Crotales

Figure 10 - Cumulative Success Rate of Track Commals,
Before and After Adding Name To Speech Dictionary.

C. Result of Adding Names to Dictionary, Preventing
Recognition of Mistaken Names, and Loading Names
into a WSR Grammar

100%

90%

80%

70%

60%

50%

40%

30%

10% -

ol | |
Initial Prevent Add Add
success "Sarandon" "Theremin" "Theremin"
rate to Speech to loaded

Dictionary grammar

Figure 11 — Recognition accuracy of track command®r
“Theremin”, based on employing successive techniqae

Each technique for enhancing recognition of traaknes was
employed in succession on the word “Theremin”, ltegyin a jump
in recognition accuracy as it was employed, as shiowFigure 11
above.

VII. Conclusion

I show in this paper that voice commands can bahiel and
effective in controlling audio recording softwar€his is particularly
true when techniques are employed to flexibly albamdio tracks to
be named, so that subsequent commands can be referihg to
them by name. Performance improvements were slagvenresult of
adding track names into the Windows Speech Dictigrieventing
recognition of incorrect names, and by making thek names part
of the command grammar that is loaded into the &pB&&cognition
Engine. This makes the names part of the setsxfiple commands,
rather than relying on dictation speech recognit@recognizing
the names.
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