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This study sought to determine the effect of varying

degrees of disproportionality of four methods of handling

disproportionality cell frequencies in two-way analysis of

variance. A Monte Carlo simulation procedure was employed.

Two multiple linear regression techniques and two "approximate"

techniques were compared.

In each case 1000 F values were calculated for each method

under eleven levels of disproportionality. Forty numbers per

run were used for each design. Probability distributions of

F values for the four methods were compared to an equal cell

method by using Kolmogorov-Smirnov tests. Chi-square values

were used to measure disproportionality.

Five cases were examined: the no effects case, the row

effects case, the column effects case, the interaction effects

case, and the row and column effects case. These effects

were generated through the use of noncentral F distributions.

The cases were used to provide information concerning Type I

and Type II errors.
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In each case, several seed numbers and their effects on

results were examined. In cases with built-in effects, power

values were changed in order to examine the effect of power

on the results.

Several conclusions were reached within the given

parameters of this study. For small levels of disproportion-

ality, all four methods will yield similar nonspurious results.

For moderate levels of disproportionality, the complete

linear-model regression method and the unweighted means anal-

ysis committed fewer Type I errors; and the method of expected

frequencies committed fewer Type II errors. For extreme

levels of disproportionality, all four methods yielded spur-

ious results. The complete linear-model regression methods

and the unweighted means analysis produced similar results

at all levels.
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CHAPTER I

INTRODUCTION

In using a factorial analysis of variance design, "one

of three possible situations can exist with respect to the

numbers of observations within the various cells of the

design." "The n's can be (a) equal to one another, (b)

unequal but proportional, or (c) unequal and disproportional"

(9, p. 281). Traditional analysis of variance techniques

can be used when cell memberships are equal in number or if

cells have proportionate n's. Tsao (23, p. 195) says that

with analysis of variance, "the applicable equations are

generally concerned with the case of equal or proportionate

numbers of observations in the subclasses." However, if

cell memberships (n's) are disproportionate, traditional

methods fail.

Roscoe (19, p. 348) says that with disproportionality

of cell membership, it is impossible to partition the sum

of squares for total into independent and nonoverlapping sums

of squares. Mood (14, p. 358) underscores that by saying

that "when cell frequencies are not equal, . . . tests

become nonorthogonal so that simple successive partition of

the total sum of squares is no longer possible." Snedecor

(21, p. 285) states "another startling characteristic of
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disproportionality in a two-way table is the failure of the

addition theorem for sums of squares."

Ostle states that the various sums of squares calculated

in the usual fashion do not sum up to agree with the total

sum of squares (15, p. 381). He goes on to say that this causes

the different comparisons with which the sums of squares are

associated to be nonorthogonal which leads to biased test

procedures. He adds that simple treatment means are biased

estimates of the true effects and that serious errors can

be made if inferences are made based on such biased estimates

(15). Wert, Neidt, and Almann (24, p. 211) write:

The ordinary methods of computing the analysis of

variance with multiple classification are applicable
only when the number of cases in the subclasses are

proportional. When disproportionality exists among the

subclasses, ordinary methods of computation of the sums
of squares yield biased results for all sources of
variation except that for within subgroups.

Kendall (11, p. 220) further states that when disproportionate

numbers in the subclass, the row and column effects are no

longer independent; and thus, they cannot be summed and

subtracted from the total to get a residual or interaction

term to be used as an unbiased estimator.

Anderson and Bancroft (1, p. 278) say that if subclass

numbers are not proportional, row, column, and interaction

effects are confounded. Snedecor (21, p. 285) says that,

clearly, no proper estimate of interaction can be given.

"In fact, all estimates and tests of significance may be

biased by the disproportion of subclass numbers, and the
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appropriate statistical methods are thereby complicated"

(21, p. 285). Scheffe' states that tests for interactions

are more difficult to compute in the case of unequal numbers

of observations in the cells (20, p. 112). Overall and Klett

(16, p. 445) state "the effect of unequal and disproportionate

cell frequencies is to introduce correlation between columns

of the design matrix."

Ostle (15, p. 381) relates that disproportionality would

lead to biased test procedures unless some adjustment were

made. Marks (13, p. 351) says that difficulties arise in

interpreting results of unbalanced data analyses because the

estimatable functions involved in the tests of hypotheses

are not orthogonal. Dixon and Massey (6, p. 134) state

that the analysis of variance must be modified for dispro-

portionate numbers of measurements in cells.

In many areas of research, disproportionate cell numbers

in two-way analysis of variance occur. Tsao says that "in

fields connected with human beings such as education and

psychology, unequal representation in each cell of the multiple-

classification of data is of common occurrence" (22, p. 107).

Johnson and Jackson (10, p. 234) state "unfortunately, in

the social sciences the appearance of unequal subclass

numbers is the rule rather than the exception." Cohen

(4, p. 426) says that in nonexperimental research, it frequently

occurs that some subjects are missing data on one or more

of the independent variables under study. Bessent (2, p. 1)
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says, "an unequal number of observations in subgroups (unbal-

anced data) is the rule rather than the exception for

experiments in some areas of research, especially the social

and biological sciences."

There are several possible reasons why disproportionate

cell frequencies occur. Subjects may fail to appear for all

or part of an experiment and must therefore be excluded from

the data analysis. With the variables being manipulated or

observed, different sample sizes may occur naturally (class-

room A may be larger than classroom B). An experimenter might

purposefully use an unbalanced design to represent variables

in their natural, correlated state. In general, field samples

lead to unequal n's or unbalanced designs (7, p. 132). Proger

(18, p. 2) mentions three reasons why disproportionality might

occur: (1) there is an inherent dearth of some types of sub-

jects, (2) there is inadvertant experimental mortality, and

(3) there is forced experimental mortality (some subjects who

are inappropriate are dropped). Cochran and Cox (3, p. 72)

say that some reasons for misssing data might include: failure

to record, gross errors in recording, and accidents. Keppel

suggests that unequal sample sizes may result from subjects

failing to complete the experimental sequence due to illness

or a conflicting appointment (12, p. 77). He says that some-

times studies may require subjects to reach a performance

criterion. Those that fail are eliminated from the experiment

(12, p. 78).
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It would seem that the field of education is one area

that is especially prone to the possibility of dispropor-

tionality of cell membership occurring. Proger (18, p. 2)

says that in large public school situations, unequal n's are

the rule in using analysis of variance. Furthermore, Tsao

(23, p. 195) says that differences between grades or schools

are almost always going to be different sizes unless sub-

samples are taken.

There are several ways mentioned in the literature of

handling this problem. Among these techniques are "approxi-

mate solutions" and "regression solutions."

Dalton (5, p. 2) states that "several investigators

have compared the various regression solutions and clarified

the hypotheses tested by each. Yet, despite this clarifica-

tion, no one has empirically compared the best known regression

solutions to the more popular approximate ones." Marks

(13, p. 351) says that the diversity of purpose in the various

solutions "combined with the relative narrowness of the

individual efforts, has resulted in a fragmented treatment

of the problem of unbalanced data and in some cases confusion

and controversy regarding methodology." Tsao states that

"therefore, the need is very urgent for a systematic for-

mulation of general methods of attacking the problems under

such conditions" (22, p. 107). Overall and Spiegal (17, p. 316)

say that " . theoretical statisticians provide few

specific recommendations for handling of unequal cell
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frequencies . . ." Godbout (8, p. 5) says that special tech-

niques have been derived to eliminate confounding as a result

of unbalanced designs but that it is unclear which of these

techniques should be used for a particular research question.

Dalton (5, p. 2) has said that a computer simulation (Monte

Carlo) study investigating the major techniques involved

in handling disproportionate cell frequencies would be an

important study.

Statement of the Problem

The problem of this study will be to determine the

effect of varying degrees of disproportionality on four methods

of handling disproportional cell frequencies in two-way

analysis of variance.

Purposes of the Study

The purposes of this study will be (1) to determine if

four methods of handling disproportionate cell frequencies

in two-way analysis of variance differ in the results they

produce, (2) to determine if the "approximate solutions"

diverge from the "regression solutions", (3) to determine if

the two "regression solutions" give different results, and

(4) to determine if there is a point of disproportionality

at which the four solutions begin to give spurious results.
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Hypotheses

The following hypotheses have been formulated to carry

out the purpose of this study.

1. Method 1 and Method 2 (two "regression solutions")

will give diverging results as disproportionality increases.

2. The unweighted means analysis and the method of

expected frequencies will give diverging results as dispro-

portionality increases.

3. For moderate levels of disproportionality, Method 1

and the unweighted means analysis will give less spurious

results than Method 2 and the method of expected frequencies.

4. For extreme levels of disproportionality, all four

methods will yield results that tend to converge on each

other.

5. For extreme levels of disproportionality, all four

methods will give results that are spurious.

6. There will be a point of disproportionality at which

one or more of the four methods will give spurious results.



8

Definition of Terms

"a priori" - Presupposed by experience.

Cell - All observations in a factorial design taken under

one level of each independent variable of the design simul-

taneously.

Disproportionate Cells - Cell frequencies which are not

proportionate with each other in a design.

Factorial Design - The simultaneous evaluation of two

or more Factors (Independent Variables) in one experiment.

Fixed Model - A factorial design in which all treatment

levels about which inferences are to be drawn are included

in the design.

Method 1 - A multiple linear regression technique used

to perform analysis of variance. It involves an estimation

of independent effects of each factor adjusted for all others

included in the model.

Method 2 - A multiple linear regression technique used

to perform analysis of variance. It involves an estimation

of main effects disregarding interactions and then an es-

timation of interactions adjusted for main effects.

Monte Carlo Simulation - A procedure in which random

samples are drawn from populations having specified param-

eters and then a specific statistic is computed.

Proportionate Cells - Cells of a factorial design in

which the number of observations is in a constant ratio with

other cells in that design.
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Subclass Number - The number of observations in a cell

of a factorial design.

Delimitations

This study will be limited to experimental conditions

simulated with the following conditions.

1. Factorial designs other than two-way are not being

considered.

2. Only fixed models are being considered.

3. Selected methods of handling disproportionality are

being considered.
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CHAPTER II

SURVEY OF RELATED RESEARCH

Analysis of variance is a greatly used tool in educa-

tional research. One of the underlying assumptions in the

traditional solutions of factorial analysis of variance

designs is that there are equal or proportionate cell fre-

quencies. However, in education as in many other fields of

study, disproportionate cell frequecies occur quite often.

Several methods of handling this situation have been

developed.

Williams (27, p. 67) says that there are at least eight

different solutions to the problem of disproportionality.

He includes two data forcing methods (forced to proportion-

ality): the method of discarding data and the method of

estimating missing data. Three approximate methods are

considered: the method of unweighted means, the method of

expected cell frequencies, and the method of weighted means.

Williams says that "the approximate methods were conceived

as computational compromises for the method of fitting con-

stants, a full regression solution" (27, p. 67). Overall

and Spiegal (19) have defined three regression solutions for

analyzing disproportionate data: Method 1, Method 2, and

Method 3.
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When the original work was done on the disproportionate

cell frequency situation, a full regression solution was

regarded as computationally too laborious to be of practical

use for the research worker. Full regression solutions are

now more viable options with the advent of the computer. Thus,

the researcher now has many ways to handle disproportionality.

The problem is in determining which if any of these solutions

is more appropriate.

Data Forcing Methods

Williams (27, p. 68) argues that the method of dis-

carding data is wasteful. Wert, Neidt, and Almann (26, p.

212) say that the procedure of discarding data causes the in-

vestigator to lose information. This may be serious, and

it is unnecessary. Dalton (7, p. 10) found that data elimi-

nation was a poor alternative to other methods due to the

strong tendency to yield Type II errors regardless of the

presence or absence of an interaction. The method of dis-

carding data is probably not a viable approach to the problem

of disproportionality.

The other data forcing method is the method of esti-

mating missing data. Williams (27, p. 69) has said:

This method might be seen as more appropriate to

the hand calculation era; if there are many missing

subjects, it would seem that this method would become

prohibitive, particularly in view of the relative ease

of other solutions by use of the computer. It should

also be noted that this approach will yield treatment
effects that are slightly inflated. One additional con-

cern is psychological - it seems somewhat unnerving to

artifically create data for a statistical analysis.
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Cochran and Cox (5, p. 74) state that the method of estimating

missing data causes treatment Sum of Squares to be slightly

larger than the correct treatment Sum of Squares for an F

test for treatments. Godbout (11, p. 26) says that both

the methods of artificially balancing a design by discarding

data or estimating missing data involves approximate solutions

which do not yield exact tests of the hypotheses of interest.

He says that neither of these techniques are very satisfying.

Thus, it seems that given the data handling methods available

today, the data forcing methods should be considered to be

among the weaker approaches to the problem of disproportion-

ality.

Approximate Methods

Among the three approximate solutions being considered

is the method of unweighted means. "The unweighted means

analysis uses cell means to estimate main effects and

interaction, and adjusts the error term by a factor which

reflects the unequal cell sizes (7, p. 4). Williams (27,

p. 67) says that it may be the most widely used technique

for handling disproportionate cell frequencies. Anderson

and Bancroft (1, p. 279) relate that the method of unweighted

means has a minimum of computation and furnishes a short-cut

procedure of testing for the existence of interactions.

Steinhorst and Miller (23, p. 805) state that there are

several assumptions for the unweighted means solution:
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(a) no cell is empty, (b) it is for preliminary analysis only,

(c) the cell frequencies do not vary greatly from equality,

(d) primary interest is whether interaction is or is not

present, (e) one wishes to test main effects when interaction

is negligible, and (f) exact solutions are prohibitive or

not available, and the study or experiment does not warrant

an exact solution. They state (23, p. 802), furthermore,

that the unweighted means analysis is approximate and that

the statistics derived from it are only approximately dis-

tributed as F. Myers (17) warns that the experimenter

should question the applicability of the unweighted means

solution if the n's are very disparate. Both Dayton (8) and

Winer (29) indicate that the unweighted means analysis is

applicable only if the experimental design called for equal

n and is subject loss was essentially random. Glass and

Stanley (10, p. 440) write, "the unweighted means analysis

is probably the simplest and one of the most justifiable

techniques for analyzing disproportional designs." Johnson

and Jackson (13, p. 241) state that "of all the possible

approximate solutions, the method of unweighted squares of

means is the simplest computationally and is to be

preferred . . ."

The method of weighted means involves a more compli-

cated algorithm than the unweighted means method. According

to Williams (27, p. 72), "this method can be seen as one of

the more complex approximate solutions, but that can be
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accomplished with the aid of a hand calculator." It gives

an exact solution with regard to the interaction effect.

Steinhorst and Miller (23, p. 806) relate that there are two

important considerations: (1) the weighted means method is

not applicable beyond the two factor situation and (2) as

long as no empty cells appear, the method of unweighted means

is more generally usable and offers an analysis similar to what

the experimenter is familiar with in the equal or proportional

frequency case. Tsao (24, p. 108) says that Yates presented

this method assuming that interactions exist. Tsao goes on

to say that the method is rather tedious. Dalton (7, p. 5)

says that this method is of limited utility. It is seldom

recommended when there are two or more missing scores per

cell. Keppel (14, p. 356) takes the position that only

rarely will one want to consider the weighted means analysis

appropriate. He says that it may produce marked distortions

and that these distortions do not occur with the unweighted

means analysis. Steinhorst and Miller (23, p. 802) claim

that the weighted means analysis yields tests for main effects

which are not the usual F statistic and which have different

power functions.

Another one of the approximate methods is the method

of expected frequencies. This method involves multiplication

of cell sums by the expected cell frequency to obtain a sum

for each cell. Sums obtained in this manner are used in

estimating main effects and interactions (7, p. 4). Myers
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(17, p. 116) says that the method of expected frequencies

is appropriate when proportionality can be assumed and when

departure from proportionality is not too great. The method

has been used largely when cell frequencies would naturally

be disproportionate.

Regression Solutions

Among the "regression solutions" are Method 1, Method

2, and Method 3. Overall and Klett (18, p. 449) call Method

1 the "complete linear-model analysis." It involves an

estimation of independent effects of each factor adjusted

for all others included in the model. They call Method 2

the "experimental-design analysis." It involves an estimation

of main effects disregarding interactions and then an esti-

mation of interactions adjusted for main effects. Method 3

is called the "step-down analysis." It involves an initial

ordering of the effects and then estimating each effect

adjusting for those preceding it in the ordering and ignoring

those following it. Overall and Klett (18, p. 449) state

that "quite different results derive from the three methods

in applications involving disproportionate cell frequencies."

Keren, Gideon, and Lewis (15, p. 817) state that

Since the use of unequal n's alters variability
by itself, it turned out that three different least
squares solutions that were presented by Overall and
Spiegel yielded different results, although they were
identical for the case of equal cell frequencies.
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The structural model for Method 1 in a two-way analysis

of variance is: Xijm-/ + 04 + ,i3 j+ + eijm

where /4 is the grand mean, ci is the treatment effect for

level i of the first factor,/9 is the treatment effect

for level j of the second factor, cN</ 39j is the interaction

term for cell ij, and eijm is the error for individual m in

cell ij. Marks (16, p. 358) elaborates on Method 1 by

saying:

One approach, which has been described and labelled
Method 1 by Overall and Spiegel (1969) and is
exemplified by the General Linear Hypothesis Program
in Dixon (1971), is to compare reductions in sums of
squares due to fitting different parameters of the
complete model. For example, in a two-way design with
interactions, the sum of squares for the oeC-factor is
given as the difference between the sum of squares due
to all the parameters except the cwi's, i.e., SS(Cx) =

SS(//U, ce, 31T) - SS( /, /3 ,or)-

Carlson and Timm (4, p. 563) believe that Method 1 is

the best extension of traditional analysis of variance

because the same parameters are estimated and the same hypoth-

eses are tested in the orthogonal and the nonorthogonal cases.

Overall and Woodward (21, p. 31) say "from the point of view

of interpretation, it was emphasized that this strategy

(Method 1) results in estimation of the same effects and

tests of the same hypotheses that would be estimated and

tested in an equal cell frequency design involving the same

factors." Overall and Klett (18, p. 450) suggest that

statistical literature says that Method 1 is consistent with

the general linear-model analysis described in abstract terms
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by mathematical statisticians for the equal-cell frequency

case. They go on to state, however, that they believe

Method 1 is something different from the traditional analysis

of variance in the disproportionate case.

The structural model for Method 2 in a two-way analy-

sis of variance is: Xijm = /4 + C)/J + + eijm where

the terms are defined as with Method 1. The essential dif-

ference between the two methods is that Method 2 requires

the assumption that no true interaction exists and consequently

the interaction is not taken into consideration when esti-

mating main effects (7, p. 3). Overall and Klett (18, p. 451)

say that it is clear that Method 2 is the proper general-

ization of traditional experimental-design statistical texts,

in. which actual computational procedures are described for

analyses of variances involving unequal cell frequencies,

provide support for Method 2 as more like the traditional

analyses of variance. Overall and Woodward (21, p. 22)

suggest that "in the univariate case, Method 2 appears to

be preferred by a number of statisticians for analysis of

data from reasonably simple designs involving unequal and

disproportionate cell frequencies." Overall and Spiegel (19)

state that Method 2 seemed to be the most appropriate method

for analysis of experimental data involving disproportionate

cell frequencies. Later, Overall, Spiegel, and Cohen (20)

reversed that stance in favor of Method 1.
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The structural model for Method 3 is identical to the

model for Method 1. However, Method 3 assumes a priori evi-

dence to justify an ordered entry of vector sets representing

/3, and o /3 into the regression equation (7, p. 4).

Method 3, sometimes referred to as the hierarchal model, does

not test the same hypotheses as does analysis of variance.

Williams and Linden (28, p. 11) state that:

With this approach, a researcher is required to order
the variables in relation to their research interest.
For example, a researcher may be most interested in the
A, or row effect, less interested in the B, or column
effect, and may have little interest in the interaction
effect. With this approach, each effect is adjusted
only for those effects preceding it to the ordering.
Thus, the A effect is found directly, the B effect is
adjusted for the combined A and B effect.

The requirement of establishing a priori ordering of variables

limits its usage to the researcher (7, p. 4). Below in Table I,

Methods 1, 2, and 3 are compared in terms of the Sums of

Squares (19, p. 316).

TABLE I

Method 1

Source SS df

A SST [R2(2c, / 3cx/j)-R2( , j) ] a-i

2 i -R21 -B SST [R2 , ,$;)-R( cx cx/ b-

AB SST [R2(oc ,3.,;oc/3.) -R( (a-1) (b-1)

Error SST [1-R2( N-ab

Total SST N- 1
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TABLE I--Continued

Method 2

Source SS df

A SSE [R2( ,/)-R2( 3. )] a-1

B SsT [R2(2C,/3;)-R2( o ) b-1

AB SST [R2 (CZ, /3;, a/03.)-R2(o , )] (a-1) (b-1)

Error SST [1-R2( ot, , //3j q3t)1 N-ab

Total SST N-1

Method 3

Source S5 df

A SST [R2(QcL)l a-1

B SST [R2(2ot,/ )-R2( o C. )1 b-1

AB SST [R2 ( cxc, /%, oo/) -R 2 ( c, 3. )1 (a-1) (b-1)

Error SST [1-R2 ( oe;, /3., oq91) N-ab

Total SST N-1

Methods to be Used

In this study, four of the above eight methods of

analyzing disproportionality in analysis of variance will be

examined. These are (1) the unweighted means solution, (2)

the method of expected frequencies, (3) Method 1, and (4)

Method 2. The two data forcing techniques will not be in-

cluded in this study because the literature has already shown
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them to be the poorest alternative solutions to the problem

of disproportionality. The method of discarding data is

wasteful and has a strong tendency to yield Type II errors.

The method of estimating missing data becomes prohibitive if

there are many missing observations; and it yields slightly

inflated treatment effects.

The method of weighted means will not be included because

it is seldom recommended when there are two or more missing

scores per cell. It is not applicable beyond the two factor

situation; and when there are no empty cells, the method

of unweighted means is more generally usable. Method 3 of

the "regression solutions" will not be included in the study

because it does not test the same hypotheses as does analysis

of variance. Its usefulness is extremely limited.

Advantages of "Least-Squares" Techniques

There are several advantages reported in the literature

of using "least-squares" techniques (Method 1, Method 2, and

Method 3) over other techniques. One of these advantages is

when disproportionality is present. Roscoe says (22, p. 348)

that he is partial to the use of multiple regression when

disproportionality is present. Appelbaum and Cramer (2,

p. 335) state that

The easy access to computer programs that perform
the analysis of variance by a general linear model ap-
proach makes possible the computations for this method
of dealing with nonorthogonal multifactor designs and
eliminates the need for approximate solutions.
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Overall and Spiegel relate that "using least-squares re-

gression methods, analyses of variance can be accomplished

on data from arbitrary experimental designs in which no

attempt is made to control cell frequencies" (19, p. 311).

Cochran and Cox (5, p. 73) recommend a least-squares solution

as the procedure to use when missing observations exist.

Steinhorst and Miller (23, p. 804) state that

In response to the immediately preceding question,
the authors would suggest that with the linear model

theory which has been developed to date one can readily

analyze disproportionate data with the same theory as

one would treat proportionate or equal frequency data.

Cohen (6, p. 438) says that an important aspect of using

multiple regression in computing analysis of variance prob-

lems is that with multiple regression the researcher has the

option of not analyzing all possible aspects of variables.

He is particularly referring to not using joint aspects of

variables (interaction) if for no other reason than the

rapid loss of degrees of freedom for estimating error. Cohen

(6, p. 438) goes on to say:

This goes hand in hand with the flexibility of the
MR system, which makes readily possible the represen-

tation of the research issues posed by the investigator
(i.e., multiple regression in the service of the ego!),

rather than the canned issues mandated by AV compu-
tational routines.

Anderson and Bancroft (1, p. 279) say that the "method

of least squares furnishes an exact test for interactions . .

and that (1, p. 284) "the exact method (least squares analy-

sis) is somewhat more powerful than the method of unweighted
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means."? Jennings (12, p. 95) states:

A second purpose is to argue that a regression ap-

proach to analysis of variance is a "good" technique in

that it offers a major pedagogical advantage and in some

cases computational superiority over alternative proce-

dures when computers are available.

Waldberg (25, p. 76) stated:

The generalized RA model in practice provides com-

prehensive and useful estimates of magnitudes of effects

and their significance. The most obvious instance is

the multiple regression coefficient: when squared (R2)

it reveals directly how much variance in the dependent

variable is associated with or accounted for by the

independent variables; when tested for significance,

it reveals the chance probability of overall association

between all the independent variables and the dependent

variable.

Falzer (9, p. 130) says that "a reliance on both R and F

statistics, then, facilitates representative validity and

eases data interpretation." However, Marks (16, p. 363)

cautions that "although least squares provides a relatively

easy and direct method of obtaining a solution and constructing

estimable functions for disproportionate (including missing

cells) data, the framing, testing, and interpretation of

hypotheses are not so simple."

Dalton (7, p. 13) reported that

A slight divergence of results was found when a

moderate degree of nonorthogonality was present, but

not along the dimension of regression solutions ver-

sus nonregression solutions. Rather Method 1 and the

unweighted means analysis appear to be best when re-
sults differ.

Method 1 and Method 2 might be expected to give diverging

results as disproportionality increases as would the unweighted

means analysis and the method of expected frequencies.
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Furthermore, for moderate levels of disproportionality, Method

1 and the unweighted means analysis might give less spurious

results than Method 2 and the method of expected frequencies.

Dalton also stated that when nonorthogonality was ex-

treme all four solutions led to basically the same results

(7, p. 11). Errors were found with all four methods when

nonorthogonality was extreme. By utilizing Monte Carlo sim-

ulation techniques, an attempt will be made to empirically

determine if one of the four methods is superior to the

others for a given design as disproportionality is increased.
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CHAPTER III

PROCEDURE

In order to conduct an investigation of this problem,

a Monte Carlo procedure was used. Clark (2, p. 605) says

that "typically a Monte Carlo analysis is used only when an

analytic solution is not obtainable." Furthermore, he states

that "Monte Carlo analysis, as so defined, is almost a gen-

eral, effective procedure that enables one to solve many

problems too complex for mathematical analysis" (2). It is

estimated that in this study, 1.5 million random numbers were

used for the design examined. Approximately 500,000 F values

were calculated. Indeed, without using Monte Carlo techniques,

this study would be prohibitive.

According to Clark (2), the term Monte Carlo indicates

that one knows explicitly the distribtuions of all the ran-

dom elements in the problem. In this study, random numbers

were generated into a normal distribution thus meeting the

above criterion. "In this sense the term Monte Carlo sig-

nifies that one could simulate the random process by a desk

calculation that used tables of random numbers or by a com-

puter program that generates random numbers" (2). That was

true in this study.
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Procedures for Collecting Data

Pseudo-random numbers were generated using a Monte Carlo

simulation procedure which utilizes a pseudo-random number

generator. Data generation was performed on an IBM 360, model

50 computer system at the North Texas State University Com-

puting Center.

For each simulation model, a procedure which employs

sub-routines Randu and Gauss were utilized to produce obser-

vations for the given condition. Randu computes uniformly

distributed random real numbers between zero and 231. Gauss

computes a normally distributed random number with a given

mean and standard deviation. In order to produce one normal

random observation, Gauss utilizes Randu to generate twelve

uniform random numbers.

Two tests were used on selected groups of numbers to

test for randomness and normality. Randomness was tested by

utilizing the One-Sample Runs Test (11, p. 52). Runs were

selected according to whether or not numbers were above or

below the mean that was selected for the random number gen-

erator. None of the One-Sample Runs Tests conducted proved

to be significant at the .05 level. Thus, numbers were gen-

erated above and below the mean in a random manner.

Normality was tested by comparing selected groups of

the generated numbers with an expected normal distribution

of numbers based on the mean and standard deviation used in

Gauss. A Chi-square Goodness of Fit test was used to
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determine if there was a significant difference between the

generated numbers and the expected distribution of numbers

(3, p. 177). None of the Chi-square Goodness of Fit tests

was significant at the .05 level. Thus, the generated num-

bers were not significantly different from the normal

distribution.

In this study, four methods of handling disproportionate

data were examined and compared to equal cell two-way analy-

sis of variance. The four methods were: Method 1, Method 2,

method of unweighted means, and method of expected frequencies.

Computer programs were written by the author to calculate F's

based on the method of unweighted means, the method of

expected frequencies, and Analysis of Variance - a traditional

approach. The computer programs for the methods of unweighted

means and expected frequencies were based on those algorithms

presented by Williams (13, pp. 69-72). The program computing

the traditional Analysis of Variance was based on formulas

presented by Ferguson (3, p. 227). The computer program for

Method 1 and Method 2 was initially a multiple regression

program called REGN (1) that is a part of the North Texas

State University Computer library. This program was modified

by the author to meet the needs of this study.

Each of these four computer programs was tested to

assure that calculations were correct. The method of unweighted

means and the method of expected frequencies program results

were compared to hand calculations of the same methods. The
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results were identical. The method of unweighted means pro-

gram results were compared to the results from a program

named ST013 which is a Two-Way Analysis of Variance program

in the North Texas State University Computing Center library

that utilizes the method of unweighted means to handle dispro-

portionate cell frequencies. The two programs produced F

ratios identical to thousandths place.

In order to utilize REGN to compute by Method 1 and

Method 2, generating statements were included to produce row,

column, and interaction vectors by effect coding. A test

run was conducted using data from Overall and Klett (10,

p. 445). Results were identical to those calculated by Overall

and Klett (10, p. 449). Further testing was done on the

Method 1 and Method 2 program by comparing the results to

results produced by MULTIVARIANCE (4), a computer program

also available from the North Texas State Computer library,

which can calculate both by Method 1 and Method 2. Results

of the programs were identical.

The computer program written by the author to compute

traditional Analysis of Variance for equal cell frequencies

was tested by comparing results to those given by ST013 for

equal cell sizes. Results were identical. Hand calculations

also produced the same results.

All programs were written, modified, and tested separ-

ately. Afterwards, the programs were combined and run as

one. Thus, the traditional Analysis of Variance for equal
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cell frequencies along with the four methods of handling dispro-

portionality were one computer program. This program was

also tested and checked to assure that it was still giving the

same results that the original programs produced.

In this study, five cases were examined: (1) the case

of no significant differences in means, (2) the case of

significant differences in the rows only, (3) the case of

significant differences in the columns only, (4) the case of

significant interaction, and (5) the case of significant dif-

ferences in the rows and columns. The computer program used

in all cases was the same except that the random number gen-

erator utilized different means for given cells to fit each

case.

In all cases, forty numbers were generated and divided

up into four cells with ten in each cell. This produced the

data for a 2x2 design. F ratios were calculated by the tra-

ditional Analysis of Variance for equal cell frequencies.

This process of generating numbers and calculating F ratios

was repeated one-thousand times. The probability of each F

ratio occurring was calculated by using the following for-

mula (12):
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For v1 odd and v2 even (where v = degrees of freedom):

1 vk v1 (v1 +2)k
2

Q(x) = 1 - (1-k) + 2 2(4) +

v22

+ 1(v1+2) . . . (v 2 +v -4)k

2(4) . . . (v2-2)

1
where: k= v1+x

v2

A frequency distribution of these probabilities was calculated

for row, column, and interaction F's.

Utilizing the same initial seed number, random numbers

were then generated again in groups of forty. This time the

cell sizes varied depending upon what disproportionality was

being examined at the time. For each group of forty numbers,

F ratios were produced using the method of unweighted means,

the method of expected frequencies, Method 1, and Method 2.

The process was repeated one-thousand times. The probability

of each F ratio occurring was calculated by the previously

mentioned formula (12). Frequency distributions for these

probabilities were obtained for row, column, and inter-

action F's under each of the four methods of handling dispro-

portionality.

For the case of no significant differences, a mean of

ten and a standard deviation of two were used to generate the
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random numbers. In order to determine what means to use in

the other four cases, the Non-Central F distribution was used.

In this manner, Type II errors could be examined.

Row, column, and interaction effects were calculated by

using the following formulas (8, p. 179):

A power of .60 and level of significance of .05 were used.

These effects determined the size of the mean. The standard

deviation used was two. Other than the differences in means

used, the procedures for the five cases were identical.

As was mentioned previously, different cell sizes were

examined in the study in order to determine what effect

disproportionality had on the four methods. When cell sizes

are unequal, there is potential for disproportionality. The
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following equation is presented by Godbout (6, p. 16) as a

test to determine if a design is proportional or dispro-

portional:

n. n
n.. = ' -I for all i and j

13 n..

If the above equation holds true for a design, then the de-

sign is not disproportional. Glass and Stanley (5, p. 434)

and Huck and Layne (7, p. 282) also present the same test.

In this study, disproportionate conditions were desired.

Thus, only designs that failed the above test were examined

with the exception of the equal cell designs.

Newman and Oravecz (9) utilized a Chi-square approach to

determining how disproportional a design is. They recommend

(9, p. 9) that a Chi-square value where cY = .25 be used as

"mild" disproportionality and that a Chi-square value where

04= .05 be used as "severe" disproportionality. In this

study, Chi-square Cx values were used as a guide to degree

of disproportionality. The Chi-square approach used here was

recommended by Ferguson (3, p. 238). It is a modified version

of the traditional Chi-square test for independence. The

Chi-square value is obtained by using the grand mean as the

expected value in each cell. In every case in this study,

an expected value of ten was used in a cell.

In this study, disproportionality was increased rapidly

until spurious results from at least one of the four methods

of analysis was found. Disproportionality was then decreased
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until no spurious results were found. By vacillating the level

of disproportionality in this manner, an attempt was made to

coverge on the point of disproportionality at which at least

one of the four methods of analysis began to give spurious

results.

In an attempt to examine the impact of other values of

power on the results of this study, power values of .80 and

.95 were also used. Several seed numbers were used in the same

situation to determine the effect of seed numbers on results.

Procedures for Analysis of Data

The frequency distributions for each of the four methods

of handling disproportionality were compared to the equal

cell analysis of variance frequency distribution to deter-

mine if the distributions of F's were significantly different.

The Kolmogorov-Smirnov test was used to determine if signi-

ficant differences existed between distributions. In the No

Effects Case, the frequency distributions of each of the four

methods of handling disproportionality were also compared to

a theoretical uniform distribution in a similar manner.

Tables are presented displaying the results of the

Kolmogorov-Smirnov tests for the row, column, and interaction

F probability distributions for all four methods of computing

Analysis of Variance in all five cases. The frequency dis-

tributions for the F probabilities are presented in table form.

Frequencies at the .01, .05, and .10 levels of significance
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are compared to further aid in determining if Type I and Type

II errors have occurred.

FLOWCHART FOR THE COMPUTER PROGRAM

start

read data:

1. seed number

2. cell sizes

3. number of runs

generate random
numbers for

equal cellan-
.alysis of variance

calculate equal
cell analysis of
variance

no 1000

no replications?

yes

calculate cell

means

generate random

numbers for

disproportionate

cells

calculate un-

weighted means

analysis



calculate
method of
expected
frequencies

calculate
Method 1

calculate
Method 2

no 1000
replications?

yes

calculate
frequency
distributions

of
probabilities

calculate the
Kolmogorov-
Smirnov test

print results

end

Fig. 1--Flowchart for the computer program
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CHAPTER IV

ANALYSIS OF DATA AND FINDINGS

The results of this study are presented in five parts.

Each of five cases dealing with row, column, or interaction

effects are presented in each part. The first part is the

no effects case. The second is the case of row effects only.

The third part contains the case of column effects only.

The fourth part deals with row and column effects but no

interaction. The fifth part is the case of interaction

effects only.

An examination of Kolmogorov-Smirnov D values calcu-

lated for F probability distributions for each 2.2 level of

disproportionality is examined in each case. The analysis

includes a presentation of and a discussion of the number of

F values at the .10, .05, and .01 levels of c in each case.

A discussion of the impact of changing power in the four

cases with built-in effects is given. An examination of the

effect of changing seed numbers on the results of the analy-

sis is presented in each case.

No Effects Case

In simulating the no effects case, equal cell means were

used. Initially, each cell contained ten numbers. Dispro-

portionality was established by generating varying numbers
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of values in each cell. This disproportionality was measured

by Chi-square values. Each level of disproportionality was

run 1000 times.

An equal cell analysis of variance method was used to

calculate F values before disproportionality was created.

From these F values, an F probability distribution was ob-

tained. After disproportionality was established, F values

were calculated by the method of unweighted means, the method

of expected frequencies, Method 1, and Method 2. F values

for each of these four methods were used to calculate F prob-

ability distributions.

Kolmogorov-Smirnov D values were calculated between each

of the distributions of the four methods of handling dispro-

portionality and the distribution of equal cell analysis of

variance under each level of disproportionality (shown by a

X 2 value). Table II contains these results for row, column,

and interaction effects.
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TABLE II

D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF
HANDLING DISPROPORTIONALITY TO THE EQUAL CELL ANOVA

AS 22 INCREASES FOR ROWS, COLUMNS,
AND INTERACTIONS

D values

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .000 .000 .000 .000

0.0 col. .000 .000 .000 .000

inter. .000 .000 .000 .000

row .030 .024 .020 .020

1.6 col. .016 .014 .016 .016

inter. .026 .021 .026 .026

row .011 .026 .011 .013

2.6 col. .019 .031 .019 .021

inter. .026 .021 .026 .026

row .021 .041 .021 .021

3.6 col. .034 .023 .034 .034

inter. .036 .017 .036 .036

row .034 .057* .034 .034

6.4 col. .015 .051* .015 .015

inter. .030 .032 .030 .030

row .027 .063* .027 .025

7.4 col. .026 .031 .026 .025

inter. .021 .041 .021 .021

*Significant at the .05 level.
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TABLE II--Continued

D values

Method Method
of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .023 .076* .023 .028

8.6 col. .025 .075* .025 .027

inter. .031 .056* .031 .031

row .026 .139* .026 .035

19.4 col. .014 .148* .014 .019

inter. .038 .147* .038 .038

row .627* .409* .689* .742*

26.6 col. .641* .435* .693* .643*

inter. .636* .508* .684* .684*

row .723* .490* .751* .761*

40.6 col. .702* .517* .741* .693*

inter. .696* .645* .732* .732*

row .746* .489* .787* .689*

59.6 col. .736* .539* .788* .846*

inter. .739* .714* .789* .789*

For the no effects case only, Kolmogorov-Smirnov D values

were calculated between the distributions of each of the four

methods of handling disproportionality and a uniform distri-

bution of an equal number of F values at every .05 interval
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of proportionality as 2 2 increases. The results of this

analysis are presented in Table III

TABLE III

D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF
HANDLING DISPROPORTIONALITY TO THE UNIFORM DISTRIBUTION

AS %2 INCREASES FOR ROWS, COLUMNS,
AND INTERACTIONS

D values

Method Method
'( 2 of of Method Method
value Unwtd. Exp. 1 2

Means Freq.

row .039 .039 .039 .039

0.0 col. .012 .012 .012 .012

inter. .018 .018 .018 .018

row .036 .026 .036 .036

1.6 col. .017 .014 .017 .017

inter. .030 .020 .030 .030

row .040 .025 .040 .038

2.6 col. .021 .033 .021 .023

inter. .033 .019 .033 .033

row .034 .012 .034 .034

3.6 col. .030 .020 .030 .030

inter. .047* .026 .047* .047*

row .029 .030 .029 .029

6.4 col. .014 .053* .014 .014

inter. .042 .021 .042 .042

Significant at the .05 level.
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TABLE III--Continued

D values

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .030 .030 .030 .027

7.4 col. .023 .027 .023 .023

inter. .034 .034 .034 .034

row .031 .042 .031 .035

8.6 col. .022 .074* .022 .026

inter. .030 .040 .030 .030

row .033 .108* .033 .031

19.4 col. .019 .146* .019 .020

inter. .025 .135* .025 .025

row .649* .444* .700* .741*

26.6 col. .648* .440* .700* .650*

inter. .649* .522* .700* .700*

row .722* .528* .750* .774*

40.6 col. .711* .511* .750* .700*

inter. .714* .661* .750* .750*

row .745* .527* .800* .700*

59.6 col. .745* 533* .800* .850*

inter. .750* .732* .800* .800*

In an effort to analyze and interpret

light of Type I errors,.several tables are

these D values in

presented containing
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the number of F values generated by each method under each

level of disproportionality at the .10, .05, and .01 level

of significance. For each level of disproportionality, an n

of 1000 was used. Thus, an expected value for the no effects

case at the .10 level of significance is 100. For the .05

level, the expected value is 50; and for the .01 level, it

is 10. Table IV contains row, column, and interaction F

frequencies for the Row Effects Case at the .10, .05, and .01

levels of significance.

TABLE IV

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR THE
NO EFFECTS CASE AT THE .10, .05, AND .01 LEVELS OF

SIGNIFICANCE AS DISPROPORTIONALITY INCREASES

7-X2Eqa Method Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Method Means Freq.

.10 83 83 83 83 83
row .05 38 38 38 38 38

.01 6 6 6 6 6

.10 109 109 109 109 109
0.0 col. .05 49 49 49 49 49

.01 7 7 7 7 7

.10 89 89 89 89 89
inter. .05 43 43 43 43 43

.01 6 6 6 6 6

.10 83 72 78 72 72
row .05 38 36 37 36 36

.01 6 6 7 6 6

.10 109 102 108 102 102
1.6 col. .05 49 51 58 51 51

.01 7 14 15 14 14
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TABLE IV--Continued

2EMethod Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Method Means Freq.

.10 89 93 93 93 93
inter. .05 43 43 45 43 43

.01 6 13 19 13 13

.10 83 81 82 81 80
row .05 38 39 45 39 40

.01 6 6 6 6 6

.10 109 109 122 109 107
2.6 col. .05 49 60 63 60 58

.01 7 15 16 15 15

.10 89 90 103 90 90
inter. .05 43 46 52 46 46

.01 6 10 11 10 10

.10 83 75 93 75 75
row .05 38 37 44 37 37

.01 6 7 7 7 7

.10 109 104 111 104 104
3.6 col. .05 49 55 66 55 55

.01 7 14 19 14 14

.10 89 89 105 89 89
inter. .05 43 45 51 45 45

.01 6 9 13 9 9

.10 83 80 102 80 80
row .05 38 40 61 40 40

.01 6 6 12 6 6

.10 109 96 134 96 97
6.4 col. .05 49 47 64 47 47

.01 7 8 17 8 8

.10 89 88 107 98 98
inter. .05 43 49 65 49 49

.01 6 8 13 8 8
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TABLE IV--Continued

2EqMethod Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Method Means Freq.

.10 83 85 115 85 80
row .05 38 46 66 46 49

.01 6 7 17 7 8

.10 109 94 113 94 96
7.4 col. .05 49 55 63 55 46

.01 7 16 22 16 12

.10 89 84 120 84 84
inter. .05 43 45 63 45 45

.01 6 8 14 8 8

.10 83 77 111 77 77
row .05 38 39 61 39 41

.01 6 8 15 8 8

.10 109 113 158 113 107
8.6 col. .05 49 48 83 48 51

.01 7 14 19 14 12

.10 89 86 125 86 86
inter. .05 43 42 69 42 42

.01 6 8 16 8 8

.10 83 99 183 99 96
row .05 38 41 124 41 42

.01 6 7 38 7 4

.10 109 110 221 110 120
19.4 col. .05 49 63 147 63 64

.01 7 9 57 9 10

.10 89 84 179 84 84
inter. .05 43 49 115 49 49

.01 6 8 45 8 8

row
. 10
.05
.01

.10
26.6 col. .05

.01

83
38
6

109
49
7

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0

0
0
0
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TABLE IV--Continued

I2Equa Method Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Method Means Freq.

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

.10 83 0 0 0 0
row .05 38 0 0 0 0

.01 6 0 0 0 0

.10 109 0 0 0 0
40.6 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

.10 83 0 0 0 0
row .05 38 0 0 0 0

.01 6 0 0 0 0

.10 109 0 0 0 0
59.6 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

The results of Table II show that only the method of

expected frequencies had significant D values for 2 19.4.

For n = 1000, the critical D value for cX = .05 is .043.

This critical D value was first exceeded by the method of

expected frequency results at %2 = 6.4 for rows, ' 2 _

6.4 for columns, and 'X2 = 8.6 for interaction. The other

three methods produced very similar results to each other
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and all four methods produced extremely significant results

at O2 > 26.6.

Table IV depicts the method of expected frequencies as

producing a greater number of large F values than the equal

cell method when 3.6 'X2 <19.4. Thus, combined with in-

formation from Table II, this is an indication that the

method of expected frequencies committed Type I errors for

6.4 X22 19.4 for rows; ,-2 = 6.4, X2 = 8.6, and X2 _

19.4 for columns; and -2 = 8.6 and 19.4 for interaction.

However, for X 2  k 26.6 even though all four methods had sig-

nificant D values, Table IV shows that the difference was in

the "safe" direction, and Type I errors were not committed

at these levels of disproportionality. An examination of

frequency distributions (not included here) showed that the

F distributions were skewed towards the low levels of prob-

ability.

Table III presented the four methods against a uniform

distribution. For % 2 : 26.6 significant D values were found

for all four methods in the row, column, and interaction

effects. An examination of Table IV again shows no significant

F values were derived for X*2 _ 26.6 for any of the methods.

Thus, the significant D values were not a result of Type I

errors.

Table III does show that the method of expected frequen-

cies produced significant D values at X2 > 8.6 for rows, at

% 2 = 6.4 and X 22 8.6 for columns, and X 2 > 19.4 for
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interaction. Table IV shows that the significant D values

were due to excessive numbers of F values at the .10, .05,

and .01 levels for the above X 2 values except when X2 2 26.6.

At 2 = 3.6 in Table III, the method of unweighted means,

Method 1, and Method 2 all produced significant interaction

D values. Table IV shows no excessive numbers of F values

at the .10 level, but two at the .05 level, and four at the

.01 level for these three methods.

While all four methods produced a greater number of

large F values than the equal cell method did at the same

level of disproportionality, only the method of expected fre-

quency produced significant D values at these levels except

for the interaction case at X 2 = 3.6. The method of

unweighted means, Method 1, and Method 2 did not appear to

produce significant enough results to cause Type I errors in

rows, columns, or interaction in the no effects case. In all

situations presented in Table IV, identical frequencies of F

values were found for the method of unweighted means and

Method 1. Method 2 differed slightly in a few instances.

Effect of Changing Seed Numbers

An investigation was made into the effects of changing

seed numbers in the simulation on the results. For X2 = 3.6,

a new seed number produced higher D values for rows, columns,

and interactions. Overall results of significance were the

same except that the method of expected frequencies had
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significant D values for columns and interaction and not for

rows. The other three methods produced no significant D

values. At 'X2 = 19.4, five additional seed number results

were examined. The results are in Tables V, VI, and VII.

TABLE V

D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF
HANDLING DISPROPORTIONALITY TO THE EQUAL CELL METHOD

UNDER DIFFERENT SEED NUMBERS FOR X2 = 19.4

D values

Method Method
Seed of of Method Method

Number Unwtd. Exp. 1 2
Means Freq.

row .026 .139* .026 .035

1st col. .014 .148* .014 .019

inter. .038 .147* .038 .038

row .039 .130* .039 .027

2nd col. .019 .145* .019 .030

inter. .046* .171* .046* .046*

row .028 .155* .028 .031

3rd col. .029 .148* .029 .029

inter. .023 .133* .023 .023

row .020 .107* .020 .036

4th col. .052* .128* .052* .049*

inter. .020 .137* .020 .020

5th

row

col.
*
Significant at

.017

.052*

the .05

123*

194*

level.

.017

.052*

.018

.045*
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TABLE V--Continued

D values

Method Method
Seed of of Method Method

Number Unwtd. Exp. 1 2
Means Freq.

inter. .034 .132* .034 .034

row .021 .133* .021 .022

6th col. .027 .113* .027 .029

inter. .022 .127* .022 .022

Table V contains D values for the four methods of handling

disproportionality at 'X2 = 19.4. The D values for rows

yielded the same results in terms of overall significance.

The method of expected frequencies yielded significant results

and the other three methods did not. For the columns, the

fourth and fifth seed numbers yielded significant D values

for all four methods. For the interaction D values, there

was only one discrepancy in terms of significance and that

was on the second seed number where all methods yielded sig-

nificant D values.

Table VI contains the same general information as Table V

except that the distributions of the four methods were com-

pared to the uniform distribution in Table III.
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TABLE VI

D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF
HANDLING DISPROPORTIONALITY TO THE UNIFORM DISTRIBUTION

FOR /;(2 = 19.4 UNDER DIFFERENT SEED NUMBERS

D values

Method Method
Seed of of Method Method
Number Unwtd. Exp. 1 2

Means Freq.

row .033 .108* .033 .031

1st col. .019 .146* .019 .020

inter. .025 .135* .025 .025

row .028 .117* .028 .019

2nd col. .021 .137* .021 .022

inter. .019 .133* .019 .019

row .016 .131* .016 .011

3rd col. .023 .134* .023 .023

inter. .016 .134* .016 .016

row .017 .110* .017 .027

4th col. .030 .120* .030 .030

inter. .014 .137* .014 .014

row .017 .131* .017 .015

5th col. .037 .175* .037 .039

inter. .022 .144* .022 .022

row .019 .140* .019 .019

6th col. .043* .105* .043* .041

inter. .018 .136* .018 .018

Significant at the .05 level.
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Results from Table VI appear to be consistent with Table III

across all seed numbers with the exception of the sixth seed

number which yielded significant D values on columns for the

method of unweighted means and Method 1. The Method 2 value

of .041 is close to the critical value. In all cases, the

method of expected frequencies yielded significant D values.

Table VII contains the frequencies of F values at the .10,

.05, and .01 levels of significance for six different seed

numbers.

TABLE VII

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE NO EFFECTS CASE AT THE .10, .05, AND .01

LEVELS OF SIGNIFICANCE UNDER DIFFERENT
SEED NUMBERS AT X2 = 19.4

Method Method
Seed Equal of of Method Method

Number Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 83 99 183 99 96
row .05 38 41 124 41 42

.01 6 7 38 7 4

.10 109 110 221 110 120
1st col. .05 49 63 147 63 64

.01 7 9 57 9 10

.10 89 84 179 84 84
inter. .05 43 49 115 49 49

.01 6 8 45 8 8

row

2nd col.

.10

.05

.01

.10

.05

.01

88
38
6

101
57
13

104
41
7

95
51
11

209
124
38

202
137
49

104
41
7

95
51
11

100
42
4

96
53
12
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TABLE VII--Continued

Method Method
Seed Equal of of Method Method

Number Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 87 96 186 96 96
inter. .05 42 55 116 55 55

.01 11 11 45 11 11

.10 88 102 194 102 94
row .05 40 48 121 48 48

.01 8 8 42 8 8

.10 114 97 205 97 97
3rd col. .05 62 43 137 43 48

.01 9 12 44 12 13

.10 105 98 210 98 98
inter. .05 49 47 121 47 47

.01 5 9 41 9 9

.10 104 97 186 97 96
row .05 45 52 125 52 47

.01 10 15 46 15 14

.10 96 97 206 97 95
4th col. .05 42 44 135 44 42

.01 7 10 46 10 12

.10 102 91 202 91 91
inter. .05 57 41 115 41 41

.01 9 6 33 6 6

.10 96 108 208 108 104
row .05 47 64 128 64 65

.01 5 11 61 11 11

.10 93 122 246 122 121
5th col. .05 45 69 168 69 66

.01 9 7 61 7 8

.10 110 108 213 108 108
inter. .05 49 52 129 52 52

.01 11 11 46 11 11

row
.10
.05
.01

99
54
11

104
47
11

210
136
43

104
47
11

102
51
15
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TABLE VII--Continued

Method Method
Seed Equal of of Method Method

Number Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 96 86 196 86 82
6th col. .05 45 37 28 37 34

.01 8 7 36 7 7

.10 110 117 210 117 117
inter. .05 60 56 136 56 56

.01 10 11 47 11 11

The six different seed numbers used for Table VII appear

to have yielded similar results. In all situations, the meth-

od of unweighted means and Method 1 yielded identical

frequencies. Method 2 yielded identical frequencies to those

two methods for interaction and very close results on rows

and columns. The method of expected frequencies in all cases

yielded much larger frequencies than all other methods indi-

cating a strong tendency towards Type I errors. Changing

seed numbers did cause the method of equal cell analysis to

yield different numbers of F values at the .10, .05, and .01

levels. However, the differences were not great; and the

relative position of the other four methods appear to be very

similar for each seed number.

Row Effects Case

To simulate the row effects case, cell means were estab-

lished such that row effects would occur with a power of .60
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and o(= .05. Column and interaction effects were not built-in

and occurred only by chance. Initially ten numbers were

derived for each of the four cells. Disproportionality was

established in the same manner as the No Effects Case. Chi-

square values were used to measure disproportionality. Each

level of disproportionality was run 1000 times. Table VIII

contains the D values of rows, columns, and interaction for

the row case as disproportionality increases. Table X contains

row, column, and interaction F frequencies at the .10, .05,

and .01 levels of significance for the four methods of

handling disproportionality.

TABLE VIII

D VALUES FOR THE ROW EFFECTS CASE COMPARING THE FOUR METHODS
OF HANDLING DISPROPORTIONALITY TO THE EQUAL CELL ANOVA
AS X 2 INCREASES FOR ROWS, COLUMNS, AND INTERACTION

D values

Method Method
X 2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .000 .000 .000 .000

0.0 col. .000 .000 .000 .000

inter. .000 .000 .000 .000

row .024 .013 .024 .024

1.6 col. .016 .014 .016 .016

inter. .026 .021 .026 .026

Significant at the .05 level.
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TABLE VIII--Continued

D values

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .027 .017 .027 .027

2.6 col. .019 .031 .019 .021

inter. .026 .021 .026 .026

row .045* .016 .045* .045*

3.6 col. .034 .023 .034 .034

inter. .036 .017 .036 .036

row .084* .026 .084* .084*

6.4 col. .015 .051* .015 .015

inter. .030 .032 .030 .030

row .096* .034 .096* .095*

8.6 col. .027 .075* .025 .027

inter. .031 .056* .031 .031

row .130* .037 .130* .130*

10.0 col. .019 .086* .019 .019

inter. .022 .070* .022 .022

row .228* .072* .228* .224*

19.4 col. .014 .148* .014 .019

inter. .038 .147* .038 .038

row

col.24.4

.983*

.625*

.970*

.409*

.986*

.670*

.987*

.491*
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TABLE VIII--Continued

D values

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

inter. .626* .625* .670* .670*

row .986* .953* .987* .989*

26.6 col. .640* .432* .692* .643*

inter. .635* .498* .684* .684*

row .981* .942* .987* .989*

40.6 col. .714* .533* .741* .693*

inter. .706* .654* .732* .732*

TABLE IX

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE ROW EFFECTS CASE AT THE .10, .05, AND .01 LEVELS

OF SIGNIFICANCE AS DISPROPORTIONALITY INCREASES

Method Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 712 712 712 712 712
row .05 579 579 579 579 579

.01 308 308 308 308 308

.10 109 109 109 109 109
0.0 col. .05 49 49 49 49 49

.01 7 7 7 7 7

.10 89 89 89 89 89
inter. .05 43 43 43 43 43

.01 6 6 6 6 6
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TABLE IX--Continued

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 712 688 705 688 688
row .05 579 556 566 556 556

.01 308 300 316 300 300

.10 109 102 108 102 102
1.6 col. .05 49 51 58 51 51

.01 7 14 15 14 14

.10 89 93 98 93 93
inter. .05 43 43 45 43 43

.01 6 13 19 13 13

.10 712 690 713 690 688
row .05 579 552 580 552 553

.01 308 290 325 290 289

.10 109 109 122 109 107
2.6 col. .05 49 60 63 60 58

.01 7 15 16 15 15

.10 89 90 103 90 90
inter. .05 43 46 52 46 46

.01 6 10 11 10 10

.10 712 677 701 677 677
row .05 579 534 572 534 534

.01 308 280 324 280 280

.10 109 104 111 104 104
3.6 col. .05 49 55 66 55 55

.01 7 14 19 14 14

.10 89 89 105 89 89
inter. .05 43 45 51 45 45

.01 6 9 13 9 9

row

6.4 col.

.10

.05

.01

.10

.05

.01

712
579
308

109
49
7

628
509
258

96
47
8

690
582
334

134
64
17

628
509
258

96
47
8

628
509
258

96
47
8
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TABLE IX--Continued

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 89 88 107 88 88
inter. .05 43 49 65 49 49

.01 6 8 13 8 8

.10 712 628 691 628 627
row .05 579 483 575 483 484

.01 308 235 330 235 234

.10 109 113 158 113 107
8.6 col. .05 49 48 83 48 51

.01 7 14 19 14 12

.10 89 86 125 86 86
inter. .05 43 42 69 42 42

.01 6 8 16 8 8

.10 712 591 675 591 591
row .05 579 449 553 449 449

.01 308 222 329 222 222

.10 109 102 141 102 102
10.0 col. .05 49 47 87 47 47

.01 7 9 20 9 9

.10 89 86 133 86 86
inter. .05 43 38 73 38 38

.01 6 7 16 7 7

.10 712 488 645 488 497
row .05 579 351 536 351 355

.01 308 143 329 143 155

.10 109 110 221 110 120
19.4 col. .05 49 63 147 63 64

.01 7 9 57 9 10

.10 89 84 174 84 84
inter. .05 43 49 115 49 49

.01 6 8 45 8 8

row
.10
.05
.01

712
579
308

0
0
0

0
0
0

0
0
0

0
0
0
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TABLE IX--Continued

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 109 0 0 0 0
24.4 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

.10 712 0 0 0 0
row .05 579 0 0 0 0

.01 308 0 0 0 0

.10 109 0 0 0 0
26.6 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

.10 712 0 0 0 0
row .05 579 0 0 0 0

.01 308 0 0 0 0

.10 109 0 0 0 0
40.6 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

The row values in Table VIII show no significant D values

for any method for X2.5 2.6. The method of unweighted means,

Method 1, and Method 2 all gave significant D values for

2 > 3.6. An examination of Table IX shows that these

three methods yielded fewer F values than the equal cell
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method or the method of expected frequencies; and thus, they

were committing Type II errors. The method of expected fre-

quencies did the same thing but not until 2  19.4.

Table VIII shows similar results to the No Effects Case

for columns and interactions. Only the method of expected

frequencies yielded significant D values for ?X2 . 19.4.

Table IX shows that these significant values were caused

partly by a inordinately high number of significant F values

at the .10, .05, and .01 levels. The method of expected fre-

quencies committed Type I errors.

For %2 : 24.4, all four methods yielded significant D

values but no large F values. Thus, no Type I errors were

being committed; and the error is in a "safe" direction.

Effect of Changing Power

Row effects were also simulated for power of .80 and

2
.95. For X = 3.6 and power = .80, the overall results for

significant D values was the same as those in Table VIII.

For X 2 = 10.0 and power = .80, the overall results for sig-

nificant D values were also the same as those in Table VIII,

and the D values were quite close to being the same. For

2 = 19.4 and power = .80, the D values for columns and

interaction were identical to those in Table VIII, and the

overall results of the rows were the same.

For power of .95 and %2 = 10.0, column and interaction

D values were identical to values in Table VIII. Overall,
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row significant D values were the same. The same values

resulted from X 2 = 19.4 and power equal to .95.

Effect of Changing Seed Numbers

An examination of the effects of four different seed

numbers on the results was made for X2 = 19.4 and power of

.80. While D values and F frequencies varied slightly from

seed number to seed number, overall results of significant

D values were the same as those in Table VIII.

Column Effects Case

Column effects were created in a similar manner to the

Row Effects Case. Cell means were created such that column

effects would exist with a power of .60 for OC= .05. Rows

and interaction had no built-in effects and occurred only

by chance. Disproportionality was established in the same

manner as the previous two cases.

Table X contains the D values of rows, columns, and in-

teraction for the column case as disproportionaltiy increases.

Table XI contains row, column, and interaction F frequencies

at the .10, .05, and .01 levels of significance for the four

methods of handling disproportionality.
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TABLE X

D VALUES FOR THE COLUMN EFFECTS CASE COMPARING THE FOUR
METHODS OF HANDLING DISPROPORTIONALITY TO THE EQUAL

CELL ANOVA AS X2 INCREASES FOR ROWS,
COLUMNS, AND INTERACTIONS

D values

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .000 .000 .000 .000

0.0 col. .000 .000 .000 .000

inter. .000 .000 .000 .000

row .020 .024 .020 .020

1.6 col. .021 .017 .022 .021

inter. .026 .021 .026 .026

row .011 .026 .011 .013

2.6 col. .036 .011 .036 .035

inter. .026 .021 .026 .026

row .021 .041 .021 .021

3.6 col. .044* .011 .044* .044*

inter. .036 .017 .036 .036

row .034 .057* .034 .034

6.4 col. .068* .027 .068* .068*

inter. .030 .032 .030 .030

row .023 .076* .023 .028

8.6 col. .092* .036 .092* .086*

inter. .031 .056* .031 .031

Significant at the .05 level .
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TABLE X--Continued

D values

Method Method
of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .030 .089* .030 .030

10.0 col. .113* .033 .113* .113*

inter. .022 .070* .022 .022

row .026 .139* .026 .035

19.4 col. .234* .086* .234* .226*

inter. .038 .147* .038 .038

row .614* .506* .671* .687*

24.4 col. .968* .927* .970* .930*

inter. .627* .627* .671* .671*

row .642* .421* .689* .748*

26.6 col. .954* .901* .962* .955*

inter. .682* .520* .684* .684*

row . 70 8* .474* .751* .751*

40.6 col. .981* .939* .981* 974*

inter. .638* .632* .730* .730*
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TABLE XI

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE COLUMN EFFECTS CASE AT THE .10, .05,

AND .01 LEVELS OF SIGNIFICANCE AS
DISPROPORTIONALITY INCREASES

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 83 83 83 83 83
row .05 38 38 38 38 38

.01 6 6 6 6 6

.10 707 707 707 707 707
0.0 col. .05 576 576 576 576 576

.01 320 320 320 320 320

.10 89 89 89 89 89
inter. .05 43 43 43 43 43

.01 6 6 6 6 6

.10 83 72 88 72 72
row .05 38 36 37 36 36

.01 6 6 7 6 6

.10 707 692 705 692 692
1.6 col. .05 576 581 593 581 581

.01 320 299 320 298 299

.10 89 93 98 93 93
inter. .05 43 43 45 43 43

.01 6 13 19 13 13

.10 83 81 92 81 80
row .05 38 39 45 39 40

.01 6 6 6 6 6

.10 707 682 705 682 672
2.6 col. .05 576 549 576 549 547

.01 320 284 317 284 287

.10 89 90 103 90 90
inter. .05 43 46 52 46 46

.01 6 10 11 10 10
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TABLE XI--Continued

Method Method
'X 2 Equal of of Method Method
value Cell Unwtd. Exp. 1 2

Anova Means Freq.

.10 83 75 93 75 75
row .05 38 37 44 37 37

.01 6 7 7 7 7

.10 707 674 709 674 674
3.6 col. .05 576 543 579 543 543

.01 320 276 317 276 276

.10 89 89 105 89 89
inter. .05 43 45 51 45 45

.01 6 9 13 9 9

.10 83 80 102 80 80
row .05 38 40 61 40 40

.01 6 6 12 6 6

.10 707 647 691 647 641
6.4 col. .05 576 508 577 508 508

.01 320 270 347 269 270

.10 89 88 107 88 88
inter. .05 43 49 65 49 49

.01 6 8 13 8 8

.10 83 77 111 77 77
row .05 38 39 61 39 41

.01 6 8 15 8 8

.10 707 615 676 615 621
8.6 col. .05 576 495 577 495 494

.01 320 253 346 253 249

.10 89 86 125 86 86
inter. .05 43 42 69 42 42

.01 6 8 16 8 8

row
.10
.05
.01

.10
10.0 col. .05

.01

83
38
6

707
576
320

87
36
7

606
463
243

127
74
17

681
578
352

87
36
7

606
463
243

87
36
7

606
463
243
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TABLE XI--Continued

Method Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 89 86 133 86 86
inter. .05 43 38 73 38 38

.01 6 7 16 7 7

.10 83 99 183 99 96
row .05 38 41 124 41 42

.01 6 7 38 7 4

.10 707 473 645 473 481
19.4 col. .05 576 361 522 361 357

.01 320 159 346 158 160

.10 89 84 179 84 84
inter. .05 43 49 115 49 49

.01 6 8 45 8 8

.10 83 0 0 0 0
row .05 38 0 0 0 0

.01 6 0 0 0 0

.10 707 0 0 0 0
24.4 col. .05 576 0 0 0 0

.01 320 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

.10 83 0 0 0 0
row .05 38 0 0 0 0

.01 6 0 0 0 0

.10 707 0 0 0 0
26.6 col. .05 576 0 0 0 0

.01 320 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

row
.10
.05
.01

83
38
6

0
0
0

0
0
0

0
0
0

0
0
0
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TABLE XI--Continued

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 707 0 0 0 0
40.6 col. .05 576 0 0 0 0

.01 320 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

For X2 _2.6, there were no significant D values. The

method of unweighted means, Method 1, and Method 2 produced

significant D values for X 2 .> 3.6 for columns. An exami-

nation of Table XI reveals that for 3.6 'X2  19.4 these

three methods yielded fewer significant F values than the

equal cell method; and thus, they were committing Type II

errors. The method of expected frequencies had significant

D values for %L2 > 19.4. Table XI reveals that at 2 19.4,

this method committed Type II errors also.

For'X2... 24.4, all four methods produced significant

D values and zero significant F values. Thus, all four meth-

ods were committing Type II errors for these Chi-square values.

Table X and Table XI show the results of the four methods

when no effect was built-in to rows or interaction. All four

methods yielded significant D values for %2 24.4. An

examination of Table XI shows that the number of significant

F values for these methods was zero. However, since no
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effects were built-in to rows and interactions, these methods

were not committing Type I errors. The method of expected

frequencies yielded significant D values for )2 26.4 for

rows and 'X2  2 8.6 for interaction. Table XI shows that

these were caused by an exceedingly large number of signifi-

cant F values. Thus, Type I errors were committed.

The methods of unweighted means, Method 1, and Method 2

yielded no other significant D values than those previously

mentioned. Table XI reveals that the method of unweighted

means and Method 1 yielded virtually the same number of sig-

nificant F values for rows and interactions. Method 2 results

were extremely close.

Effect of Changing Power

Column effects were also simulated for power of .80 and

.95. For power of .80 and (2 = 3.6, row and interaction

D values were identical to those produced by the power of

.60 and X2 = 3.6 situation in Table X. The column D values

were different but yielded the same overall significance.

For X 2 = 10.0 and power of .80, the D values for columns

were close to those from power of .60 and produced the same

overall results as Table X. The row and interaction D values

were identical to Table X. For X2 = 19.4 and power of .80,

D values for rows and interaction were again identical to

the .60 power values in Table X. The column values were

extremely close to the Table X values. Overall significance

was the same.
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For power of .95 and X 2 = 10.0 and 19.4, the row and

interaction D values were identical to the power of .60

values in Table X. Column D values produced the same overall

significance with all four methods significantly different

from the equal cell case.

Effect of Changing Seed Numbers

An examination of the effects of four different seed

numbers on the results was made for X 2 = 19.4 and power of

.80. Results for three of the four seed numbers were the same

in terms of the number of significant D values. One seed

number, however, produced all four methods significantly dif-

ferent from the equal cell method on rows while the other

three seed numbers resulted in only a significant D value

for the method of expected frequencies.

Interaction Effects Case

Interaction effects were created in the same manner that

the row case and column case were simulated. Cell means

were produced such that interaction effects would occur with

a power of .60 at 06= .05. There were no built-in row or

column effects, and any that occurred did so by chance. Dis-

proportionality was established in the same manner as before.

Table XII contains the D values of rows, columns, and

interaction for the interaction case as disproportionality

increases. Table XIII contains row, column, and interaction
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F frequencies at the .10, .05, and .01 levels of significance

for the four methods of handling disproportionality.

TABLE XII

D VALUES FOR THE INTERACTION EFFECTS CASE COMPARING THE
FOUR METHODS OF HANDLING DISPROPORTIONALITY TO THE

EQUAL CELL ANOVA AS X2 INCREASES FOR
ROWS, COLUMNS, AND INTERACTION

D values '

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .000 .000 .000 .000

0.0 col. .000 .000 .000 .000

inter. .000 .000 .000 .000

row .020 .024 .020 .020

1.6 col. .016 .014 .016 .016

inter. .015 .014 .015 .015

row .014 .027 .014 .021

2.6 col. .020 .038 .020 .031

inter. .025 .016 .025 .025

row .021 .041 .021 .021

3.6 col. .034 .023 .034 .034

inter. .047* .014 .047* .047*

row .034 .057* .034 .034

6.4 col. .015 .051* .015 .015

inter. .100* .038 .100* .100*

Significant at the .05 level.
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TABLE XII--Continued

D values

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .029 .070* .029 .097*

7.4 col. .020 .194* .020 .211*

inter. .131* .074* .131* .131*

row .025 .076* .025 .024

8.6 col. .027 .089* .027 .043*

inter. .131* .054* .131* .131*

row .027 .189* .027 .058*

19.4 col. .017 .177* .017 .018

inter. .270* .133* .270* .270*

row .624* .420* .688* .727*

26.6 col. .640* .448* .692* .643*

inter. .977* .961* .978* .976*

row .722* .524* .751* .751*

40.6 col. .707* .550* .741* .693*

inter. .983* .976* .985* .985*

row .746* .452* .787* .688*

59.6 col. .738* .525* .788* .846*

inter. .978* .974* .991* .991*
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TABLE XIII

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR

THE INTERACTION EFFECTS CASE AT THE .10,

.05, AND .01 LEVELS OF SIGNIFICANCE
AS DISPROPORTIONALITY INCREASES

2EqMethod Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 83 83 83 83 83
row .05 38 38 38 38 38

.01 6 6 6 6 6

.10 109 109 109 109 109

0.0 col. .05 49 49 49 49 49
.01 7 7 7 7 7

.10 721 721 721 721 721
inter. .05 589 589 589 589 589

.01 317 317 317 317 317

.10 83 72 78 72 72
row .05 38 36 37 36 36

.01 6 6 7 6 6

.10 109 102 108 102 102
1.6 col. .05 49 51 58 51 51

.01 7 14 15 14 14

.10 721 713 723 713 713

inter. .05 589 585 598 585 585
.01 317 308 322 308 308

.10 83 80 92 80 84

row .05 38 39 44 39 40
.01 6 6 6 6 5

.10 109 113 128 113 118

2.6 col. .05 49 59 68 59 61
.01 7 16 20 16 16

.10 721 696 712 696 696

inter. .05 589 564 591 564 564

.01 317 296 333 296 296
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TABLE XIII--Continued

2EqMethod Method
2IEqual of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 83 75 93 75 75
row .05 38 37 44 37 37

.01 6 7 7 7 7

.10 109 104 111 104 104
3.6 col. .05 49 55 66 55 55

.01 7 14 19 14 14

.10 721 701 725 701 701
inter. .05 589 550 592 550 550

.01 317 270 303 270 270

.10 83 80 102 80 80
row .05. 38 40 61 40 40

.01 6 7 12 6 6

.10 109 96 134 96 96
6.4 col. .05 49 47 64 47 47

.01 7 8 17 8 8

.10 721 633 693 633 633
inter. .05 589 489 567 489 489

.01 317 237 309 237 237

.10 83 80 110 80 125
row .05 38 48 64 48 61

.01 6 8 17 8 20

.10 109 111 255 111 260
7.4 col. .05 49 67 153 67 153

.01 7 14 58 14 50

.10 721 597 647 597 597
inter. .05 589 458 541 458 458

.01 317 199 290 199 199

row
.10
.05
.01

.10
8.6 col. .05

.01

83
38
6

109
49
7

75
37
8

117
48
12

122
65
20

176
101
25

75
37
8

116
48
12

76
41
8

133
57
11
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TABLE XIII--Continued

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 721 590 673 590 590
inter. .05 589 459 541 459 459

.01 317 221 308 221 221

.10 83 99 243 99 113
row .05 38 46 154 46 56

.01 6 3 53 3 6

.10 109 123 250 123 118
19.4 col. .05 49 61 168 61 63

.01 7 12 69 12 10

.10 721 451 590 451 451
inter. .05 589 331 493 331 331

.01 317 136 308 136 136

.10 83 0 0 0 0
row .05 38 0 0 0 0

.01 6 0 0 0 0

.10 109 0 0 0 0
26.6 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 721 0 0 0 0
inter. .05 589 0 0 0 0

.01 317 0 0 0 0

.10 83 0 0 0 0
row .05 38 0 0 0 0

.01 6 0 0 0 0

.10 109 0 0 0 0
40.6 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 721 0 0 0 0
inter. .05 589 0 0 0 0

.01 317 0 0 0 0

row
.10
.05
.01

83
38
6

0
0
0

0
0
0

0
0
0

0
0
0
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TABLE XIII--Continued

Method Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 109 0 0 0 0
59.6 col. .05 49 0 0 0 0

.01 7 0 0 0 0

.10 721 0 0 0 0
inter. .05 589 0 0 0 0

.01 317 0 0 0 0

Table XII shows that for oX2 > 3.6 the method of unweighted

means, Method 1, and Method 2 all yielded significant D

values for interaction. The method of expected frequencies

yielded significant D values for %C2 Z 8.6. An examination

of Table XIII shows that in each of these cases, there were

fewer significant F values at the .10, .05, and .01 levels

than the equal cell method yielded. This is indicative of

the occurrence of Type II errors in each case.

The row and column values in Table XII show that for

2 _>6.4, the method of expected frequencies yielded signi-

ficant D values. Table XIII shows that this was due to an

exceedingly large number of significant F values for this

method except for '%2 a 26.6. Thus, Type I errors are being

committed for 6.4 2 .2< 26.6. The method of unweighted

means and Method 1 produced significant D values for 'X 2

2 26.6 for both rows and columns. Table XIII reveals that

there were zero significant F values for X-2 > 26.6 for all
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four methods. Thus, no Type I errors were being committed

there. Table XII shows that for rows, Method 2 yielded sig-

nificant D values for f2 = 7.4 and %2> 19.4. For'X2 _

7.4 and 19.4, Table XIII shows that Method 2 yielded too many

significant F values at the .05 level. Thus, Type I errors

were being committed. For the columns, Table XII shows that

Method 2 yielded significant D values at .- 2 = 7.4 and 8.6

and 'X 2 . 26.6. Table XIII shows that for 'X.2 = 8.6,

Method 2 yielded too many significant F values. Thus, Type

I errors were committed.

Effect of Changing Power

Interaction effects were also simulated for power of .80

and .95. For power of .80 and % 2 = 3.6, row and column D

values were identical to those for power of .60 in Table XII

for 'X2 = 3.6. While the D values differed for interactions,

the overall results were still the same in terms of which

methods were significantly different. For "X2 = 7.4 and

power of .80, all D values were different but overall results

of significance were the same as power of .60 in Table XII.

For "X2 = 19.4 and power of .80, the D values were different

but overall results were the same.

For X 2 = 7.4 and power of .95, D values were different

from those of power of .60 and % 2 = 7.4 in Table XII. For

rows and interaction, the overall significant D values were

the same. However, for columns, all four methods were
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significantly different for 'X 2 = 7.4 and power of .95 whereas

in Table XII only the method of expected frequencies and

Method 2 are significant. For ,X 2 = 19.4 and power of .95,

overall significant D values were the same as those in Table

XII for 19.4.

Effect of Changing Seed Numbers

An examination of the effects of three different seed

numbers on the results was made for % 2 = 7.4 and power of

.80. Two of the three seed numbers yielded the same overall

results as those in Table XII. One seed number produced a

nonsignificant D value for the method of expected frequen-

cies for rows which Table XII did not. Otherwise, changing

seed numbers made no difference in the outcome of significant

D values.

Row and Column Effects Case

Row and column effects were created in the same manner

that the row, column, and interaction cases were. Cell means

were produced such that row effects and column effects would

occur with a power of .60 at OC= .05. There were no built-in

interaction effects, and any that occurred did so by chance.

Disproportionality was established in the same manner as

before.

Table XIV contains the D values of rows, columns, and

interaction for the row and column case as disproportionality

increases. Table XV contains row, column, and interaction
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F frequencies at the .10, .05, and .01 levels of significance

for the four methods of handling disproportionality.

TABLE XIV

D VALUES FOR THE ROW AND COLUMN EFFECTS CASE COMPARING THE

FOUR METHODS OF HANDLING DISPROPORTIONALITY TO THE EQUAL
CELL ANOVA AS X2 INCREASES FOR ROWS,

COLUMNS, AND INTERACTION

D values

Method Method
2 of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .000 .000 .000 .000

0.0 col. .000 .000 .000 .000

inter. .000 .000 .000 .000

row .024 .013 .024 .024

1.6 col. .021 .017 .022 .021

inter. .026 .021 .026 .026

row .027 .017 .027 .026

2.6 col. .036 .011 .036 .035

inter. .026 .021 .026 .026

row .045* .016 .045* .045*

3.6 col. .044* .011 .044* .044*

inter. .036 .017 .036 .036

row .084* .026 .084* .084*

6.4 col. .068* .027 .068* .068*

inter. .030 .032 .030 .030

Significant at the .05 level.



86

TABLE XIV--Continued

D values

Method Method
2  of of Method Method

value Unwtd. Exp. 1 2
Means Freq.

row .096* .033 .096* .092*

8.6 col. .092* .036 .092* .086*

inter. .031 .056* .031 .031

row .131* .037 .131* .131*

10.0 col. .113* .033 .113* .113*

inter. .022 .070* .022 .022

row .228* .072* .228* .223*

19.4 col. .225* .082* .225* .226*

inter. .038 .147* .038 .038

row .983* .9 70 * .986* .987*

24.4 col. .966* .924* .970* .930*

inter. .620* .619* .665* .665*

row .986* . 9 5 3* .987* .989*

26.6 col. .952* .895* .962* .955*

inter. .636* .508* .684* .684*
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TABLE XV

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE ROW AND COLUMN EFFECTS CASE AT THE .10,

.05, AND .01 LEVELS OF SIGNIFICANCE
AS DISPROPORTIONALITY INCREASES

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 712 712 712 712 712
row .05 579 579 579 579 579

.01 308 308 308 308 308

.10 707 707 707 707 707
0.0 col. .05 576 576 576 576 576

.01 320 320 320 320 320

.10 89 89 89 89 89
inter. .05 43 43 43 43 43

.01 6 6 6 6 6

.10 712 688 705 688 688
row. .05 579 555 566 555 555

.01 308 300 316 300 300

.10 707 692 705 692 692
1.6 col. .05 576 581 593 581 581

.01 320 299 320 298 299

.10 89 93 98 93 93
inter. .05 43 43 45 43 43

.01 6 13 19 13 13

.10 712 690 713 690 688
row .05 579 552 580 552 553

.01 308 290 325 290 289

.10 707 682 705 682 672
2.6 col. .05 576 549 576 549 547

.01 320 284 317 284 287

.10 89 90 103 90 90
inter. .05 43 46 52 46 46

.01 6 10 11 10 10
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TABLE XV--Continued

Method Method
2 Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 712 677 701 677 677
row .05 579 534 572 534 534

.01 308 280 324 280 280

.10 707 674 709 674 674
3.6 col. .05 576 543 579 543 543

.01 320 276 317 276 276

.10 89 89 103 89 89
inter. .05 43 45 51 45 45

.01 6 9 13 9 9

.10 712 628 690 628 628
row .05 579 509 582 509 509

.01 308 258 334 258 258

.10 707 647 691 647 647
6.4 col. .05 576 508 577 508 508

.01 320 269 347 269 269

.10 89 88 107 88 88
inter. .05 43 49 65 49 49

.01 6 8 13 8 8

.10 712 630 693 630 627
row .05 579 483 575 483 487

.01 308 235 330 235 235

.10 707 615 676 615 621
8.6 col. .05 576 495 577 495 494

.01 320 253 346 253 249

.10 89 86 125 86 86
inter. .05 43 42 69 42 42

.01 6 8 16 8 8

row
.10
.05
.01

.10
10.0 col. .05

.01

712
579
308

707
576
320

591
448
222

606
463
243

675
553
329

681
578
352

591
448
222

606
463
243

591
448
222

606
463
243
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TABLE XV--Continued

Method Method
Equal of of Method Method

value Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 89 86 133 86 86
inter. .05 43 38 73 38 38

.01 7 16 7 7

.10 712 494 648 494 498
row .05 579 351 538 351 356

.01 308 145 332 145 157

.10 707 482 648 482 481
19.4 col. .05 576 369 526 369 361

.01 320 161 348 161 160

.10 89 84 179 84 84
inter. .05 43 49 115 49 49

.01 6 8 45 8 8

.10 712 0 0 0 0
row .05 579 0 0 0 0

.01 308 0 0 0 0

.10 707 0 0 0 0
24.4 col. .05 576 0 0 0 0

.01 320 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0

.10 712 0 0 0 0
row .05 579 0 0 0 0

.01 308 0 0 0 0

.10 707 0 0 0 0
26.6 col. .05 576 0 0 0 0

.01 320 0 0 0 0

.10 89 0 0 0 0
inter. .05 43 0 0 0 0

.01 6 0 0 0 0
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In analyzing the data from Table XIV, the rows and col-

umns data will be examined separately from interaction due

to the built-in row and column effect. In Table XIV, the

overall significance of D values followed the same pattern

for both rows and columns. For %x 2 _- 2.6, there are no sig-

nificant D values. For X2 2! 3.6, the method of unweighted

means, Method 1, and Method 2 produced significant D values.

An examination of Table XV reveals that for 3.6 ,X 2

<! 19.4 there were fewer significant F values for these three

methods than the equal cell method for rows and columns.

This is an indication of the presence of Type II errors since

there were built-in effects for rows and columns. All four

methods produced significant D values for X 2 = 24.4 and 26.6.

Table XV shows that the frequencies of significant F values

for these levels of disproportionality were zero. Thus,

Type II errors were committed. The method of expected fre-

quencies had a significant D value at %,.2 = 19.4. Table XV

shows that this method yielded fewer significant F values

than the equal cell method. Type II errors were committed.

For interaction, Table XIV shows that all four methods

produced significant D values for %(2 k 24.4. Table XV shows

that all four methods produced zero significant F values at

these levels of disproportionality. Since no effect was

built-in for interaction, no Type I error was committed.

Otherwise, the only significant D values were for the method

of expected frequencies for %22 & 8.6. Table XV shows that
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with the exception of 'X2  > 24.4, the method of expected

frequencies produced many more significant F values at the

.10, .05, and .01 levels than the equal cell method for in-

teraction. Type I errors were committed.

Effect of Changing Power

Row and column effects were also simulated for power of

.80 and .95. For power of .80 and 6X 2 = 3.6, interaction

D values were identical to those in Table XIV and row and

column overall results of significance were the same. For

X2 = 10.0 and power of .80, interaction D values were again

identical to the power of .60 D values in Table XIV. Row

and column results were the same. X2 = 19.4 and power of

.80 produced similar results. Row and column results were

the same as those in Table XIV. Interaction D values were

identical to those in Table XIV.

For 'X2 = 19.4 and power of .95, interaction D values

were identical to those in Table XIV for %2 = 19.4 and

power of .60. Row and column overall results were the same

as Table XIV.

Effect of Changing Seed Numbers

Four different seed numbers were used to achieve 22 -

19.4 and a power of .80. All four seed numbers produced the

same overall results. All four methods produced significant

D values for rows and columns on all seed numbers. For in-

teraction, all four seed numbers produced significant D
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values for the method of expected frequencies but not for the

other three methods.



CHAPTER V

SUMMARY, FINDINGS, CONCLUSIONS, AND RECOMMENDATIONS

Summary

Traditional methods of computing analysis of variance

for two-way designs fail when disproportionate cell frequen-

cies occur. At least eight methods of handling this problem

have been mentioned in the literature. These include the

method of discarding data, the method of estimating missing

data, the method of unweighted means, the method of expected

cell frequencies, the method of weighted means, Method 1 (com-

plete linear-model analysis - a multiple regression model),

Method 2 (experimental-design analysis - a multiple regression

model), and Method 3 (step-down analysis - a multiple re-

gression model). Four of these methods were selected for

this study: the method of unweighted means, the method of

expected cell frequencies, Method 1, and Method 2.

A Monte Carlo study was conducted to determine the ef-

fects of varied disproportionality on these four methods for

a two by two factorial design fixed model. Probability dis-

tributions of F values for these four methods were compared

to an equal cell method by using Kolmogorov-Smirnov tests.

Chi-square values were used to measure disproportionality.

93
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Five cases were examined: the no effects case, the row

effects case, the column effects case, the interaction effects

case, and the row and column effects case. These effects

were generated through the use of noncentral F distributions.

The cases were used to provide information concerning Type I

and Type II errors.

Kolmogorov-Smirnov D values and their significance were

presented in tabular form. Frequencies of F values at the

.10, .05, and .01 levels of significance were presented for

all cases. In each case, an examination of several seed num-

bers and their effects on results were presented. In cases

with built-in effects, power values were changed in order to

examine the effect of power on the results.

Findings

It was hypothesized that Method 1 and Method 2 would

give diverging results as disproportionality increased. This

did not occur in this study. In four of the cases studied

(No Effects, Row Effects, Column Effects and Row and Column

Effects), Method 1 and Method 2 did not differ in the number

of significant D values produced. In the Interaction Effects

case, Method 2 produced significant D values three times when

Method 1 did not out of thirty-three values. In general,

Method 1 and Method 2 produced quite similar results for all

levels of disproportionality with a slight divergence as dis-

proportionality increased.
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A second hypothesis was that the unweighted means analy-

sis and the method of expected frequencies would give diverging

results as disproportionality increased. This was true in

this study. As disproportionality increased, these two tech-

niques diverged in every case. Where effects were built-in,

the method of expected frequencies maintained much lower D

values as Chi-square increased. When no effects were sim-

ulated, the unweighted means analysis maintained much lower

D values as Chi-square increased.

The third hypothesis was that for moderate levels of

disproportionality (3.6< % 2< 19.4), Method 1 and the

unweighted means analysis would give less spurious results

than Method 2 and the method of expected frequencies. Method

1 and the unweighted means analysis yielded almost exactly

the same D values in all cases for low through moderate dis-

proportionality. The number and location of significant D

values was in all cases the same for these two methods.

Method 2 also yielded almost the same results. Only three

times in 162 levels of disproportionality in five cases did

Method 2 yield significant results when Method 1 and the

unweighted means analysis did not. The method of expected

frequencies yielded much different results than the other

three methods. However, this does not mean it yielded more

spurious results.

When no effects were simulated in a given case, the

method of expected frequencies consistently yielded spurious
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results for moderate disproportionality. Type I errors were

commonly committed. Rarely did Method 1, Method 2, or the

unweighted means analysis yield spurious results when no

effects were simulated and disproportionality was moderate.

However, when effects were simulated, Method 1, Method 2,

and the unweighted means analysis consistently produced spur-

ious results for moderate disproportionality. Type II errors

were commonly committed by these three methods. The method

of expected frequencies rarely committed Type II errors for

moderate disproportionality.

The fourth hypothesis was that for extreme levels of

disproportionality ( X 2 > 19.4), all four methods would

yield results that tend to converge on each other. In all

cases, all four methods yielded zero number of F values at the

.10 level or lower. All were significantly different from

the equal cell case.

The fifth hypothesis that for extreme levels of dispro-

portionality, all four methods would give results that are

spurious, seems to be true. Because of the zero number of

F values when an effect was simulated, Type II errors were

committed in all cases for extreme disproportionality. How-

ever, when no effects were present, no Type I errors were

committed. A closer examination of the F probability dis-

tributions showed that small F values were in abundance, and

the F probability distributions were greatly skewed towards

the small probabilities (large F values). For extreme
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disproportionality, all four methods seem to yield an extremely

large number of small F values.

The sixth hypothesis was that there would be a point of

disproportionality at which one or more of the four methods

would give spurious results. In every case where an effect

was simulated, at least one and in many instances three meth-

ods produced spurious results beginning at X2 = 3.6. This

value has a probability level of about .06. In all no effects

cases, the first spurious results occurred for interaction

at 12 = 8.6. This value has a probability level of about

.006. In all no effects cases, the first spurious results

for rows and columns occurred at ( 6.4 with a probability

level of about .01.

Conclusions

Based on this study (within the context of the given

parameter) several conclusions were reached.

1. For small levels of disproportionality ( %6 < 3.6),

all four methods will yield similar nonspurious results; and

thus, any of the four methods would be appropriate for use.

2. For moderate levels of disproportionality (3.6 <

2 _<19.6), Method 1 and the unweighted means analysis appear

to be the best methods to use to control Type I errors. The

method of expected frequencies is the best method for control

over Type II errors.

3. For extreme levels of disproportionality ( 2

19.6), none of the four methods is appropriate for use.
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4. Method 1 and the unweighted means analysis yield

similar enough results that the researcher can use either

method with the same success in a given situation.

5. There is little difference between Method 1 and

Method 2.

6. At a Chi-square with a probability level of less than

or equal to .06, at least one of the four methods yields spu-

rious results in all cases.

Recommendations for Further Research

It is suggested that further research could be done in

several areas of this study. Other designs besides a two by

two should be investigated to see if these results still hold.

Violations to the assumption of equal variance could be ex-

amined under these conditions. Mixed and random models could

be studied to determine how these methods of handling dispro-

portionality react. Factorial designs other than two-way

need to be examined for the effect of disproportionality on

these four methods. Other numbers of values per design could

be examined. With a larger number of values, a more contin-

uous distribution of potential Chi-square values could be

achieved. Thus, there would be more levels of dispropor-

tionality to examine.



APPENDIX A

CELL SIZES FOR CHI-SQUARE LEVELS OF DISPROPORTIONALITY

Number in Cell

2 values one two three four

0.0

1.6

2.6

3.6

6.4

7.4

8.6

10.0

19.4

24.4

26.6

40.6

59.6

10

8

7

7

6

4

6

5

4

5

2

3

5

10

12

13

13

14

16

13

15

13

9

22

8

1

10

12

12

13

14

11

16

15

20

3

13

27

3

10

8

8

7

6

9

5

5

3

23

3

2

31

99
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/ F 71 J
C T.S Y I N DD

' TT AJ C S<JLD 3E THE S - NUMI C L S. 6 - 13
C JLD TC F D HAVE0 3 E" U- I CCS 6 13 AND

E FLJ CELL / PERS IN CLS. 1 - 2s T H CELLS IN R% OWNE
I Fq ST, T SEC Fl .

C T E T HID AT A D SHJLr HAVE ThE NUER OF ?UNS DESIRED IN COLS. I

C biHTS P2 I S SF7T UP F 2X2 D SIGNS CNLY. IT MUST BE MoDIFIED
C T ER2L LYF fI R >Si GNS.
C TC CHtGE TH: -NUJER - F lUNS DEITIEJ IN ADTIO0 TO CHANGING DATA

C T ?EE, THE 3., STTEENI, M = ', ,UST T B HANGED AND 156TH STATE-
C N NT'T =F,N, UST rE CHANGED.

C T S PRGRA S SE T TO PUN FO A A N = 10 AND A STANDARD DEVIAT IN FrF
C 2 ( A N ),

C GENTLY 'G _ S T A T FiEANT S HAVE REEN ISE R T E) TO OMIT PR INT ING OUT
C I I IV1 JAL t, THOD RESUL T S.
C T E EUAL CFLL PR 0GRA " IS IN ONE LODP AND THE OTHER FOUR METHODS ARE

I A r-A S C-N LC- p

DI I T SU (2,2C{0t2
D E SINA rA i2 2 0) ,CELLN( 221 ,SU4 (2,2 ,RSJ (2 ,CSUM(2)

DI FS I 'N1D (2) CCOLNf 2)
DIV NS 1 X " 4 "X 75 rXS 5 , T I 45 W( 45)

D I E S N0 S ')t5) 'S S (5 0 C 0;R ( 4 5,t15 ) ,t 9 14 5,4 5

rI %'S I CN XCUI K S 12 1 XC E FKS( 1 X M KS 1 X M K ( 1

SA I Xi Kf2f.,jXIEhKS( 21) ,XIMI S( 21) ,XI(M2KS(21)
3IMNSCN T I4TLE T2() LA{EL (5), F T(2, F(99 ,MF A (14F),MB(14)
R L ",PF3 It2- , Dr C 1 D 2 "FR ( 21 , F C 2 1 1 21)

F FEF f21) ,CEF(21) ,MFIEF (21),?F2 1(2 1 ,MF3M1(21) ,MFIM(21)
5E ", 25"2 21), F4 22 1 ,F I'A2 21)

REA0( 5,T)fIX
7 F f MA T 5XXI91 )

'7 -i)L=I,21
MFR {IDL)=i3.O
M4Fr ( ID ) 0

TI CL =0.
MFRE F(I DL)=0.0

F I DL)0.)

NF IF 1 PL =0.0
MF21 IDL).0

AF lD I ) 0. 0

MFIM2{fIDL)=0.0
F 2( iDL=)=0

M&F Ci ILL)=G-0
MDF I ( IDL)=O.0

90 C0N T IN lE
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D100 M=t, 1033

7' 1 J=1,2
I 1K=1.,?

-VAT( I, JK)=0.3
I CNT INUE

S=2.3

C ip 1TE(6,5)
C 5 Cf3zRAT(14I)

DO 30 1=1,2
DO 30 J=t,2
O 30 L=1,L0

C CALL GAUSS(UXSAMV)
c S U3ROIUTIE GISAUJS S( I XS, A MtV)

A='.)

50 K=1,12
CALL FANDE(IXgY)

50 A=A+Y
V=( A-6.D0)'S+ AM

C DETURN-
C EN

AWVAT( I,J,L)=V
30 C-N TINUE

G? TO 37u

5 FR AT(20X,'A NVA TABLE',////)
00 60 K=1,10
00 60 J=1,2,2
I=I
WRITE(6,2) ANOVAT(I,JK), ANOVATfT,J+IK)

2- FI-MAT( lX, F8.5,12XF8.5)
63 CNTINUE

WR0 I TE ( 6,3)

3 VO'RMT (/)
DO 70 K=1,10
00 70 J=1,2,2
1=2
owoI TE(6,4) ANOVATUILJtK) , ANOVAT(I, J+lK)

4 FfRMAT(I0X, F3.5,12(X,F8.5)
70 CNINUE

873 DO 11 I=1,2
DO II J=I,2
CELLN(IJ)=3.0

RSU.JIl)=.
S SUM (J I) =0.0
C SUM( J) =0.0
R0 WNA I (T)=O.0
C2LNJ(I)0.

II CONT INUE
rT9T AL = 0.0
TX2=0. 0
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T', ALN= - 0
'C R 1=1,22

DO8 J= It2

Pl 8 K =1, 10
Y=AN7VAT(ITJK)
CFL L" I , J)=CELLN ,NJ) 4J1.0
SU ( IpJ )=SU ( IpJ j +Y
y y =*

P5SJP( ')l=SuM(I)+Y

C$St J) =C SU'AI(J) +Y
1-TAI=TUTAL+Y-
TX2=TX2+YY

PKWN( I )=Rf>,N I)+1.0
CCLN( J) =CCLN(J) + 1.0
T jT A LN=TATALN+l1.0

3 CNT 1NUE
PSS'1 1I.0/R0N 1) )*RSUM(1) 2) 1+1 1.G/R]WN(2))*( RSUM(2)**2))
PS7R2=( T2TAL4**2)/TOTALN
SSq=PSSRl-PSSR2

C SU0 CF S UARES FDR TWO ROWS
SS %-1= t ( I. 3 /CGL M I)) (C SUM ( 1) 2 )+ (1.0 /, 'L N 2 (C SUM 2 *2)

SlSC=P 3 C -P SSR2
c SUW CF SUA ES F T 4C COLUMNS CNLY

SSI1L=I ( I. 3/CELLN( I, 1)) *( SUM 1, 1) **2)) +( (1.0/C ELLN( 1,2) ) 'I(SU I ,2)*
1* )+ 1.(./CELLN(2, I *(SUM t2 1 *2 (1 ..- 3/C EL LN 2,t2 *SUM( 2,2)*

1*2)
C SU'i CF SQUARES FOR FOUR CELLS CNLY

SSI=SSI -PSSR1-pSSrl+PSSR2
SAW=TX2-SSIl
SST=TX2-PSSR2
DFR'=1..0
rFC=1.o
DF1.0
)FW=36. 0
DFT=39.0
Xy'SP=SSR/DFR
X S SC=SSC/DFC
X=SSI/OFI

XMS=SSW/OFW
F tC) P-=X M S '/X S W
FFt=XSC/XMSW

FDl=XVSI/X$ASW
C THIS IS THE C3JMPJTATICN CF F DISTRIBUTIONS FOR EQUAL CELL ANALYSIS

XK=36/( 36+FiDR)
Q PR C =1.J-( 1 1. >-XK) **. 5) M 1.9D+. 5*X +37 *XK2. +.325*X K'*3.+.273

1437 5*XK 4. +. 242Y 093*X *. .25 5*X O6 +. 20947254X K*7. 0+. I
1963 84 X* 0+. S503*X K *9+.1+.19746 XK*.0.i+ 6 177*XK**11.
10+. 1!6117q3*XK**12. +.15480 5XK*13.0+. 1494454*XK**14.0+.1444633*X
I K 55.0+. 1399493*XK**16.+1351331 *XK*17.0)

I~~~3 22. 1

412 PITE( , 4 0) P, QPRO3
840 FORMATi/,' Q JP ,f3,' =811F5. 6
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p 73

[F( CNQ .tT. .01) AFC 21 )=FC(21) +1
X K=3 6/( 36+F 313

2 P? 7 B=1.Q,-( ( .0- )*.5i*10+ * .35X *2.0+. 3125*XK **3.+. 273

137 5 XK*, .0 + 2 4 6 ('7,7* K 5.0 .2 5 F, F XK*6. 0 + 20 4 7 25*X K *7.0 .
196 i3 ?- 4t X **3.0 + .1 54 7 - AXK*9 L .I769 *X *1 0 .18 87 K * 1

1A+ 3 + 7 XK*12 . +.'t 5-49 (7 * X KV t 7 +. 141 4 454*rXKII* 14.0+.1444638*X
VK *l5. .199 9 * K * 6 + 13 8 33 14XK *-* 1-1.-0)

F (I DX ) " (ir X)+I

SFf Q;'203E .eT. . D1)MF(21h=MFC(2t)+1GQT I F2T FI 3721+

X K=3F6/1+)
Q R E10- (. -K * .)( .0.5 X K+.3 7 5*xK**0+3 12 5* XK**3..2 73

14 3 7 5X K*40 +.24 I 9C37*XK**5.J+.2 25 5 8 8* XK*6.C+.2 9 4 72 5* XK **.0 + . I
I Lo63 8 J4 * XF * .+ . 18 54 7 C 3* XK**" 9 1. f+. 1 7 6 1 * XK i* I .) +.16031 8 77*XK*I I
I C+L. 1Y1 17I9VX K *12 .')+C. 154980F5 XK2*13X.,?+.14G9N44E5L4* XK*14. 144L463* X

T7;, '2; 1x

' 'F I (ID X = I ,I DX I+ 1

1 F ( f! 3 B L T. .Dl ) 1 2 1 =mFvI + I
GQ T 872

4I 'l WRPI "tF 16,t17)

1~'FOMAT//,'ANALYSIS OFT VA ,:ANCE FOR A 2X2 DESIG N WITH EoJAL CELL
S F EE""I:NC-1E S',1 UipR 12,//)

RI TF 1,18)

13 FnRMAT(' SCU RC )F',11X,'sUM OF',14X,'D E GREES F,10xV,'VARItANC,/
1)
W I TE 1 6, )

19 FCRAT( VARIATIONv,11X,'SUARES',13XvFREEnMw,13XIESTIMATE',)
Il TE ( 6, v16 1

16 F r ,P A!T( alXr I I-1),)/)

l1TE(6,15 SSRDFPX YSRFDR
15 F T (' DSI12X,Fl 1.4,9X,7XF3.0,10XFl1.4,9X, F = ',F3.4,/)

RI(Tf6,14) SSC ,DFC,XMSCFDC
14 F CRVA T (" CILUMS' ,09X , F11.4, 7X,F-3.0, IOX, FII. 4,8X, ' F = IF B.4,/

1)
W I T FE (6,13) SSIDFIXM$SFDI

13 FCP-WAT( 'INTERACTID3N' ,5XFll.4 9X,7XF3.0,10X ,F.4, 3X, F ',F8.
14t/ )
,RITE(6,12) SSW,DFWXMSW

12 F -,71 A T i 'I TH1- 1 N t 1 X Fl . , X 7 , 3 0 10 F l. , , 0 ') /
QITE(6,1 01) SST,DFT

101 F OR iAT( ' TTAL I , I IX ,F 11.4 ,9X7X ,F3.0,r /,30 (- ),/,1(30 -'))
872 SS W=SSW
100 CONT INUE

L- A D( 5, 201) I Xvq1,N12,N2IN22
201 FDMAT(5X I,2X,412)

DO 300 TCT=1,1000
DO 3J1 I=1, 2
DO 301 J=1,2

IFf I .E ". JAD. J .E . -N= I II
1Ff I .EQ. 1 .AND. J EQ. 2)N=N12

-1F(I .EC. 2 .AND. J .EC. 41N=N21
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TF(I .Q. 2 .AND. J .r-C. 2 N=%N22

C N =TH NUE R IN A CElL AMD ILL VJARY WITH DISPFGPCRT ICNAL ITY
ANCV T (iJ, K 1 0. 0

301 CCNfINUE

V=0.
C RITE-(6,302)
C 302 FC k'AT(IHI)

C 303 1=1, 2
F9F 333 J=1,2
lF( I .EQ. i .AND. J .EQ. 1)N= Nil
Ft I .EQ. 1 .AND. J 1 EI. 2)'=N12
F(I .E. 2 .EQ.Z A NJ J . E.. )k=N2'1

iT IQ,. ANE. J .EC. 2)N=N22
DC 303 L=IN

C CALL GAUSIX,S,AM,V)
C SLRPUTINE GAJSS(IX,S,AM,V)

A=O .3
00 350 K=I,12
CALL RAN)M(IXY)

350 A=A+y
V=( A-6. 0)* +AM

C RETURN
C END

AN-VAT( I,J,LJ=V
303 CCT INJE

C UNIEIGHTED MEANS SCLUTION
334) 0? 20% I=1,2

DC 200 J=1,2
C I AND J WILL VARY WITH DESIGN

CELLN(I,J)=0.0

CSUM( J) =0.0
RC;wN( I V=0.0
COLN( 3J)=0.0

200 CY'NTINUE
TOTAL=0.0
TX2=0.0
TC LTA'"N=0.0
DO 208 =1,2
DO 2 8J=1,2
IF(I .EQ. I .AND. J .EC. JN=NlI
IF I .EQ. I .AIND. J .F . 24=N12
IFI .EQ. 2 .ANC. J JE. tI4N21
IFI .EQ. 2 .AND. J .FC. 2)N=N22
DO 208 K=1,N
Y=ANVAT{( I ,J,K)
C FLN ,J)=CEL LNtI,J)1I.0
SUM N I ,RJ)=UN( I,3) +Y
RCWN( 1)=RCWN I P+t.J
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Y Y= Y
CCL JJ=C)LN(J)+1.0
T T AL= TUT AL+Y
TX2=TX2+YY
TO T A L = TCT4ALN+1.0

2 O0 CON T INUE
GT TO 874

415 W;4P1TEt t), 369 )CELLN (1,I ,CELNiL2),CEL LN (2,tCELLN(2,2)
3 0 FOiMAT(//,5X,'CELLN(1,1) =1,F10.5,5X,'CELLN(1,2) =',Fl0.5,5(,iCELL

1V2,i) =',F10.5,5X,'rELLN(2,?) =',F10.5)
1 74 S =X2-I I. 0/rE L L iI , I * SU 1j,"AfI 1 2 - 1 . 0/CE L LN ( 1, 2 t*SUM ( ,

12 * ? )- 1 . 0/CE11.N 2,1 1 S ',* ( 2,t1 * 2) - 0 1.3CE-LLN'( 2, 2) ) (SUM(?-,

12)t?*)
4'2-E L-L = S' I , ) / -EL L N , I I

ACE LL?2=SU( 2,1)/CELLL'(? ,1)
ACFLL3=SJ(1,2) /PCELN( 1,2)
AC EL4=SUJ2,2) /CFLLNt2,2)

C r-E CELLS APE NEEDED FCR DIFFERENT DESIGNS
AT2TAL=AC ELLI+ACLL2+-ACELLB+ACELL4
SS'UNW=(.5(ACCE LL + A CELL3) *2 ) )+ (.5*( 4ACELL2 +ACELL4) **2)))( A TOT

IAL**2)/4.C
SSCUNW-=( .5( ('A1+ELL 1+AC LvL 2)2))+(.5*( (ACE'L 3+ACELL4)**2) ))- A ToT

IAL?*2) /4.0
C T E 1/'2=.5 WILL VARY ITH DESIGNS AS VILL THE NO. CF ACELLS AND THE 4

SS T UW ELL 1 ,*2 + ( A( CELL2**2,?) +I A CEL L 3*"*2 +( AC ELL4**2) )-t A T)T AL-**

12) /'4. 0
SS IUNW=S5STJNW-S SRUNW- SSSCUNW
X MS UoJN= ssRUNA/l .0X "A 3) C S S C j N / 1. .0
XMSSU=SCUNW/1 .0
X MS IJN= SS IUNW/ 1.0

C 1.0 CAN Cr LY 3E USED ON A 2X2 DES IGN IEPE
SD S S'a S S,,:, .2 5 (1. /N 11 + I.-0/N12 + I. 0 /2 1+1.0 /N2 2))

G0 12 375
416 PTTE(6, 37)ADS SSSW
371) FBPpMAT(//,5XIA DSSw = ,FI.5,5X, SSW =',F13.5)
875 XMS ?N=ADSW%/36.0

C THE .254 AYD 36.0 MUST BE CHANGED FCR ANYTHING E S1DES A 2X2
F P= X SP UN/X MSWUN
FC= XMSCLUN/X MSwJN
F I= X S I UN/X MSWJN

C COAPUTA TI ON OF F DIST. FOR JN4EIGHTED MEANS ANALYSIS
XK= 36/( 36+FR)

14375*XK**4.0+.)2460937*XK**5.+.2258358*XK**6. 0+.294725*XK**7.0+.1
1 9 63804*XK**8.0+.18547C3*XK**9.+. 1761%67* XK**10.0+. 1681877*XK**11.
10+. 16117q8* XK**l2 .0 +. 1 549805*XK **1 3.0 +. t494454*XK**1l4. 0+. 14446 38s*X
1K **i5. O+. 13 99493* X{*16.0+-. 13 533*XK~**7.3 )

I DX=QP P *?0 .0+1
OF ' B)X)=MDF R( IDX )+i

IF(Q!PRTF .LT. . C1VRDFRt21)=MDFR21)+'1
X K=36/ ( 36+F C)
Q P RFC=1.0-( I 1.0-XK)**.5)* l.0 +.5*XK+.375*XK *2.0+.3125*XK**3.+.273
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1437 5 rXK**40+ . 2 4 -0137 *XK** 5.1+.2e255 A-5 F* X K ':*C. 0.2094 725*XK*,*7. 0+, 1
19 3 HC4 XK 3-.+1"43XK I 7 6196 * XK *1J.0+. 6311877*XK**1 1.
1+161 798*xK*-12. 154 C85*XK**13.0+. 1494454*XK**14.0+. 1444633*X
K*15 13.'339949-'i*X K# 16. 0+. 13 53331*XK **17.0 )

MDF C (IDX)=MF)FC( IX)+I
IF(CPRC .L T. .1) DF C (21)=MDFC 21)+ I
XK=36/( 36+F I)
kP R0 E =1 .0-( I . J-X K ) *5 (1.0 + 5 * XK +. 37 5*X'<* 2. 0+. 312 5 XK**-3. + 2 73

14 37 5 X K *4 . a+ . 2 4 6!..)3 7 XK*5. 0+.2 2 55 8 5 8* XK 6.0 + . 2 094 7 25*X K * 7 . 0+. I

19 63 3 4 X K*5,.0+ . t 6547 03 V >K*P. 0 + . 17 t- Al, K** .+.1631877*XK**Il.

10+.I61798 XK*12.3+. 154918C5*XK*-f13.0+. 149-4454*XK**14. 0+. 1444638* X

1K *15 0+ 13949* X **6. +.13 58331* XK*-*17.0 )

MD D X)= IFI (I DX + 1

IF Q rl3 .L T . . C I DF I(21 =M DF 12 1 + 1

c IYETHACT) .CF EXr"EC'-TED FREQUENCIES

EV 'EL't=(RC IN(l)*tCl."LN{I))/TCTALN

EVEL= RON() CEN(1)M/TCTALN

E-VrEL3= (: ?AN(1)*CrLN(2 ))/TGT ALN
E-VC E L4= ( N2 ) 'C 1LNt 2 TO TA LN

TCELl'=EVC:EL 1*ACELL I

TCEL2=1EVCEL2*ACELL2

T CE L3= I-VCEL 3 *,ACEL L3

TC I--L4= E V 'EL4*A CEL L4

TAL CFL=--TCE L I+ TCEL2TC EL3+TC E L4

T EV=E V CEL 11EVC EL2+f CVCFL 3+EVCE-L 4
SSREF=( ITCELI+TCE-L3)**2.0)/(EVCELI+E-VCEL3)+((TCEL2+TCEL4)**2.0)/(E

IVC EL 2 +EVC EL4 -TAL CEL**,,'2. 0) /'TE-V

SSCEF=(IT Ct'-!-+T CEL2)**2.0)/ (EV -ELI+EVCEL2)+#((iTCEL3+TCEL4)**2.0) /(E
IVICE&L 3+E 'VCEL4)- f TA LC-EL**2.01 / TEV

SS I EF= ( T CEll**2.0 )/EVCEL 1+ (TCEL 2*-*2 .0) /EVCEL2+( TCEL3**2.0) /EVCEL3+
I( TCEL4,.,*2.0) /E VCEL4-( TALCEL**2.i)/T EV-S SREF-S SCEF

D)FR=l .0

DFI =1.0

DFW=36.0

XMSRE-F=SSREF/DFR

XMSCFF=5SCEF/DFC

XYS IE F=SS IEF/DF I

FtIF=XMSREF /XMSWEF

FCEF=XMS5CEF/XMSWEF

FIE-F=XYSI EF/XMSIPEF

c COMPUTATION CIF F Cl ST. FOR 'METHCD OF EXPECTED FREQUENCIES
XK=36/(36+FREF)

Q PR 03=1.0-( ( 1. O-XK) *.5)"'tI.O. 4. 5*-X K+. 375* XK**2.0+.31?5*XK**3.+.273

14 37 5 * XK *4 . I+. 2 46 09 3 r * XK -**5. 0 + . 2 2 5 5835 8 XK ** 6. 0+ .20947 2 5 * X K**7 . 0 +. I
1 C63 804'*XK**18. G+. I S i4703 *XK4*Y9 .'+.176196 7*XK **1.0 .0+. 168 1877*XK **11 .
1',)+. 16 11 7'c8 *XK**12. + 154978 0 5* XK *13. G+,. 1494,t 454 * XK*:-*14 . 0+. 1444 63 9* X
I K *15 -. l;+ . 13 '-9949.3 * X<K*16 . C+ . 1345 3 1*X K *17. )

I DX = Q pR i* 20. 0+ 1



I IEf I I C X 1 =,MFR EF I I ) 1
IF O S .L T. .1) &Fi2 F214=MFmF

XK=3 / ( +F (EF)
C CF 0=.- 10 - X K 5*l0 + ,5*X K +.- 3 75 XK*2. 0+. 312 5*X K*3.+ . 27 314 3Y75 XK*4. 0+. 2 46 93 7XKt5.0+ .2255F58*XK46. 0+ .2094725*XK **7.0+. I
1 3i4*XK*.+.1 54 C3*X K**. 0+. 1761 67*X K** 1o.o. i681 877*XK**1
IC+. 1611798*XK**q2.+. 1549305*XK **3.0+. 1494454*XK**14.0+. 1444638*X
K* *15 .0+. 1399493*XK** I6. 0+. 13 5 3331-XK 1 7.0)
I DX=qPRC3*20.Q+1
"FCEF (1 &X) = 'FCEF ( lOX) +1
1 P T .L T 1. . 0)-FCEF(21)=MF C EF ( 21) +1

XK= 36/(36+F 1EF)

Q R=10-( ( I . 0- X K *.5 l0 + . 5*X K +. 3 7 5XK**2. 0 +.312 5*X K**3 .+.2 7314375 XK **4.0+.24609374XK **5. +. 2255858*XK*'*6. 0+.2094725tXK*q70+ 1
304*X K**8.0+. 1. 854 ?0 34X K*9. +.176196 4XK**10 .0+.1681877*XK**11.

0 +.161179*XK**2+. 5 49 &5*XK**13.0+. 1494454*XK**14.0+. 1444638*X
1K5i5..0+. 1399493*X K 16.0+.1353 331*XK**17.0)
I )X=- P 15,2 0. 0+1
lF EF IICX)=MFIEF( IX +1

1FfCRua .LT. .01)FIEF(2)=MFIEF(21)+1
GY T#l 877

4183 ITE(6,4Y))NIlNi?,N21 122
403 F2-R T ////,5X,'ETH)D O3F EXPECTED FREQENCIES ON A 2X2 DESIGN WIT

IH CELL SIZES OF',4(2X,13),/)
i1TE (IT ,257)

Wo I TE ( 6,2 58
WRITE (6,257)

'A'PITE16,401) SSREF,#XMSREFFREF
401 F RMAT (,ROWS',21 X ,1ll,7XF7.4,4XF 7.4,7XF7. 4,

iRI TE1(6 ,402) SSC EF,-,XS C EFfJCEF
402 FOR4(TfX,'C'LJMN' 18X,'1',7XF7.4,4XF7.4,x7,F7.4,/)

VPI T E (6,403) SS I EF, X MS IEF, FIEF
4C3 FCRMAT (9XtIINTEZACTIONv,14XpI'1,5XF9/.4

2X, F9.o4,7X, Fl.4, /)
CHANGE FOR DIFFERENT THAN 2X2
WPRI TF(6t,404) SS WXMSWEF

404 O TA9XWITTHIN' ,1 8 X ,'361,5XIF1O. 4vIXF9.4,/)
R ITVE (6 2 57)

257 FCYA T (5Xv75('-))
258 2FR MAT I SX, ' SOURCE 'F VARIATION' ,1OXv,'DF ,IOX, 'SS' ,LOX,'MS' ,IOX,'F'

1)
877 fCC0EW=1

REWIN0 I
N SUP J = 40
NVEAD=3
N VT CT=6

XN=txSU8 J
IF INVTOT.EQ.0) NVTOT=NVREAD
NS =1
D 456 JKB=ll4

MFA( JKB)=0
455 CONTINUE

DO 458 1=1,14
MFBI (I)=0



4593 C'NTiVJE 109
451 T1 !=1,tV-'.T~Vif -! T

0 4 6 J=iNVTOT
463 C (i,J)=04.0

D 4r3 P=1,
DO 40 J=I, 2
rFf I .EC. I .ANO. J .EO. 1)N=NII
F(I .EC. I .A N. J .E Q. 2)N=N12

IF( I .<. 2 .A N. I .EQ. I)N=N21
IF(J E). 2 0 J .E2. 21N=N22
N0 420 iK=1, N
DC 4%4 NV=INVTC7

484 XItV)=0.0
X (I)= ANOVAT IJ ,KI
X(2=I
X{ 3 =J

C4** INS ERT GENERATE ING STATEMENTS FOP X( ).

M=X(3)
X: (2 )=9.
X 3)=0. 0
X (L+1)=1.0

XT 2 ) =X I 2)- -X1 3)
X14)=X[44'-X(5)

XI )=X( 2)",X(4)
GO TO (491,492,493), ICODE W

411 CON T I NJE
C***** INSER T GENERATINT STATEMENTS FCR PROBLEM I

G," T 0510

4'2 CONTINUE
C**** iNSER T GENFRATINT STA TEMENTS FCR PROBLEM 2

GO T9 510
4S3 CONTINUE

C**** INS ERT GENERATINT STATEMENTS FOR PROBL EM 3
510 CONTINUE

C**** 1SER T GENERATING STATEMENTS ABCVE THIS CAR .
N S=N s+1

17 430 JA=., NV T CT
XM JA)=XI(JA)+X(JA)
00 420 JB=INVTCT

489 C 0cI JA ,JBI=C JA JB)+X(JA)VX!(,JB)
DL 493 J-=1,NVT0T
XM( J) =X!,(J) /XN

483 XSf J =9SQR T (IC1CRP(JJo-XN*XM(J)*XM(J))/(XN-1.0))
DC 48 J =1,NVTCT
DO 4-3 JB=1,NVTCT
TECIP= tCGR(J AJ 3')-XN*X "(JAI M(- fJB))/XIN-1. 0)

CORI(JAJ3)=0.0
Ir(XS(JA)*XS(J).Ecj".0c)GO TO 488
COR(JAJ3)=TE3MP/(XS(JA)*XS(JB))
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43? CONTINUE

NN

C **** PR I NT EIA>S AN) Si AK) DFVI ATIGNS
C****I C UE Rt7ESSION VcDElS.

0I 450 IK-=1,6
MF( 1)=01
I F I K 9.EQ. I IG C T 0 531

I.1IKB .EO. 2) GC Tl 532
IF(IKB .EC. 3)GC TO 533
1F(IKB .EQ. 4)1G TO 534
IF(I K .EQ. 5)GC TO 535
fF( IK .FQ. 6)GO TO 536

C THE A VE SET-UP IS ONLY FOR A 2X2 DESIGN
531 FA(1)=02

M310=02

MFA (2 ) =04
F ( 2) =04
MFA(3)=06
'-F3(3)=06

GO TO 52S
532 '1FA(I)=02

MFB(1)=02
VF A (2 )=04
"' F3(2)=C04
GO TP 529

533 MfA(I)=04
MF 3 (1 )=04
vFA ( 2)=06
MFBt2 )=06
GC TO 529

534 MFA(1)=02

MF3( I)=02
NFA(2?)=Cb
M F B12)=06

GC T 529
535 FA(1)=02

Mf-B(1)=02
GC TO 529

536 MFA(1)=04
MF3(I )=04
GO TO 529

529 NC=1
L Y=MF (1)
00 530 1=1,14
IA=MFA( I)
I B="F B( I)
IFf IA.E0Q.) GO T05 530

545 K=IAIB

NC=NC+ 1
545 MFINC)=K



CC~TPKUE111

cG0X= m'4D+1
RS0(I )=0.0

C 540 I=2,NC
IA= MF( I)

D G 54 0J= 1,NC

JA=MF ( J)
540 %IJ)=C Gf;(PAJA)

DO 5 5 =2,NC
CNT()=1.0

IF DAES(TEMP).ST.0.330%001)GO TC 550
CNT (1)=0.0

GO TO 535
550 05 560 J=1,NC
560 Rd,11J)=%(IJ)/TEm P

S550 IA=2,NC
T EAP=Rv ( I A, I)
IFJ( I.E.IA) TE'4P=0.0
0 57 0 J=1, NC

5 77) R; ( IA, J)=3 1 A ,J -TE P *RW (IJ

580 CONTINUE
585 C2%1TINUE

?SQ VM0Xh=0.0
C -x'( 4Y)

D 590 I=2,NC
I A =Ft I

R Wnt,1,=RI I) *C NT I I

S0o(0O)X)=PSQCX)+ R(I1) CW11IALY)
IF(XS(1A) .EC. 0.000) XSIA)=.ID-15

BW( IA)=RW(I,1)*XS (L Y) /XS(1A)
5190 R EGCr=REG CO-BWI A )*XM I A

DO 5Q9 ILL=I.6
MFA ( LL)=0.1)

5%9 CONTINUE
450 CONTINUE

IC)p = ICOD E W+1
500 FRRT=(1.0-RSQ ( 2) f36.0

FI=((PSQ(2 -RSQ(3))/1.0)/ER TM
F 2= ((R SQ )R S Q (4 1.0 E ?,R T!

F 3 = P(S C 2) R S 'I,(5) )/1.0) /EPR T M

F4=f(RS0(3)-RSQ(6 /1.0)/ERRT"
F5=(S(RQ(3)-RS Q 7)f10)/EPR T'4

C CC'1PUTA TICN OF F DIST. FCR .MET-O 0 I
XK=36/{ 36+F2)
OPiC'=1.)-I ( 1.0-XK ) **. 5)* (1.0+.5*XK +. 375 XK 2. 0 +, 3125 XK**- 3 .Z-.273

14375"cXK<*4 . 0+. 246D93BT *XK*5.0+.22559858*X K *6. 0+.20C4 725XK**7..0 +. I
1P638;,4*XK *3.+.18547 '*XK**9 .+ 1.196*XK*10.,+. I631877*XK**11.
10+. 161 'T. 7 XK** 12 .0+. 1549P05*XK**1 3-.0+. 1494454*XK** 4t.0+. t444638X
1K: **15.-0+. 1399 493*XK** 16. 0-. 13 5331*XK **1 17.0

iPX=QPPC3*20.Oi+1
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'F 2 1 CDX)='F2MIt 1X)+1

IF [DP 68 .LT - I A 2 lf2 )= F M t 1+

XK=31,/(36+F3)
OP 210((1.31- xK *.5) 1 1.0 .5 X K+.3 75*XK*2.0+.31.2 5*XK**3 +27 3

14275 X 4 ' 0+4.2+. ?46 '37*XK *25 .)+. 22555,X K*6.+.2094725XK**7. +. I
16 3 0 4X K.0+.I 8 473*XK*9 . 0 +. 17 61 *XK **U.0+. 1631877*XK**11.

10+. 16 117,9 F XK *;12 . 0+. 5 4 9 30 *XK""13. 0+.144 4 54* XK**14.0 +.14 4 4 53 X
I K *15.0 +. 3 9 94 9 3 *X K **16 . 0+ . 13 5 3 33 1*X K *17.0)

I DX=P""-*2D.0+ 1
F 3 '1 1 C X )= F'21 I( I X + I

X K= e (36F11F ~(3.L..13 -XK351 3 )213
2p c C=1.,-( (I.-XK*.* .+*X(K+.+. .375*XK**2.0+. 3125XK**3.+2r3

143754XK4.0+.24$0937*XK*5. 8+.225 858XK6. 0+.2094725 XK**7.0+. I
13804 XK** .0+.I854703*XK*.3+.1761967*YK**10.0+.1681877*XK**11.

10 161179 PXK*1 .0+. 1549805 -X K**13 .0+. 149445 4*XK**14.0+. 144463*X
IK *15 .0+. 13'C9 4"" 3- XK* 16. 0+. 13 5333 1* XK ,**17.0 )

I X=PP' CB*20.+1
'71v1 (ItOX) =4F1MI O1-X) +1
lF(rQPRC'B LT. .l*)-,FlMl(21)=lFlMlf21)+l

C C"OLUTA T1CN OF F DIST. FOR METHOD 2
XK=36/(-316+F5)

S=-L ( 1.0 -XK 5) *( 1.)+. 5*XK +. 375tXK*2.C+. 33125* XK**3. 273

14375lXK*4.0+. 2461'' 37*XK**!5.0+. 2255 858*XK **,6. 0+ .2Q94725*XK**7.0+. I
I c63 8()4 -t XK *--, P. 0 + . I P 54 7 C'3* XK *"-9 .""+. 17 61 116 7* X K** 10 . 0+. 158 1 877*X K** 11 .
10 + 1611 798 * XK**112.+.154318 Q':)*XK ** 13 .@+. 1494454*XKr* 14. 0+. 1444638* X
lK" 15.3+.1399493*XK**16.0+.1358331*XK**17.0)

IDX = 0PR-0 .0+1
F 5v,? I 19X) =-F5M21 1DX)+1

IIFQR2 .LT. .01)AF502(21)=MF5M2(21)+l
XK=3'-/(36+F4)

Q P OE=.0 (( . 0-XK )**.5)*(..+.5*"XK +.375*XK**2.0+.3125*XK**3.+.273

14375*XK**4.0+.-24 60937*XK**5.0+.2255L456*XK**-'6.0+.2094725*XK**7.0.l

1963804*XK**S.0+.1854703*XK**9.0+.1761907*XK**10.0+.1681877*XK**I1
10+.16i17931XK*12. +. I4905*XK**13.0+. 1494454*XK**14.0+.1444638*X
1K **15.0 +. 139949 3*XK*416 .0+i. 135833 l*XK *1.o )
I DX=OP CS'20.3+1

MF4M2( I NX)='F4M 2( IDX)+I
IF I C(RC .L T. .01 )MF4M2 (21)=MF4VM2 (21 +1
XK= 36/( 36+F 1)
QPRC; E= 1.0-( 1. O-XK )*.5)* 1.-0+ . 5*XK+. 375* XK **2. 0+. 3 125* XK**3. +. 273

14375*--XK**4. 0+. 246" 9: 37 *XK-*5. 0+- 2255 P5S: XK *-*6. 0+.2094725*X K**7. 0+. 1
1' 639104*XV,**B. - + . 1354 7C3*XK**9 .0+. 1761 6 7*,XK** 10. 0+. 1681 877*XK**11.
10+. 161179*XK** 12 .0 +. 1549805*XK**l3.0+. 1494454*XK*l4.0+. 1444638*X
1K**15.0+. 1399493* X\K16.0+. 13 58331*XK** 17.0)
I C X = PR (P0E*-20.0+ 1
MFIM2(DXI)MFM2( IDX)+1
I F ( OPtR! .L T. .0 1)k!F1 M 2 12 11=MF M 2 12 1)+ ILF(Q0 3 .L8

419 I1T E( 6,900)
900 F(JRMAT(/)

001 TE (61,9012
901 FORM AT(5X,23('-#)*
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<12 TVAT(5,tSCJRCIe,10X,'F -
T 1TE 6,901)
N TE (6 ,933)

93 F CZVAT I /, 11 X,*IETH'-1 1')

WITE(6,CO1)
Av, TE (6t,9)04 F2
4C CDAT( 5/, * , 2 XF 11. 8

P I T E (6,9051 F3
9C FkR ,A T (5Y , * CCLUMNS l,9XI,F11. )

906 FICR 10AT(5XhINTERACTI CN5X ,F11.8)
k R! TE4 6,901)

V ITLE (6, 907)
90T Cl P A T i//,I X ' ET LlD 2'

R ITFt 6,901)
W2RlI TE (6,'5 I4) F5
ARI TE (6,935)F4

WRI TEAoC0 6)F1
SR 4I TE (5,9 )3

I TP( 6,3.)R I), SQf2) ,RSQ(3) ,FSQ4) , S (5) , RSQ0 6) ,RSQ(7)
933 PryMAT(//, RSQ 1,,3 4,5,6,7',7(4X,F6.4))

300 CONT INUE
WR ITE ((6,800)

300 FPRMAT{lH1)
WI TE (b v,831)

301 FO-AAT(1X,'FREQUENCY DISTFIUTICNS FOR EQJAL CELL METHOD AND FOUR
I E T HCDS OF HANDL IN G DISPR0P0R T IONA L I TY',/)
KP TE (6,850)

350 FfUU A T( 1Xv,' Pf.W F DISTR I3UTINS' ,/)
PI T E (,802)

,2X ,.30' ,2X,.25', 2X,'.20',2X 1 .1.5,2X, P . 10',2X, '.05,12X,1'.0', /
1)
WRI TE(6, 803)

803 FCRPTIIX,'EQJAL CELL ANALYSIS CF VAIANCE F DISTRIBUTION',/)
lwrlI TF(6,0 04 YMFR (20) ,MFR( 1< tM-fR:( 18) t,MFR 117) ,9 FR16),vMFR (15 1 ,AM R14

) i , FP,( 13 ) t,'FR (12 v, 4 )FR ( I(10 ) ,"FR '-) ,-IF R ( 8 ,MFR ( 7 MF R (6)' ,MFR
15 , FP(4) , -FP3) , F 121 , P9.21 ,MFR( 21)

804 'O'\MAT (2X,2flF4.O,1X) ,/)
R I T (6t,320)

52J F\RIA T(lX,IF DILSTRIi3UTICN FOR UNWEIGHTED MEANS ANALYSIS',/)
vRITE(6tS5)A3FR(?0), DFR(19) ,MOFR( 18) ,MDFZ( 17) ,MDFR(16 ) ,MDRF(15),

Ri13) ,, (11) ,,DF(I0) )MDFR(
17) MDE (6 , MD R () ,DFR4) ,DFR 3v M1 F1-? 2) ,MDFR(l) ,MDFRf21)

Ell5 F 'C". T (2 Xv2 11F4 . 0 vIX) /

WR TEA 6,321)
821 FOPAT ( I X F D I ST R13UTBJ G' F DIET, "F EXPECTED FPEQ'ENCIES',/)

WRI TE1(6,306) MFR EF(20) ,FREF 19) , REf 1 S ,A FR EF (17) , MFREF (16,MFRE
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IFC( 1)z,> :F F E (F21)
J . F A T (2X,2F4.0,IX),/)

WR iTU6,V22)
822 F TMA IIXF DIST.1 J1TI N F3 ETHCc' 1',!)

NI TE ( C, 7 TF21 (2 ) , F2 ,P)MF2b,1 (1 ),'FF2V1( 17) ,AF2;41 (16) ,MF2M
11 1-)51 ,77F2'A1 (14) ,M 2M1 113) , F 2 1(12) , 2 111) ,F2MI1 13) , F2MI(9),M

I F2A 1 8 ,F ?'-, 1 7),F2 M t 6),MF 2,M I( 5) t, MF2m1 t4) ,mF2Ml(3) ,MF2Ml(2) , MF2M

I 1V, It2
PC F-rKT1( 2 ,21fF4.0,1X) ,/

6 23 FO AT (IX,'F DITPIJ T ICN Fr' METIHD0 2,/)
W-ITE(6,323)

MI TE 6,S P1 AlF 5-1 .9 ,F 5 2 ( I 'A 2 418 ,F F 2 (17) , F M 16),M F5 M

2 15 ,M F -- 5 14 ,F 3 A 13 MF 5 7) (2), F5 w, ( 11 ) 9 , F5Y,2( 10, W :9)M
IF 52(8) ,F 5 12( 7), MF5M 2(6) ,MF 5M2 (5) ,"F5M214) ,MF5M2 (3) ,MF5A2 (2) ,MF5M
12(10),MF52t21)

8D F0>.A T(2X,21F4.0,IX),/)
WTE 824)

P24 FCRDlAT(//,IX,'CCLJAN F DISTRIPUTICNS',/
WR IT( 6,825)

825 FORMATLIX,'EQUAL CELL ANALYSIS cOF VAPIANCE F UJSTRI3UTION,/)

15) , F C (4) , MFC( 3 ) , C ( 2 1, MFC ( I ) ,MFCI 21)

W I T 2 (6, 25)
826 FOR NA T (Ix ,I'F DICSTrLuT UT ioN FCR U E IGHITED MEANS ANALYSIS',/)

ITF- 6,0DFC(20) , MDC (19) , M F C( 18) ,MDFC(17) ,MDFC( 16) ,MvAFC(15) ,

1 1-F i(14) FC 12) ,'! F C 112 MF IC" C ,M F C . 8 0 M F C 79) , F C 6 MDFC(
17) , MDF v 6'-, IF C 3 251 , 4F C 4 ( ,I F C t 2 1 C(2 DF 1),M FC(

81 tC _ R7 MAT(12Xt2 11F 4.0,X),/

91 TE(6,27)
827 F RA T(1X.'F DISTRIjTION FOR J4ETHID C EXPECTED FRE ENCIES',/)

W I T 'E 16,S I J) MIDF C E 2 )) 1,1DF CEF 19 ,MF F1)FCCE v OF7- 1 ),v O CE 1MF 1 15 , 1FC

F ( 15) ,FC E 4) , "FCEF 13) ,MFCEF (12) , 4 FCEF(11V , MFCE(1),MFCEF(9), M
1FCEF(C8) ,M FCF (57),1MFCEF(6),MfEFC(5),MFcF4), FcEF(3) ,MFCEF(2) ,MFCE
1F(1), VFCEF( 21)

811 FORAT(2X,2(F4.0,1X),/)

WRITE(6,829)
329 F"I M'T 1X,'F DIST R 1BUT ILN FQR ME D ,C/)

I T E(6, 812 ) FCF3M (2,0) ,MF3ME ( 19) ,M-F 3MEF(18) ,MF3NI ;:( 17) 1,MtCF 1,16) , MF3E

12 (15) , F3 M2 (14) ,MF A? (13)9, F3 M2 (12) , 'F3EF (11), MF3M(10), 1F3M2(9), M
813 3CP6Ai(2XMF214(7), MF391x) 6) MF391(5) ,MF3M1(4) ,F3F(3) ,MFCF(2) ,MF3

11 (1) , MF3M(21)

5,11 FCP ", T ( 2Xt2 1(F4. 0,11X) ,/

829 F CRP1,, T ( 1XIIF !)I STR I BUJTl CN FGR AE THO D 21 ,/
W TE 6, 1-812 3 Ml2( 2 0.) , 14 ( 19) M F43 2 1. 8 1 F4 2 1 ),M 4M2 1 ), F

1 15 1 , AF4M2 ( 14 ,F43 2(113) ,MF43 2 (12 , F341 2 11 1) F4M2 1 10) , MF4M2 ( 9) ,M
11: 4 192 kl, F43%11 f7 ,MF43M ( 6)_, MF43 2 1 5) pP," If4M 4) , MF43 Pt 13 jMF432l(2)jMF4M
I I ( I1 MF 4,,M21( 2 1

B 12 F[,R Av 7( 2 X ,2 11 F4.0 ,1 X I,/J



WQ I TC(6,830) 115
o F TXMAT(//,X, 'NTERACTIDN F 3TSI2lJtIrK,,/)

VlT (6,831)
3I FP*1*T(X,'EQUAL CELL ANALYSIS [F VARkIANlE F DISTP3JITION',/)

T T E (6,8t14)MF I (20 ,MF I(19) ,FI 1)F I ( 17),F I (16) ,AFI 15) ,1F I (14
1-,AFI 13,MFI(12),FI(I)MFI(10)FFI(),MFI8),FI(7)1,MFI(6),MFI(

15),IF 1 4),A F1 3 vMF 1 2 1,MF I I) t,MF 1 21)

814 FCR&\AT2X,21(F4.,1X),/)
W'IT E 6,832)

83 F T (IIX ,'F DI ST RI%'T 10N FY U E1GHTE E ANS ANALYSIS S',/)
TE(6,815))F'I(2 ),MDF)IM(19),I(1),MFI(17),MDF (16,F1(15),

iKF (14), '3FI( 13) ,FI(12),MDFI(1),.1AFI( 11D),MDFI(),MDFI(8),MDFI(
I T ) , MOFI (6 ) ,tK I (5) ,M9FI(4) , DF I(3),YDi (2 ), iDFI (1) , JFI(21)

215 FUPMATI2X,21(F4.0,IX),/)
RE TS (6,833)

S33 CCMAT(1X,'F DISTPIBUTIWN FO R METHOD CF( EXPECTED FREQUENCIES',/)
w, r- TF.,8 6 - - - , I E F 19),M F IE 1 8 ,F I E 17 ,Mir-IE F (16)j, MF I

IF ( 15 ) ,YFI EF (14 )V, F IE F f13 1, F E F 12),MF I E FII ) ,M F I EF (10 ),t F IEF ( 9),

1FIEFI8), 'FIEF(7),)FIEF(6),MFIEF(5),MFIEF(4),MFIEF(3),MFIEF(2),MFIE
1F(1)I,MFIEF(21)

816 Fr.RAT(2X,21(F4.0,IX),/)
hRITE(6,834)

$34 F? MAT(1X,'F DISTRI3UTICN FOR ETHCD I',/)

1((159)I M FIvI(14),(F 1t13), F1MA(12)7,MF)t) ,MFIMI(10),MFI(9),M
1Fl 1 8).,MPF I MU 7) , MPAI ( 6 J ,MFV1 ?1 (5), m-FlylA,(4),tMFIM(3), MFIM1l 2), MFIM

11(1),MF M(21)
81t F0R AT(2XZ1(F4.0t,1X),/)

WQ ITE(6,336)
86F FORMAT (1I ,XF DISTR13JrTIN FOP. METHOD 2',!)

W'I TE (6v,818 )F1V2 (20) , FIM2F1) F12 (18),MFIM2 (17),MF IM2116),1MFIM
12 ( 15 ),t!4F 1M2l ( 14) , V1M2 13) , MF 1M"12 12 v, MFI M2 I I ) PF M 2 ( 10) tMF I Ml- 19 ),t M

IF12(8),MF1P2(7 ),pMFI 2 (6),tF-A2(5),VF 1M2( 4), MF IM2(3), MF1M2(2), MFIM
12(1 ,MFV42( 21)

81. F RMAT(2X,21{F4.0,1X),/)
P'E A D( 5,999) N1030

9 9 F'-R AT(I5)
X N00=N100 0

07 85 N=1,19
.MFR(N"+lI)=MFR (N+1)+MF R ( N)
WF C ( N+I )=I F CC(N+1) +MFC(N)

'AF 14 N +1 1= - f N + I +'AF I (IN)

MDFR( + I=IROFRIN+1)+10DFR(N)
DF C( N+1) =AOFC(N+)+MC0FC(N)

M DFIIN+I)= DF1(N+I)+MDFI(N)
MF P.E N + I)= F RE F N1)+-vF RE F IN

MFC EF( N+1) =vFC E f:iY+1) +W!FCEF ( N)
MFTIEl( IN+1)= 'FIE (N+1)+McIEF(N)
MF2YI (N+1)-= F2 2I(N+1) + F2I f(N I
MF 311 It ++ ) + MF 3fN
"IF I I IN + I1 = F I i I N+ I + YF I ',A.NI )

MF 5iv2 (N+1 )=5M2 N+) + VF5Y2 N)
MF 4M2(N+1)=IMF4M2 N+1 ) *MF4M2( N)
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I 1 2 (N + )= F IM2 ".N+--1 1+ F l 22 wN I

XRJ kS( X TX= (I X f1 0IQ3- F n' I X )X N10CO
XP E2%6 IX= ,2 A)XN I Fi2IIX)/XNI1O
XRJWKS1X)="F(IXYX100-MDF(iX)/XN1O3XYE7K,'S(IXN)=!FPI IX)/X%00-M2F( IX)/XN100
XM2KS IX)FI(IXX)/XNOj-MF5M21(IX)/XN100

xC S I I X=fCiX 1/YNI00-K'F I[FI IX)/XNI100
xlU S IX =MF 1 1x /x c. - m-FI ( IX /X N 100

X IE K <S ( I,=M I I X /X N 10 C-' F IEF IX)/XN10 0

Xl- K S I X = F X /XN I00-, !F3 *4 11X)/XN IC00

X I IKS I X = F I IX)/X' 'O -,'F I I( IY)/XN1100

X KS1IX )=MFC (IIX)/X'103-F4M2(IX)/XNIO0
X VA2KSX FI IX/XN100-MF1M2(IX)/XN1O0

986 Cr"TINUE
DI=0
02=0
,3=0
D4=0
D5=0
'6= 0

D9 0

010=0
011=0
D12=0
f" 9 9 N=1,21

9T=DABS(XRUWKSfN))
IFHOT .GT. Dl) D1=DT
DT=DABS(XREFKS N) )
IF()T .GT. 02) 02=DT
DT=DAB SSX!A1KS(N))-
IF DT .GT. D3) C03=DT
DT=DABSi$XM2KS(N))
IFCT .GT. F94) 04=DT
DT=DABS(XCUsKSlN))
IF(DT .GT. 05) D5=T
DT=DABS(XCEFKS(N))
IHOT .3T. 06) 06=01
KT=DAS(XCMIKS(N))
IF(CT .GT. DT) C7=DT
DT= DABS( XCM12KS( N))
1F(CT .GT. D8) D=DT

S T=DABSIXIUWKS(N))
IFIT .GT. D9) 09=DrT
CT =DABS iX IEFKS N))
IF( T ,GT. 010) D10=DT
DT=)ASCX1'MUKS{N))
IFOCT . 7T. 1 1) 01 =D7
DT=DA BS(XIM2KS( N)
IFU T .GT. 12) 9i2) r



INTINUE 117
5ITF(,99.) L,D

F CuR-T //2 X, u FR RI N. WT. = *,r5.3,10X,'1 VALUE FOR Rl
1W EX. FREo. = ',F5.3,/)

WI T'F( 6,991 0D3,tD 4

9i FRA T 1/, 2XD VALJE FFR PRb ETHCO I =,I5.3,13X,'D VALUE FOR RO
1 METH 2 = ',F5.3,/)
aRIT'(b,992) D5,D6

2 ATP1/,2X,# V4LJE FOR COL. JN. WT. = ,F5.3,1Xi'D VALUE FOR 0o

IL. EX. F"F . = ,I*" 3
WRITE iT93) ,71D8

9A3 AT ( / ,2Xv VA L9E F CR COL. '%ETHOD I = F5.3,10X,0* VALUE FOR C
ICL, METH 2D 2 = ,F5.3,/)
IRITEU,994) 39,D10

94 FQP t AT(/,2X,'0 VALJE FCR INTER. UN. WT. = ,F5.3,1OX,'D VALUE FOR
I NTE'. EX. FREQt. = 'F5.3,/)

I T F 6,v9 9 5) D II1,I'D12

99F CPMT(/,2X,*D VALUE FOR INTER. METHOD I = 1 ,F5.3,10X,'D VALUE FOR
INTER. METHOD 2 = ,F5.3,/)

WRIT (6,996)
96 XaATT//,2XTABLCE VALUE CF D FOR KS TEST, N 1000 AT .05 LEVEL

1= .043'
X NR CW 1=NI 1+N12
XNRa2=N21+N22
XNCL I=N21I+N21
XN-CCL2=N12+N22
XNTO T l=XNC L1+X NOL2
XN EX={ XN CWI*XNCO7LI) /XNTOTL
XN2EX= IXNRCOWI*XNCCL2)/XNTCTL
XN3EX=( XNWfY24XNCOL 1) /XNTf0TL
XN4EX= (XNROW2*XNiCL2) /XNTOTL
XNI I=NII
X N12=N1 12
XV2 1= N2I
XN222=N22
X CH I= ( XNII-XNIE X) *"2/ XNTEX+ ( XN 12-XN2EX) **2/XN2E X+ XN21-XN3EX)*2/X

1i3EX+ ( X\N22- XN4EX) *2 / XN4 EX
VRITF(6,997) XCHI

9c7 FORMAT(/f,2X,'CHISQ FCR 2X2 .30 PPO1-= 1.07',/,2X,'CHISQ FOR 2X2
120 PRO3 = 1.64',/,2X,'CHISQ FR 2X2 .05 PRBP = 3.84',/,2X,*CHISQ F
IOR 2X2 .01 'R()B = 6.64',/,2X,'ChISQ FOR THIS RUN = ',F8.3,//)

DO 898 IX=1,20
XRYK S(IX)=.05*1X-V)FR(IX)/QNIOO
XREFKS(IX)=.05*IX-'FREF(IX)/XNIGO
XRMIKS( IX)=.05IX-MF?4if IX) /XN100
XRM2K S( IX5)=.O5*IX -F5M2(IX) /XN10-1
XCUFKS(IX)=.95*IX- DFC(IX)/XNIOO

XCEFKS(IX)=.J5*IX-FCEF(IX)/XNi100
X IEFK S( IX)=.05 IX-'FIEF IX)/XN100

X CI '1K S ( I X =-.5*1X - Y IM 1(1 X /XN 13
XIM2KS(IX=. 05*IX-MFIM2(1X)IXN100
XOM2KS( IX )=.05*I X-MF4M2t IX)/XNIOQ
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2K' . *i2 XN 100

XR 12S (21)= .0I-M F'12 1) 1/X100XCUFKS(2)=.J1- D9EC(21)/XNJ3
XCEFKS(21)=.01-YF5 21121)/XN100
XCUIKS(21)=.01-MDF3I21)/XNL)0

X I UKS(217=.I1-M0F I(21) /XN100
X CEFS 2 1 =01 - FE F 21 /XN10 0

X IE_ KS 21 =.0 1-MF 'Er' 21)/XN 0 0

XC AlKS(21)=.01 -!,F 3111 2 I /XN100

X PAIKS( 21 =.1 -NFVA1 121)/1XN100

XCM2KS 21)=.01-MF 4221)/XN100
XIM2KS(21)=. -MFL'2(21)/XN100
D1=0

D2=0
)3=0
04=0
05=0
06=0
D7=0
D3=0
00=0
D10=0
011=0
0 12=0
DCr,99N=1,21

DT=DABS(XP0:rUKS1N))
1-F(CT 0.GT. 01) 01=')T

DT=DABStXrEFKS(N))
IF(DT .GT. 92) D2=0T
DT=DAfBS (X R 1K5,(N))
IF(DT .QT. D3) D3=OT
0T=0,ABSIXRM2KS(NJ))
IF(CT .1. 04) 04=DT
OT=DA8S( XUNKS(N))
IHOLT .G1. 05) 05=DT
rT=)A BS(XCEF KSIN))
IF(DT .GT. 06) 06=)T
DT=DABS(XCA1KS (N))
IF(T .GT. W7) 07=9T
FCT=flA1SS(XC; 2KS(N) )
IHFOT .GT. D3) i08=DT

DT=DABS XIUWK$(N))
IF(CT .GT. 09) 09=DT

D1T=0S (XIEFKS(N))
1Ff DT .GT. 910) 910=9T
NT=DABStX1M1K&(N))
IF( T .GT. 011) 91i=DT
DT=0AB'S(XPi2KSI(N) I
CF(DT .GT. 012) 012=DT

899 CONTINUE
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a I TrI D I ,t D 1, 2
wo!TF b C99 ) -3rD 4

2)DT5,i92) 9D,.6
WITE3(&,993) 237,D03

I1T E13, 5)D 1 2

A T 0),2 )41?,N12,N21,N22
2ai0// , N1 = 12,5Y ,2= 1,2,-P5 X, N = I 2,5X,'N2
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