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This study sought to determine the effect of varying
degrees of disproportionality of four methods of handling
disproportionality cell frequencies in two-way analysis of
variance. A Monte Carlo simulation procedure was employed.

Two multiple linear regression techniques and two '"approximate"
techniques were compared.

In each case 1000 F values were calculated for each method
under eleven levels of disproportionality. Forty numbers per
run were used for each design. Probability distributions of
F values for the four methods were compared to an equal cell
method by using Kolmogorov-Smirnov tests. Chi-square values
were used to measure disproportionality.

Five cases were examined: the no effects case, the row
effects case, the column effects case, the interaction effects
case, and the row and column effects case. These effects
were generated through the use of noncentral F distributions.
The cases were used to provide information concerning Type I

and Type II errors.



In each case, several seed numbers and their effects on
results were examined. In cases with built-in effects, power
values were changed in order to examine the effect of power
on the results.

Several conclusions were reached within the given
parameters of this study. For small levels of disproportion-
ality, all four methods will yield similar nonspurious results.
For moderate levels of disproportionality, the complete
linear-model regression method and the unweighted means anal-
ysis committed fewer Type I errors; and the method of expected
frequencies committed fewer Type II errors. For extreme
levels of disproportionality, all four methods yielded spur-
ious results. The complete linear-model regression methods
and the unweighted means analysis produced similar results

at all levels.
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CHAPTER I
INTRODUCTION

In using a factorial analysis of variance design, 'one
of three possible situations can exist with respect to the
numbers of observations within the various cells of the
design." "The n's can be (a) equal to one another, (b)
unequal but proportional, or (c) unequal and disproportional”
(9, p. 281). Traditional analysis of variance techniques
can be used when cell memberships are equal in number or if
cells have proportionate n's. Tsao (23, p. 195) says that
with analysis of variance, ''the applicable equations are
generally concerned with the case of equal or proportionate
numbers of observations in the subclasses.'" However, if
cell memberships (n's) are disproportionate, traditional
methods fail.

Roscoe (19, p. 348) says that with disproportionality
of cell membership, it is impossible to partition the sum
of squares for total into independent and nonoverlapping sums
of squares. Mood (14, p. 358) underscores that by saying
that "when cell frequencies are not equal, . . . tests
become nonorthogonal so that simple successive partition of
the total sum of squares is no longer possible.' Snedecor

(21, p. 285) states '"another startling characteristic of




disproportionality in a two-way table is the failure of the
addition theorem for sums of squares."

Ostle states that the various sums of squares calculated
in the usual fashion do not sum up to agree with the total
sum of squares (15, p. 381). He goes on to say that this causes
the different comparisons with which the sums of squares are
associated to be nonorthogonal which leads to biased test
procedures. He adds that simple treatment means are biased
estimates of the true effects and that serious errors can
be made if inferences are made based on such biased estimates
(15). Wert, Neidt, and Almann (24, p. 211) write:

The ordinary methods of computing the analysis of
variance with multiple classification are applicable
only when the number of cases in the subclasses are
proportional. When disproportionality exists among the
subclasses, ordinary methods of computation of the sums
of squares yield biased results for all sources of
variation except that for within subgroups.

Kendall (11, p. 220) further states that when disproportionate
numbers in the subclass, the row and column effects are no
longer independent; and thus, they cannot be summed and
subtracted from the total to get a residual or interaction
term to be used as an unbiased estimator.

Anderson and Bancroft (1, p. 278) say that if subclass
numbers are not proportional, row, column, and interaction
effects are confounded. Snedecor (21, p. 285) says that,
clearly, no proper estimate of interaction can be given.

"In fact, all estimates and tests of significance may be

biased by the disproportion of subclass numbers, and the



appropriate statistical methods are thereby complicated"

(21, p. 285). Scheffe' states that tests for interactions

are more difficult to compute in the case of unequal numbers
of observations in the cells (20, p. 112). Overall and Klett
(16, p. 445) state '"the effect of unequal and disproportionate
cell frequencies is to introduce correlation between columns
of the design matrix."

Ostle (15, p. 381) relates that disproportionality would
lead to biased test procedures unless some adjustment were
made. Marks (13, p. 351) says that difficulties arise in
interpreting results of unbalanced data analyses because the
estimatable functions involved in the tests of hypotheses
are not orthogonal. Dixon and Massey (6, p. 134) state
that the analysis of variance must be modified for dispro-
portionate numbers of measurements in cells.

In many areas of research, disproportionate cell numbers
in two-way analysis of variance occur. Tsao says that "in
fields connected with human beings such as education and
psychology, unequal representation in each cell of the multiple-
classification of data is of common occurrence" (22, p. 107).
Johnson and Jackson (10, p. 234) state "unfortunately, in
the social sciences the appearance of unequal subclass
numbers is the rule rather than the exception.'" Cohen
(4, p. 426) says that in nonexperimental research, it frequently
occurs that some subjects are missing data on one or more

of the independent variables under study. Bessent (2, p. 1)



says, "an unequal number of observations in subgroups (unbal-
anced data) is the rule rather than the exception for
experiments in some areas of research, especially the social
and biological sciences."

There are several possible reasons why disproportionate
cell frequencies occur. Subjects may fail to appear for all
or part of an experiment and must therefore be excluded from
the data analysis. With the variables being manipulated or
observed, different sample sizes may occur naturally (class-
room A may be larger than classroom B). An experimenter might
purposefully use an unbalanced design to represent variables
in their natural, correlated state. 1In general, field samples
lead to unequal n's or unbalanced designs (7, p. 132). Proger
(18, p. 2) mentions three reasons why disproportionality might
occur: (1) there is an inherent dearth of some types of sub-
jects, (2) there is inadvertant experimental mortality, and
(3) there is forced experimental mortality (some subjects who
are inappropriate are dropped). Cochran and Cox (3, p. 72)
say that some reasons for misssing data might include: failure
to record, gross errors in recording, and accidents. Keppel
suggests that unequal sample sizes may result from subjects
failing to complete the experimental sequence due to illness
or a conflicting appointment (12, p. 77). He says that some-
times studies may require subjects to reach a performance
criterion. Those that fail are eliminated from the experiment

(12, p. 78).



It would seem that the field of education is one area
that is especially prone to the possibility of dispropor-
tionality of cell membership occurring. Proger (18, p. 2)
says that in large public school situations, unequal n's are
the rule in using analysis of variance. Furthermore, Tsao
(23, p. 195) says that differences between grades or schools
are almost always going to be different sizes unless sub-
samples are taken.

There are several ways mentioned in the literature of
handling this problem. Among these techniques are "approxi-
mate solutions' and '"regression solutions."

Dalton (5, p. 2) states that '"several investigators
have compared the various regression solutions and clarified
the hypotheses tested by each. Yet, despite this clarifica-
tion, no one has empirically compared the best known regression
solutions to the more popular approximate ones.' Marks
(13, p. 351) says that the diversity of purpose in the various
solutions '"combined with the relative narrowness of the
individual efforts, has resulted in a fragmented treatment
of the problem of unbalanced data and in some cases confusion
and controversy regarding methodology." Tsao states that
"therefore, the need is very urgent for a systematic for-
mulation of general methods of attacking the problems under
such conditions" (22, p. 107). Overall and Spiegal (17, p. 316)
say that " . . . theoretical statisticians provide few

specific recommendations for handling of unequal cell



frequencies . . ." Godbout (8, p. 5) says that special tech-
niques have been derived to eliminate confounding as a result
of unbalanced designs but that it is unclear which of these
techniques should be used for a particular research question.
Dalton (5, p. 2) has said that a computer simulation (Monte
Carlo) study investigating the major techniques involved

in handling disproportionate cell frequencies would be an

important study.

Statement of the Problem
The problem of this study will be to determine the
effect of varying degrees of disproportionality on four methods
of handling disproportional cell frequencies in two-way

analysis of variance.

Purposes of the Study

The purposes of this study will be (1) to determine if
four methods of handling disproportionate cell frequencies
in two-way analysis of variance differ in the results they
produce, (2) to determine if the "approximate solutions™
diverge from the "regression solutions', (3) to determine if
the two "regression solutions'" give different results, and
(4) to determine if there is a point of disproportionality

at which the four solutions begin to give spurious results.



Hypotheses

The following hypotheses have been formulated to carry
out the purpose of this study.

1. Method 1 and Method 2 (two "regression solutions')
will give diverging results as disproportionality increases.
2. The unweighted means analysis and the method of
expected frequencies will give diverging results as dispro-

portionality increases.

3. For moderate levels of disproportionality, Method 1
and the unweighted means analysis will give less spurious
results than Method 2 and the method of expected frequencies.

4. For extreme levels of disproportionality, all four
methods will yield results that tend to converge on each
other.

5. For extreme levels of disproportionality, all four
methods will give results that are spurious.

6. There will be a point of disproportionality at which

one or more of the four methods will give spurious results.



Definition of Terms
"a priori" - Presupposed by experience.

Cell - All observations in a factorial design taken under

one level of each independent variable of the design simul-
taneously.

Disproportionate Cells - Cell frequencies which are not

proportionate with each other in a design.

Factorial Design - The simultaneous evaluation of two

or more Factors (Independent Variables) in one experiment.

Fixed Model - A factorial design in which all treatment

levels about which inferences are to be drawn are included
in the design.

Method 1 - A multiple linear regression technique used
to perform analysis of variance. It involves an estimation
of independent effects of each factor adjusted for all others
included in the model.

Method 2 - A multiple linear regression technique used
to perform analysis of variance. It involves an estimation
of main effects disregarding interactions and then an es-
timation of interactions adjusted for main effects.

Monte Carlo Simulation - A procedure in which random

samples are drawn from populations having specified param-
eters and then a specific statistic is computed.

Proportionate Cells - Cells of a factorial design in

which the number of observations is in a constant ratio with

other cells in that design.



Subclass Number - The number of observations in a cell

of a factorial design.

Delimitations
This study will be limited to experimental conditions
simulated with the following conditions.
1. Factorial designs other than two-way are not being
considered.
2. Only fixed models are being considered.
3. Selected methods of handling disproportionality are

being considered.
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CHAPTER 11
SURVEY OF RELATED RESEARCH

Analysis of variance is a greatly used tool in educa-
tional research. One of the underlying assumptions in the
traditional solutions of factorial analysis of variance
designs is that there are equal or proportionate cell fre-
quencies. However, in education as in many other fields of
study, disproportionate cell frequecies occur quite often.
Several methods of handling this situation have been
developed.

Williams (27, p. 67) says that there are at least eight
different solutions to the problem of disproportionality.

He includes two data forcing methods (forced to proportion-
ality): the method of discarding data and the method of
estimating missing data. Three approximate methods are
considered: the method of unweighted means, the method of
expected cell frequencies, and the method of weighted means.
Williams says that 'the approximate methods were conceived
as computational compromises for the method of fitting con-
stants, a full regression solution" (27, p. 67). Overall
and Spiegal (19) have defined three regression solutions for
analyzing disproportionate data: Method 1, Method 2, and
Method 3.

13
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When the original work was done on the disproportionate
cell frequency situation, a full regression solution was
regarded as computationally too laborious to be of practical
use for the research worker. Full regression solutions are
now more viable options with the advent of the computer. Thus,
the researcher now has many ways to handle disproportionality.
The problem is in determining which if any of these solutions

is more appropriate.

Data Forcing Methods

Williams (27, p. 68) argues that the method of dis-
carding data is wasteful. Wert, Neidt, and Almann (26, p.
212) say that the procedure of discarding data causes the in-
vestigator to lose information. This may be serious, and
it is unnecessary. Dalton (7, p. 10) found that data elimi-
nation was a poor alternative to other methods due to the
strong tendency to yield Type II errors regardless of the
presence or absence of an interaction. The method of dis-
carding data is probably not a viable approach to the problem
of disproportionality.

The other data forcing method is the method of esti-
mating missing data. Williams (27, p. 69) has said:

This method might be seen as more appropriate to
the hand calculation era; if there are many missing
subjects, it would seem that this method would become
prohibitive, particularly in view of the relative ease
of other solutions by use of the computer. It should
also be noted that this approach will yield treatment
effects that are slightly inflated. One additional con-

cern is psychological - it seems somewhat unnerving to
artifically create data for a statistical analysis.
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Cochran and Cox (5, p. 74) state that the method of estimating
missing data causes treatment Sum of Squares to be slightly
larger than the correct treatment Sum of Squares for an F

test for treatments. Godbout (11, p. 26) says that both

the methods of artificially balancing a design by discarding
data or estimating missing data involves approximate solutions
which do not yield exact tests of the hypotheses of interest.
He says that neither of these techniques are very satisfying.
Thus, it seems that given the data handling methods available
today, the data forcing methods should be considered to be
among the weaker approaches to the problem of disproportion-

ality.

Approximate Methods

Among the three approximate solutions being considered
is the method of unweighted means. "The unweighted means
analysis uses cell means to estimate main effects and
interaction, and adjusts the error term by a factor which
reflects the unequal cell sizes (7, p. 4). Williams (27,
p. 67) says that it may be the most widely used technique
for handling disproportionate cell frequencies. Anderson
and Bancroft (1, p. 279) relate that the method of unweighted
means has a minimum of computation and furnishes a short-cut
procedure of testing for the existence of interactions.
Steinhorst and Miller (23, p. 805) state that there are

several assumptions for the unweighted means solution:
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(a) no cell is empty, (b) it is for preliminary analysis only,
(c) the cell frequencies do not vary greatly from equality,
(d) primary interest is whether interaction is or is not
present, (e) one wishes to test main effects when interaction
is negligible, and (f) exact solutions are prohibitive or
not available, and the study or experiment does not warrant
an exact solution. They state (23, p. 802), furthermore,
that the unweighted means analysis is approximate and that
the statistics derived from it are only approximately dis-
tributed as F. Myers (17) warns that the experimenter
should question the applicability of the unweighted means
solution if the n's are very disparate. Both Dayton (8) and
Winer (29) indicate that the unweighted means analysis is
applicable only if the experimental design called for equal
n and is subject loss was essentially random. Glass and
Stanley (10, p. 440) write, ''the unweighted means analysis
is probably the simplest and one of the most justifiable
techniques for analyzing disproportional designs.'" Johnson
and Jackson (13, p. 241) state that "of all the possible
approximate solutions, the method of unweighted squares of
means is the simplest computationally and is to be
preferred . . ."

The method of weighted means involves a more compli-
cated algorithm than the unweighted means method. According
to Williams (27, p. 72), "this method can be seen as one of

the more complex approximate solutions, but that can be
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accomplished with the aid of a hand calculator." It gives
an exact solution with regard to the interaction effect.
Steinhorst and Miller (23, p. 806) relate that there are two
important considerations: (1) the weighted means method is
not applicable beyond the two factor situation and (2) as
long as no empty cells appear, the method of unweighted means
is more generally usable and offers an analysis similar to what
the experimenter is familiar with in the equal or proportional
frequency case. Tsao (24, p. 108) says that Yates presented
this method assuming that interactions exist. Tsao goes on
to say that the method is rather tedious. Dalton (7, p. 5)
says that this method is of limited utility. It is seldom
recommended when there are two or more missing scores per
cell. Keppel (14, p. 356) takes the position that only
rarely will one want to consider the weighted means analysis
appropriate. He says that it may produce marked distortions
and that these distortions do not occur with the unweighted
means analysis. Steinhorst and Miller (23, p. 802) claim
that the weighted means analysis yields tests for main effects
which are not the usual F statistic and which have different
power functions.

Another one of the approximate methods is the method
of expected frequencies. This method involves multiplication
of cell sums by the expected cell frequency to obtain a sum
for each cell. Sums obtained in this manner are used in

estimating main effects and interactions (7, p. 4). Myers
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(17, p. 116) says that the method of expected frequencies

is appropriate when proportionality can be assumed and when
departure from proportionality is not too great. The method
has been used largely when cell frequencies would naturally

be disproportionate.

Regression Solutions
Among the ''regression solutions" are Method 1, Method
2, and Method 3. Overall and Klett (18, p. 449) call Method
1 the "complete linear-model analysis.'" It involves an
estimation of independent effects of each factor adjusted
for all others included in the model. They call Method 2
the "experimental-design analysis.” It involves an estimation

of main effects disregarding interactions and then an esti-

mation of interactions adjusted for main effects. Method 3
is called the "step-down analysis." It involves an initial
ordering of the effects and then estimating each effect
adjusting for those preceding it in the ordering and ignoring
those following it. Overall and Klett (18, p. 449) state
that '"quite different results derive from the three methods
in applications involving disproportionate cell frequencies."
Keren, Gideon, and Lewis (15, p. 817) state that
Since the use of unequal n's alters variability
by itself, it turned out that three different least
squares solutions that were presented by Overall and

Spiegel yielded different results, although they were
identical for the case cf equal cell frequencies.
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The structural model for Method 1 in a two-way analysis
of variance is: Xj;, = M+ Oy + ﬂj +c></8ij t eiin
where‘/L is the grand mean, oy is the treatment effect for
level i of the first factor, /Bj is the treatment effect
for level j of the second factor, cx%gij is the interaction

term for cell ij, and e is the error for individual m in

ijm
cell ij. Marks (16, p. 358) elaborates on Method 1 by
saying:
One approach, which has been described and labelled
Method 1 by Overall and Spiegel (1969) and is
exemplified by the General Linear Hypothesis Program
in Dixon (1971), is to compare reductions in sums of
squares due to fitting different parameters of the
complete model. For example, in a two-way design with
interactions, the sum of squares for the o< -factor is

given as the difference between the sum of squares due
to all the parameters except the o¢j's, i.e., SS(&X) =

SS(/('[: <, ﬁ’ ’T‘)'SS( /*L’ ﬁ’ ’Y')°

Carlson and Timm (4, p. 563) believe that Method 1 is
the best extension of traditional analysis of variance
because the same parameters are estimated and the same hypoth-
eses are tested in the orthogonal and the nonorthogonal cases.
Overall and Woodward (21, p. 31) say "from the point of view
of interpretation, it was emphasized that this strategy
(Method 1) results in estimation of the same effects and
tests of the same hypotheses that would be estimated and
tested in an equal cell frequency design involving the same
factors." Overall and Klett (18, p. 450) suggest that
statistical literature says that Method 1 is consistent with

the general linear-model analysis described in abstract terms
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by mathematical statisticians for the equal-cell frequency
case. They go on to state, however, that they believe
Method 1 is something different from the traditional analysis
of variance in the disproportionate case.

The structural model for Method 2 in a two-way analy-
sis of variance is: Xijm = /U-+ oL, + /Gj * €iin where
the terms are defined as with Method 1. The essential dif-
ference between the two methods is that Method 2 requires
the assumption that no true interaction exists and consequently
the interaction is not taken into consideration when esti-
mating main effects (7, p. 3). Overall and Klett (18, p. 451)
say that it is clear that Method 2 is the proper general-
ization of traditional experimental-design statistical texts,
in which actual computational procedures are described for
analyses of variances involving unequal cell frequencies,
provide support for Method 2 as more like the traditional
analyses of variance. Overall and Woodward (21, p. 22)
suggest that "in the univariate case, Method 2 appears to
be preferred by a number of statisticians for analysis of
data from reasonably simple designs involving unequal and
disproportionate cell frequencies.” Overall and Spiegel (19)
state that Method 2 seemed to be the most appropriate method
for analysis of experimental data involving disproportionate
cell frequencies. Later, Overall, Spiegel, and Cohen (20)

reversed that stance in favor of Method 1.
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The structural model for Method 3 is identical to the
model for Method 1. However, Method 3 assumes a priori evi-
dence to justify an ordered entry of vector sets representing

ol /43 , and cx%3 into the regression equation (7, p. 4).
Method 3, sometimes referred to as the hierarchal model, does
not test the same hypotheses as does analysis of variance.
Williams and Linden (28, p. 11) state that:

With this approach, a researcher is required to order
the variables in relation to their research interest.

For example, a researcher may be most interested in the

A, or row effect, less interested in the B, or column

effect, and may have little interest in the interaction

effect. With this approach, each effect is adjusted

only for those effects preceding it to the ordering.

Thus, the A effect is found directly, the B effect is

adjusted for the combined A and B effect.

The requirement of establishing a priori ordering of variables
limits its usage to the researcher (7, p. 4). Below in Table I,
Methods 1, 2, and 3 are compared in terms of the Sums of

Squares (19, p. 316).

TABLE I

Method 1
Source SS df
A | ossp [R%(ocn By oBu)-REC Bis oxfBu) ] a-1
B | Ssp [R%(oxe, B5s o¢/Bu) -R*(oxi, o¢fBey) ] b-1

AB | sy [RE(ox;, Brr o¢fBi) R (oxis B)] | (a-1) (b-1)

Error SSp [1-R2(cx¢,/ét,cx%3u)] N-ab
Total SST N-1
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TABLE I--Continued

Method 2
Source SS df
A sS. [RE( o B)-REC 3 )] a-1
T (%4 5 v
2 2 ]
B | ssp [RE(oxir /3) REC ot )] b-1
AB | sSy [R(oxis fBsr @) -RE( e, B )] | (a-1) (b-1)
2
Error S [1-R“( o, /%, ¢35 ] N-ab
Total SST N-1
Method 3
Source SS df
A ssp [RE( ox¢; )] a-1
B | SSp [R(oce,/3;)-RE( ot )] b-1
AB | SS; [RP( ot fB;, oB) R e, /35 )1 | (a-1) (b-1)
2
Error sSp [1-R*( o4, B;, o) ] N-ab
Total SST N-1

Methods to be Used
In this study, four of the above eight methods of
analyzing disproportionality in analysis of variance will be
examined. These are (1) the unweighted means solution, (2)
the method of expected frequencies, (3) Method 1, and (4)
Method 2. The two data forcing techniques will not be in-

cluded in this study because the literature has already shown
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them to be the poorest alternative solutions to the problem
of disproportionality. The method of discarding data is
wasteful and has a strong tendency to yield Type II errors.
The method of estimating missing data becomes prohibitive if
there are many missing observations; and it yields slightly
inflated treatment effects.

The method of weighted means will not be included because
it is seldom recommended when there are two or more missing
scores per cell. It is not applicable beyond the two factor
situation; and when there are no empty cells, the method
of unweighted means is more generally usable. Method 3 of
the '"regression solutions' will not be included in the study
because it does not test the same hypotheses as does analysis

of variance. 1Its usefulness is extremely limited.

Advantages of '"Least-Squares' Techniques
There are several advantages reported in the literature
of using "least-squares” techniques (Method 1, Method 2, and
Method 3) over other techniques. One of these advantages is
when disproportionality is present. Roscoe says (22, p. 348)
that he is partial to the use of multiple regression when
disproportionality is present. Appelbaum and Cramer (2,
p- 335) state that
The easy access to computer programs that perform
the analysis of variance by a general linear model ap-
proach makes possible the computations for this method

of dealing with nonorthogonal multifactor designs and
eliminates the need for approximate solutions.



24

Overall and Spiegel relate that '"using least-squares re-
gression methods, analyses of variance can be accomplished
on data from arbitrary experimental designs in which no
attempt is made to control cell frequencies" (19, p. 311).
Cochran and Cox (5, p. 73) recommend a least-squares solution
as the procedure to use when missing observations exist.
Steinhorst and Miller (23, p. 804) state that
In response to the immediately preceding question,
the authors would suggest that with the linear model
theory which has been developed to date one can readily
analyze disproportionate data with the same theory as
one would treat proportionate or equal frequency data.
Cohen (6, p. 438) says that an important aspect of using
multiple regression in computing analysis of variance prob-
lems is that with multiple regression the researcher has the
option of not analyzing all possible aspects of variables.
He is particularly referring to not using joint aspects of
variables (interaction) if for no other reason than the
rapid loss of degrees of freedom for estimating error. Cohen
(6, p. 438) goes on to say:
This goes hand in hand with the flexibility of the
MR system, which makes readily possible the represen-
tation of the research issues posed by the investigator
(i.e., multiple regression in the service of the ego!),
rather than the canned issues mandated by AV compu-
tational routines.
Anderson and Bancroft (1, p. 279) say that the ''method
of least squares furnishes an exact test for interactions . . ."

and that (1, p. 284) '"the exact method (least squares analy-

sis) is somewhat more powerful than the method of unweighted
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means." Jennings (12, p. 95) states:

A second purpose is to argue that a regression ap-
proach to analysis of variance is a "good" technique in
that it offers a major pedagogical advantage and in some
cases computational superiority over alternative proce-
dures when computers are available.

Waldberg (25, p. 76) stated:

The generalized RA model in practice provides com-
prehensive and useful estimates of magnitudes of effects
and their significance. The most obvious instance is
the multiple regression coefficient: when squared (R2)
it reveals directly how much variance in the dependent
variable is associated with or accounted for by the
independent variables; when tested for significance,
it reveals the chance probability of overall association
between all the independent variables and the dependent
variable.

Falzer (9, p. 130) says that "a reliance on both R and F
statistics, then, facilitates representative validity and
eases data interpretation.' However, Marks (16, p. 363)
cautions that '"although least squares provides a relatively
easy and direct method of obtaining a solution and constructing
estimable functions for disproportionate (including missing
cells) data, the framing, testing, and interpretation of
hypotheses are not so simple."

Dalton (7, p. 13) reported that

A slight divergence of results was found when a
moderate degree of nonorthogonality was present, but
not along the dimension of regression solutions ver-

sus nonregression solutions. Rather Method 1 and the

unweighted means analysis appear to be best when re-
sults differ.

Method 1 and Method 2 might be expected to give diverging

results as disproportionality increases as would the unweighted

means analysis and the method of expected frequencies.
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Furthermore, for moderate levels of disproportionality, Method
1 and the unweighted means analysis might give less spurious
results than Method 2 and the method of expected frequencies.
Dalton also stated that when nonorthogonality was ex-
treme all four solutions led to basically the same results
(7, p. 11). Errors were found with all four methods when
nonorthogonality was extreme. By utilizing Monte Carlo sim-
ulation techniques, an attempt will be made to empirically
determine if one of the four methods is superior to the

others for a given design as disproportionality is increased.
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CHAPTER III

PROCEDURE

In order to conduct an investigation of this problem,
a Monte Carlo procedure was used. Clark (2, p. 605) says
that '""typically a Monte Carlo analysis is used only when an
analytic solution is not obtainable." Furthermore, he states
that "Monte Carlo analysis, as so defined, is almost a gen-
eral, effective procedure that enables one to solve many
problems too complex for mathematical analysis™ (2). It is
estimated that in this study, 1.5 million random numbers were
used for the design examined. Approximately 500,000 F values
were calculated. Indeed, without using Monte Carlo techniques,
this study would be prohibitive.

According to Clark (2), the term Monte Carlo indicates
that one knows explicitly the distribtuions of all the ran-
dom elements in the problem. In this study, random numbers
were generated into a normal distribution thus meeting the
above criterion. "In this sense the term Monte Carlo sig-
nifies that one could simulate the random process by a desk
calculation that used tables of random numbers or by a com-
puter program that generates random numbers' (2). That was

true in this study.
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Procedures for Collecting Data

Pseudo-random numbers were generated using a Monte Carlo
simulation procedure which utilizes a pseudo-random number
generator. Data generation was performed on an IBM 360, model
50 computer system at the North Texas State University Com-
puting Center.

For each simulation model, a procedure which employs
sub-routines Randu and Gauss were utilized to produce obser-
vations for the given condition. Randu computes uniformly
distributed random real numbers between zero and 231, Gauss
computes a normally distributed random number with a given
mean and standard deviation. In order to produce one normal
random observation, Gauss utilizes Randu to generate twelve
uniform random numbers.

Two tests were used on selected groups of numbers to
test for randomness and normality. Randomness was tested by
utilizing the One-Sample Runs Test (11, p. 52). Runs were
selected according to whether or not numbers were above or
below the mean that was selected for the random number gen-
erator. None of the One-Sample Runs Tests conducted proved
to be significant at the .05 level. Thus, numbers were gen-
erated above and below the mean in a random manner.

Normality was tested by comparing selected groups of
the generated numbers with an expected normal distribution
of numbers based on the mean and standard deviation used in

Gauss. A Chi-square Goodness of Fit test was used to
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determine if there was a significant difference between the
generated numbers and the expected distribution of numbers
(3, p. 177). None of the Chi-square Goodness of Fit tests
was significant at the .05 level. Thus, the generated num-
bers were not significantly different from the normal
distribution.

In this study, four methods of handling disproportionate
data were examined and compared to equal cell two-way analy-
sis of variance. The four methods were: Method 1, Method 2,
method of unweighted means, and method of expected frequencies.
Computer programs were written by the author to calculate F's
based on the method of unweighted means, the method of
expected frequencies, and Analysis of Variance - a traditional
approach. The computer programs for the methods of unweighted
means and expected frequencies were based on those algorithms
presented by Williams (13, pp. 69-72). The program computing
the traditional Analysis of Variance was based on formulas
presented by Ferguson (3, p. 227). The computer program for
Method 1 and Method 2 was initially a multiple regression
program called REGN (1) that is a part of the North Texas
State University Computer library. This program was modified
by the author to meet the needs of this study.

Each of these four computer programs was tested to
assure that calculations were correct. The method of unweighted
means and the method of expected frequencies program results

were compared to hand calculations of the same methods. The
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results were identical. The method of unweighted means pro-
gram results were compared to the results from a program
named ST013 which is a Two-Way Analysis of Variance program
in the North Texas State University Computing Center library
that utilizes the method of unweighted means to handle dispro-
portionate cell frequencies. The two programs produced F
ratios identical to thousandths place.

In order to utilize REGN to compute by Method 1 and
Method 2, generating statements were included to produce row,
column, and interaction vectors by effect coding. A test
run was conducted using data from Overall and Klett (10,

p. 445). Results were identical to those calculated by Overall
and Klett (10, p. 449). Further testing was done on the

Method 1 and Method 2 program by comparing the results to
results produced by MULTIVARIANCE (4), a computer program

also available from the North Texas State Computer library,
which can calculate both by Method 1 and Method 2. Results

of the programs were identical.

The computer program written by the author to compute
traditional Analysis of Variance for equal cell frequencies
was tested by comparing results to those given by ST013 for
equal cell sizes. Results were identical. Hand calculations
also produced the same results.

All programs were written, modified, and tested separ-
ately. Afterwards, the programs were combined and run as

one. Thus, the traditional Analysis of Variance for equal
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cell frequencies along with the four methods of handling dispro-
portionality were one computer program. This program was
also tested and checked to assure that it was still giving the
same results that the original programs produced.

In this study, five cases were examined: (1) the case
of no significant differences in means, (2) the case of
significant differences in the rows only, (3) the case of
significant differences in the columns only, (4) the case of
significant interaction, and (5) the case of significant dif-
ferences in the rows and columns. The computer program used
in all cases was the same except that the random number gen-
erator utilized different means for given cells to fit each
case.

In all cases, forty numbers were generated and divided
up into four cells with ten in each cell. This produced the
data for a 2x2 design. F ratios were calculated by the tra-
ditional Analysis of Variance for equal cell frequencies.
This process of generating numbers and calculating F ratios
was repeated one-thousand times. The probability of each F
ratio occurring was calculated by using the following for-

mula (12):
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For vy odd and v, even (where v = degrees of freedom) :

V1 2
= Vlk Vl(V1+2)k
Q(x) = 1 - (1-k) L+ =" 2(4) +
V2-2
2
. V1W1+2). .o (v2+v1—4)k
2(4) . . . (VZ-Z)
1
where: k = VX
1+
V2

A frequency distribution of these probabilities was calculated
for row, column, and interaction F's.

Utilizing the same initial seed number, random numbers
were then generated again in groups of forty. This time the
cell sizes varied depending upon what disproportionality was
being examined at the time. For each group of forty numbers,
F ratios were produced using the method of unweighted means,
the method of expected frequencies, Method 1, and Method 2.
The process was repeated one-thousand times. The probability
of each F ratio occurring was calculated by the previously
mentioned formula (12). Frequency distributions for these
probabilities were obtained for row, column, and inter-
action F's under each of the four methods of handling dispro-
portionality.

For the case of no significant differences, a mean of

ten and a standard deviation of two were used to generate the
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random numbers. In order to determine what means to use in
the other four cases, the Non-Central F distribution was used.
In this manner, Type II errors could be examined.

Row, column, and interaction effects were calculated by

using the following formulas (8, p. 179):

\/2 oc/p
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A power of .60 and level of significance of .05 were used.
These effects determined the size of the mean. The standard
deviation used was two. Other than the differences in means
used, the procedures for the five cases were identical.

As was mentioned previously, different cell sizes were
examined in the study in order to determine what effect
disproportionality had on the four methods. When cell sizes

are unequal, there is potential for disproportionality. The
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following equation is presented by Godbout (6, p. 16) as a
test to determine if a design is proportional or dispro-

portional:

nij = ——ﬁffi for all i and j

If the above equation holds true for a design, then the de-
sign is not disproportional. Glass and Stanley (5, p. 434)
and Huck and Layne (7, p. 282) also present the same test.
In this study, disproportionate conditions were desired.
Thus, only designs that failed the above test were examined
with the exception of the equal cell designs.

Newman and Oravecz (9) utilized a Chi-square approach to
determining how disproportional a design is. They recommend
(9, p. 9) that a Chi-square value where ©O¢ = .25 be used as
"mild" disproportionality and that a Chi-square value where
o¢ = .05 be used as '"'severe" disproportionality. In this
study, Chi-square X values were used as a guide to degree
of disproportionality. The Chi-square approach used here was
recommended by Ferguson (3, p. 238). It is a modified version
of the traditional Chi-square test for independence. The
Chi-square value is obtained by using the grand mean as the
expected value in each cell. In every case in this study,
an expected value of ten was used in a cell.

In this study, disproportionality was increased rapidly
until spurious results from at least one of the four methods

of analysis was found. Disproportionality was then decreased
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until no spurious results were found. By vacillating the level
of disproportionality in this manner, an attempt was made to
coverge on the point of disproportionality at which at least
one of the four methods of analysis began to give spurious
results.

In an attempt to examine the impact of other values of
power on the results of this study, power values of .80 and
.95 were also used. Several seed numbers were used in the same

situation to determine the effect of seed numbers on results.

Procedures for Analysis of Data

The frequency distributions for each of the four methods
of handling disproportionality were compared to the equal
cell analysis of variance frequency distribution to deter-
mine if the distributions of F's were significantly different.
The Kolmogorov-Smirnov test was used to determine if signi-
ficant differences existed between distributions. In the No
Effects Case, the frequency distributions of each of the four
methods of handling disproportionality were also compared to
a theoretical uniform distribution in a similar manner.

Tables are presented displaying the results of the
Kolmogorov-Smirnov tests for the row, column, and interaction
F probability distributions for all four methods of computing
Analysis of Variance in all five cases. The frequency dis-
tributions for the F probabilities are presented in table form.

Frequencies at the .01, .05, and .10 levels of significance
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are compared to further aid in determining if Type I and Type

II errors have occurred.

FLOWCHART FOR THE COMPUTER PROGRAM

read data:
seed number
cell sizes

. number of runs

N5
7

[UNI NS

generate random
numbers for

equal cell an-
alysis of variance

calculate equal
cell analysis of
variance

1000
replications?

no

calculate cell
means

generate random

numbers for

disproportionate
cells

calculate un-
weighted means
analysis

!




Fig.

no

calculate
method of
expected
frequencies

calculate
Method 1

calculate
Method 2

replications?

calculate
frequency
distributions
of
probabilities

&
calculate the
Kolmogorov-
Smirnov test

—

print results

1--Flowchart for the computer program
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CHAPTER IV
ANALYSIS OF DATA AND FINDINGS

The results of this study are presented in five parts.
Each of five cases dealing with row, column, or interaction
effects are presented in each part. The first part is the
no effects case. The second is the case of row effects only.
The third part contains the case of column effects only.

The fourth part deals with row and column effects but no
interaction. The fifth part is the case of interaction
effects only.

An examination of Kolmogorov-Smirnov D values calcu-
lated for F probability distributions for each CX? level of
disproportionality is examined in each case. The analysis
includes a presentation of and a discussion of the number of
F values at the .10, .05, and .01 levels of o in each case.
A discussion of the impact of changing power in the four
cases with built-in effects is given. An examination of the
effect of changing seed numbers on the results of the analy-

sis is presented in each case.

No Effects Case
In simulating the no effects case, equal cell means were
used. Initially, each cell contained ten numbers. Dispro-

portionality was established by generating varying numbers
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of values in each cell. This disproportionality was measured
by Chi-square values. Each level of disproportionality was
run 1000 times.

An equal cell analysis of variance method was used to
calculate F values before disproportionality was created.
From these F values, an F probability distribution was ob-
tained. After disproportionality was established, F values
were calculated by the method of unweighted means, the method
of expected frequencies, Method 1, and Method 2. F values
for each of these four methods were used to calculate F prob-
ability distributions.

Kolmogorov-Smirnov D values were calculated between each
of the distributions of the four methods of handling dispro-
portionality and the distribution of equal cell analysis of
variance under each level of disproportionality (shown by a
f}i 2 value). Table II contains these results for row, column,

and interaction effects.
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D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF
HANDLING DISPROPQRTIONALITY TO THE EQUAL CELL ANOVA

AS 2 INCREASES FOR ROWS, COLUMNS,
AND INTERACTIONS
D values
Method Method
X’ of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .000 .000 .000 .000

0.0 col. .000 .000 .000 .000
inter. .000 .000 .000 .000

TOW .030 .024 .020 .020

1.6 col. .016 .014 .016 .016
inter. .026 .021 .026 .026

TOW .011 .026 .011 .013

2.6 col. .019 .031 .019 .021
inter. .026 .021 .026 .026

TOow .021 .041 .021 .021

3.6 col. .034 .023 .034 .034
inter. .036 .017 .036 .036

TOW .034 .057% .034 .034

6.4 col. .015 .051%* .015 .015
inter. .030 .032 .030 .030

TOoWw .027 .063% .027 .025

7.4 col. .026 .031 .026 .025
inter. .021 .041 .021 .021

*Significant

at the .05 level.
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TABLE II--Continued

D values
Method Method
X 2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOowW .023 .076% .023 .028

8.6 col. .025 .075% .025 .027
inter. .031 .056% .031 .031

TOW .026 .139% .026 .035

19.4 col. .014 .148% .014 .019
inter. .038 .147% .038 .038
TOW .627% .409%* .689% LT742%
26.6 col. .641% .435% .693% .643%
inter. .636% .508% .684% .684%

TOW .723% .490% .751% .761%
40.6 col. .702% .517% L741% .693%
inter. .696% .645% L732% .732%

TOW .746% .489% .787% .689%

59.6 col. .736% .539%* .788% .846%
inter. .739% .714% .789% .789%

For the no effects case only, Kolmogorov-Smirnov D values
were calculated between the distributions of each of the four
methods of handling disproportionality and a uniform distri-

bution of an equal number of F values at every .05 interval



of proportionality as

X 2 increases.

analysis are presented in Table III

TABLE III
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The results of this

D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF

HANDLING DISPROPORTIONALITY TO THE UNIFORM DISTRIBUTION
AS ‘X2 INCREASES FOR ROWS, COLUMNS,

AND INTERACTIONS

D values
Method Method
X2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .039 .039 .039 .039
0.0 col. .012 .012 .012 .012

inter. .018 .018 .018 .018

TOW .036 .026 .036 .036
1.6 col. .017 .014 .017 .017

inter. .030 .020 .030 .030

TOoW .040 .025 .040 .038
2.6 col. .021 .033 .021 .023

inter. .033 .019 .033 .033

TOW .034 .012 .034 .034
3.6 col. .030 .020 .030 .030

inter. .047% .026 .047% .047%

TOoW .029 .030 .029 .029
6.4 col. .014 .053% .014 .014

inter. .042 .021 .042 .042

*
Significant

at the .05 level.
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TABLE III--Continued

D values
Method Method
X of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .030 .030 .030 .027

7.4 col. .023 .027 .023 .023
inter. .034 .034 .034 .034

TOW .031 .042 .031 .035

8.6 col. .022 .074% .022 .026

inter. .030 .040 .030 .030

TOowW .033 .108% .033 .031

19.4 col. .019 .146% .019 .020

inter. .025 .135% .025 .025

TOW .649% LA444% .700% L741%

26.6 col. .648% .440% .700% .650%
inter. .649% .522% .700% .700%

TOW L722% .528% .750% LT774%

40.6 col. L711% .511% .750% .700%
inter. .714% .661%* .750% .750%

TOoW .745% .527% .800% .700%

59.6 col. .745% .533%* .800% .850%
inter. .750% L732% .800% .800%

In an effort to analyze and interpret these D values in

light of Type I errors, several tables are presented containing
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the number of F values generated by each method under each
level of disproportionality at the .10, .05, and .01 level

of significance. For each level of disproportionality, an n
of 1000 was used. Thus, an expected value for the no effects
case at the .10 level of significance is 100. For the .05
level, the expected value is 50; and for the .01 level, it

is 10. Table IV contains row, column, and interaction F
frequencies for the Row Effects Case at the .10, .05, and .01

levels of significance.

TABLE IV

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR THE
NO EFFECTS CASE AT THE .10, .05, AND .01 LEVELS OF
SIGNIFICANCE AS DISPROPORTIONALITY INCREASES

2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Method | Means Freq.
.10 83 83 83 83 83
TOow .05 38 38 38 38 38
.01 6 6 6 6 6
.10 109 109 109 109 109
0.0 col. .05 49 49 49 49 49
.01 7 7 7 7 7
.10 89 89 89 89 89
inter. .05 43 43 43 43 43
.01 6 6 6 6 6
.10 83 72 78 72 72
TOW .05 38 36 37 36 36
.01 6 6 7 6 6
.10 109 102 108 102 102
1.6 col. .05 49 51 58 51 51
.01 7 14 15 14 14
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2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Method Means Freq.
.10 89 93 93 93 93
inter. .05 43 43 45 43 43
.01 6 13 19 13 13
.10 83 81 82 81 80
TOW .05 38 39 45 39 40
.01 6 6 6 6 6
.10 109 109 122 109 107
2.6 col. .05 49 60 63 60 58
.01 7 15 16 15 15
.10 89 90 103 90 90
inter. .05 43 46 52 46 46
.01 6 10 11 10 10
.10 83 75 93 75 75
TOoW .05 38 37 44 37 37
.01 6 7 7 7 7
.10 109 104 111 104 104
3.6 col. .05 49 55 66 55 55
.01 7 14 19 14 14
.10 89 89 105 89 89
inter. .05 43 45 51 45 45
.01 6 9 13 9 9
.10 83 80 102 80 80
TOowW .05 38 40 61 40 40
.01 6 6 12 6 6
.10 109 96 134 96 97
6.4 col. .05 49 47 64 47 47
.01 7 8 17 8 8
.10 89 88 107 98 98
inter. .05 43 49 65 49 49
.01 6 8 13 8 8
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7 Method Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Method | Means Freq.
.10 83 85 115 85 80
TOW .05 38 46 66 46 49
.01 6 7 17 7 8
.10 109 94 113 94 96
7.4 col. .05 49 55 63 55 46
.01 7 16 22 16 12
.10 89 84 120 84 84
inter. .05 43 45 63 45 45
.01 6 8 14 8 8
.10 83 77 111 77 77
TOoW .05 38 39 61 39 41
.01 6 8 15 8 8
.10 109 113 158 113 107
8.6 col. .05 49 48 83 48 51
.01 7 14 19 14 12
.10 89 86 125 86 86
inter. .05 43 42 69 42 42
.01 6 8 16 8 8
.10 83 99 183 99 96
Tow .05 38 41 124 41 42
.01 6 7 38 7 4
.10 109 110 221 110 120
19.4 col. .05 49 63 147 63 64
.01 7 9 57 9 10
.10 89 84 179 84 84
inter. .05 43 49 115 49 49
.01 6 8 45 8 8
.10 83 0 0 0 0
TOW .05 38 0 0 0 0
.01 6 0 0 0 0
.10 109 0 0 0 0
26.6 col. .05 49 0 0 0 0
.01 7 0 0 0 0
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9 Method | Method

X Equal of of Method | Method

value Cell Unwtd. Exp. 1 2
Method | Means Freq.

.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
.10 83 0 0 0 0
TOow .05 38 0 0 0 0
.01 6 0 0 0 0
.10 109 0 0 0
40.6 col. .05 49 0 0 0 0
.01 7 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
.10 83 0 0 0 0
TOW .05 38 0 0 0 0
.01 6 0 0 0 0
.10 109 0 0 0 0
59.6 col. .05 49 0 0 0 0
.01 7 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0

The results of Table II show that only the method of

expected frequencies had significant D values for X% < 19,

For n = 1000, the critical D value for X = .05 is .043.
This critical D value was first exceeded by the method of
expected frequency results at 7[2 = 6.4 for rows, ‘7(2 =
6.4 for columns, and CKZ = 8.6 for interaction. The other

three methods produced very similar results to each other
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and all four methods produced extremely significant results
at X% 2 26.6.

Table IV depicts the method of expected frequencies as
producing a greater number of large F values than the equal
cell method when 3.6 < 'X.ZS. 19.4. Thus, combined with in-
formation from Table II, this is an indication that the
method of expected frequencies committed Type I errors for
6.4 < X2< 19.4 for rows; X% =6.4, X% =8.6, and X =
19.4 for columns; and ?CZ = 8.6 and 19.4 for interaction.
However, for 1[2.2226.6 even though all four methods had sig-
nificant D values, Table IV shows that the difference was in
the "safe'" direction, and Type I errors were not committed
at these levels of disproportionality. An examination of
frequency distributions (not included here) showed that the
F distributions were skewed towards the low levels of prob-
ability.

Table III presented the four methods against a uniform
distribution. For ?Cz Z 26.6 significant D values were found
for all four methods in the row, column, and interaction
effects. An examination of Table IV again shows no significant
F values were derived for szii 26.6 for any of the methods.
Thus, the significant D values were not a result of Type I
errors.

Table III does show that the method of expected frequen-
cies produced significant D values at 7(2 D 8.6 for rows, at

X2 =6.4 and X?2 8.6 for columns, and X222 19.4 for
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interaction. Table IV shows that the significant D values
were due to excessive numbers of F values at the .10, .05,
and .01 levels for the above Xz values except when 'X22 26.6.
At CXZ = 3.6 in Table III, the method of unweighted means,
Method 1, and Method 2 all produced significant interaction

D values. Table IV shows no excessive numbers of F values

at the .10 level, but two at the .05 level, and four at the
.01 level for these three methods.

While all four methods produced a greater number of
large F values than the equal cell method did at the same
level of disproportionality, only the method of expected fre-
quency produced significant D values at these levels except
for the interaction case at X2 = 3.6. The method of
unweighted means, Method 1, and Method 2 did not appear to
produce significant enough results to cause Type I errors in
rows, columns, or interaction in the no effects case. In all
situations presented in Table IV, identical frequencies of F
values were found for the method of unweighted means and

Method 1. Method 2 differed slightly in a few instances.

Effect of Changing Seed Numbers

An investigation was made into the effects of changing
seed numbers in the simulation on the results. For ?(2 = 3.6,
a new seed number produced higher D values for rows, columns,
and interactions. Overall results of significance were the

same except that the method of expected frequencies had
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significant D values for columns and interaction and not for
rows. The other three methods produced no significant D
values. At X% = 19.4, five additional seed number results

were examined. The results are in Tables V, VI, and VII.

TABLE V

D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF
HANDLING DISPROPORTIONALITY TO THE EQUAL CELL METHOD
UNDER DIFFERENT SEED NUMBERS FOR X2 = 19.4

D values
Method Method
Seed of of Method Method
Number Unwtd. Exp. 1 2
Means Freq.
TOW .026 .139% .026 .035
1st col. .014 .148% .014 .019
inter. .038 .147% .038 .038
TOW .039 .130%* .039 .027
2nd col. .019 .145% .019 .030
inter. .046% L171% .046%* .046%
TOW .028 .155% .028 .031
3rd col. .029 .148% .029 .029
inter. .023 .133% .023 .023
TOowW .020 .107% .020 .036
4th col. .052% .128% .052% .049%*
inter. .020 L137% .020 .020
Tow .017 .123% .017 .018
5th col. .052% .194% .052%* .045%

*
Significant at the .05 level.
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TABLE V--Continued

D values
Method Method
Seed of of Method Method
Number Unwtd. Exp. 1 2

Means Freq.
inter. .034 L132% .034 .034
TOW .021 .133% .021 .022

6th col. .027 L113% .027 .029

inter. .022 L127% .022 .022

Table V contains D values for the four methods of handling
disproportionality at CKZ = 19.4. The D values for rows
yielded the same results in terms of overall significance.

The method of expected frequencies yielded significant results
and the other three methods did not. For the columns, the
fourth and fifth seed numbers yielded significant D values
for all four methods. For the interaction D values, there

was only one discrepancy in terms of significance and that

was on the second seed number where all methods yielded sig-
nificant D values.

Table VI contains the same general information as Table V

except that the distributions of the four methods were com-

pared to the uniform distribution in Table III.



TABLE VI

57

D VALUES FOR NO EFFECTS CASE COMPARING THE FOUR METHODS OF
HANDLING DISPROPORTIONALITY TO THE UNIFORM DISTRIBUTION

FOR X2 = 19.4 UNDER DIFFERENT SEED NUMBERS
D values
Method Method
Seed of of Method Method
Number Unwtd. Exp. 1 2
Means Freq.

TOW .033 .108% .033 .031

1st col. .019 .146% .019 .020
inter. .025 .135% .025 .025

Tow .028 L117%* .028 .019

2nd col. .021 L137% .021 .022
inter. .019 .133% .019 .019

TOW .016 .131%* .016 011

3rd col. .023 .134% .023 .023
inter. .016 .134% .016 .016

TOowW .017 .110% .017 .027

4th col. .030 .120% .030 .030
inter. .014 .137% .014 .014

TOW .017 .131%* .017 .015

5th col. .037 .175% .037 .039
inter. .022 .144% .022 .022

TOW .019 .140%* .019 .019

6th col. .043% .105% .043% .041
inter. .018 .136% .018 .018

*
Significant

at the .05 level.
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Results from Table VI appear to be consistent with Table III
across all seed numbers with the exception of the sixth seed
number which yielded significant D values on columns for the
method of unweighted means and Method 1. The Method 2 value
of .041 is close to the critical value. 1In all cases, the
method of expected frequencies yielded significant D values.
Table VII contains the frequencies of F values at the .10,

.05, and .01 levels of significance for six different seed

numbers.

TABLE VII

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE NO EFFECTS CASE AT THE .10, .05, AND .01
LEVELS OF SIGNIFICANCE UNDER DIFFERENT
SEED NUMBERS AT X2 = 19.4

Method | Method
Seed Equal of of Method | Method
Number Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 83 99 183 99 96
TOW .05 38 41 124 41 42
.01 6 7 38 7 4
.10 109 110 221 110 120
1st col. .05 49 63 147 63 64
.01 7 9 57 9 10
.10 89 84 179 84 84
inter. .05 43 49 115 49 49
.01 6 8 45 8 8
.10 88 104 209 104 100
TOW .05 38 41 124 41 42
.01 6 7 38 7 4
.10 101 95 202 95 96
2nd col. .05 57 51 137 51 53
.01 13 11 49 11 12
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Method | Method
Seed Equal of of Method | Method
Number Cell Unwtd. Exp. 1 2
Anova Means Freq.

.10 87 96 186 96 96

inter. .05 42 55 116 55 55
.01 11 11 45 11 11
.10 88 102 194 102 94
TOoW .05 40 48 121 48 48
.01 8 8 42 8 8
.10 114 97 205 97 97
3rd col. .05 62 43 137 43 48
.01 9 12 44 12 13
.10 105 98 210 98 98
inter. .05 49 47 121 47 47
.01 5 9 41 9 9
.10 104 97 186 97 96
TOW .05 45 52 125 52 47
.01 10 15 46 15 14
.10 96 97 206 97 95

4th col. .05 42 44 135 44 42
.01 7 10 46 10 12
.10 102 91 202 91 91

inter. .05 57 41 115 41 41
.01 9 6 33 6 6
.10 96 108 208 108 104

TOoWw .05 47 64 128 64 65
.01 5 11 61 11 11
.10 93 122 246 122 121

5th col. .05 45 69 168 69 66
.01 9 7 61 7 8
.10 110 108 213 108 108

inter. .05 49 52 129 52 52
.01 11 11 46 11 11

.10 99 104 210 104 102
TOow .05 54 47 136 47 51
.01 11 11 43 11 15
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TABLE VII--Continued

Method | Method
Seed Equal of of Method | Method
Number Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 96 86 196 86 82
6th col. .05 45 37 28 37 34
.01 8 7 36 7 7
.10 110 117 210 117 117
inter. .05 60 56 136 56 56
.01 10 11 47 11 11

The six different seed numbers used for Table VII appear
to have yielded similar results. In all situations, the meth-
od of unweighted means and Method 1 yielded identical
frequencies. Method 2 yielded identical frequencies to those
two methods for interaction and very close results on rows
and columns. The method of expected frequencies in all cases
yielded much larger frequencies than all other methods indi-
cating a strong tendency towards Type I errors. Changin
seed numbers did cause the method of equal cell analysis to
yield different numbers of F values at the .10, .05, and .01
levels. However, the differences were not great; and the
relative position of the other four methods appear to be very

similar for each seed number.

Row Effects Case
To simulate the row effects case, cell means were estab-

lished such that row effects would occur with a power of .60
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and o«¢= .05. Column and interaction effects were not built-in
and occurred only by chance. Initially ten numbers were
derived for each of the four cells. Disproportionality was
established in the same manner as the No Effects Case. Chi-
square values were used to measure disproportionality. Each
level of disproportionality was run 1000 times. Table VIII
contains the D values of rows, columns, and interaction for

the row case as disproportionality increases. Table X contains
row, column, and interaction F frequencies at the .10, .05,

and .01 levels of significance for the four methods of

handling disproportionality.

TABLE VIII

D VALUES FOR THE ROW EFFECTS CASE COMPARING THE FOUR METHODS
OF HAN%LING DISPROPORTIONALITY TO THE EQUAL CELL ANOVA
AS X4 INCREASES FOR ROWS, COLUMNS, AND INTERACTION

D values
X 2 Method Method
of of Method Method
value Unwtd. Exp. 1 2
Means Freq.
TOoW .000 .000 .000 .000
0.0 col. .000 .000 .000 .000
inter. .000 .000 .000 .000
TOoW .024 .013 .024 .024
1.6 col. .016 .014 .016 .016
inter. .026 .021 .026 .026

*
Significant at the .05 level.
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D values
Method Method
1(2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.
TOowW .027 .017 .027 .027
2. col. .019 .031 .019 021
inter. .026 .021 .026 .026
TOW .045% .016 .045% .045%*
3. col. .034 .023 .034 .034
inter. .036 .017 .036 .036
TOW .084%* .026 .084%* .084%
6. col. .015 .051%* .015 .015
inter. .030 .032 .030 .030
TOW .096% .034 .096%* .095%
8. col. .027 .075% .025 .027
inter. .031 .056% .031 .031
TOW .130% .037 .130% .130%
10. col. .019 .086% .019 .019
inter. .022 .070% .022 .022
TOW .228% .072% .228% .224%
19. col. .014 .148%* .014 .019
inter. .038 L147%* .038 .038
TOW .983% .970% .986%* .987%
24. col. .625% .409% .670% .491%
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D values
2 Method Method
X of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

inter. .626% .625% .670% .670%*
TOW .986% .953% .987% .989%*
26.6 col. .640% LA432% .692% .643%
inter. .635% .498%* .684% .684%*
TOW .981% .942% .987%* .989%
40.6 col. .714% .533% L741% .693%
inter. .706% .654%* L732% L732%

TABLE IX

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE ROW EFFECTS CASE AT THE .10, .05, AND .01 LEVELS
OF SIGNIFICANCE AS DISPROPORTIONALITY INCREASES

2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 712 712 712 712 712
TOW .05 579 579 579 579 579
.01 308 308 308 308 308
.10 109 109 109 109 109
0.0 col. .05 49 49 49 49 49
.01 7 7 7 7 7
.10 89 89 89 89 89
inter. .05 43 43 43 43 43
.01 6 6 6 6 6
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5 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 712 688 705 688 688
Tow .05 579 556 566 556 556
.01 308 300 316 300 300
.10 109 102 108 102 102
1.6 col. .05 49 51 58 51 51
.01 7 14 15 14 14
.10 89 93 98 93 93
inter. .05 43 43 45 43 43
.01 6 13 19 13 13
.10 712 690 713 690 688
TOoW .05 579 552 580 552 553
.01 308 290 325 290 289
.10 109 109 122 109 107
2.6 col. .05 49 60 63 60 58
.01 7 15 16 15 15
.10 89 90 103 90 90
inter. .05 43 46 52 46 46
.01 6 10 11 10 10
.10 712 677 701 677 677
TOW .05 579 534 572 534 534
.01 308 280 324 280 280
.10 109 104 111 104 104
3.6 col. .05 49 55 66 55 55
.01 7 14 19 14 14
.10 89 89 105 89 89
inter. .05 43 45 51 45 45
.01 6 9 13 9 9
.10 712 628 690 628 628
TOoW .05 579 509 582 509 509
.01 308 258 334 258 258
.10 109 96 134 96 96
6.4 col. .05 49 47 64 47 47
.01 7 8 17 8 8
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2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
, .10 89 88 107 88 88
inter. .05 43 49 - 65 49 49
.01 6 8 13 8 8
.10 712 628 691 628 627
TOW .05 579 483 575 483 484
.01 308 235 330 235 234
.10 109 113 158 113 107
8.6 «col. .05 49 48 83 48 51
.01 7 14 19 14 12
.10 89 86 125 86 86
inter. .05 43 42 69 42 42
.01 6 8 16 8 8
.10 712 591 675 591 591
TOW .05 579 449 553 449 449
.01 308 222 329 222 222
.10 109 102 141 102 102
10.0 col. .05 49 47 87 47 47
.01 7 9 20 9 9
.10 89 86 133 86 86
inter. .05 43 38 73 38 38
.01 6 7 16 7 7
.10 712 488 645 488 497
TOW .05 579 351 536 351 355
.01 308 143 329 143 155
.10 109 110 221 110 120
19.4 col. .05 49 63 147 63 64
.01 7 9 57 9 10
.10 89 84 174 84 84
inter. .05 43 49 115 49 49
.01 6 8 45 8 8
.10 712 0 0 0 0
TOW .05 579 0 0 0 0
.01 308 0 0 0 0
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TABLE IX--Continued

2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 109 0 0 0 0
24.4 col. .05 49 0 0 0 0
.01 7 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
.10 712 0 0 0 0
TOoW .05 579 0 0 0 0
.01 308 0 0 0 0
.10 109 0 0 0 0
26.6 col. .05 49 0 0 0 0
01 7 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
01 6 0 0 0 0
.10 712 0 0 0 0
TOW .05 579 0 0 0 0
.01 308 0 0 0 0
.10 109 0 0 0 0
40.6 col. .05 49 0 0 0 0
01 7 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0

The row values in Table VIII show no significant D values
for any method for 9(215 2.6. The method of unweighted means,
Method 1, and Method 2 all gave significant D values for

7K2.Z 3.6. An examination of Table IX shows that these

three methods yielded fewer F values than the equal cell
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method or the method of expected frequencies; and thus, they
were committing Type II errors. The method of expected fre-
quencies did the same thing but not until X% >19.4.

Table VIII shows similar results to the No Effects Case
for columns and interactions. Only the method of expected
frequencies yielded significant D values for CXZ.S 19.4.
Table IX shows that these significant values were caused
partly by a inordinately high number of significant F values
at the .10, .05, and .01 levels. The method of expected fre-
quencies committed Type I errors.

For X% > 24.4, all four methods yielded significant D
values but no large F values. Thus, no Type I errors were

being committed; and the error is in a '"safe" direction.

Effect of Changing Power

Row effects were also simulated for power of .80 and
.95. For 7(2 = 3.6 and power = .80, the overall results for
significant D values was the same as those in Table VIII.
For fKZ = 10.0 and power = .80, the overall results for sig-
nificant D values were also the same as those in Table VIII,
and the D values were quite close to being the same. For
7(2 = 19.4 and power = .80, the D values for columns and
interaction were identical to those in Table VIII, and the
overall results of the rows were the same.

For power of .95 and 7(2 = 10.0, column and interaction

D values were identical to values in Table VIII. Overall,



68

row significant D values were the same. The same values

resulted from 7(2 = 19.4 and power equal to .95.

Effect of Changing Seed Numbers

An examination of the effects of four different seed
numbers on the results was made for ?(2 = 19.4 and power of
.80. While D values and F frequencies varied slightly from
seed number to seed number, overall results of significant

D values were the same as those in Table VIII.

Column Effects Case

Column effects were created in a similar manner to the
Row Effects Case. Cell means were created such that column
effects would exist with a power of .60 for oC= .05. Rows
and interaction had no built-in effects and occurred only
by chance. Disproportionality was established in the same
manner as the previous two cases.

Table X contains the D values of rows, columns, and in-
teraction for the column case as disproportionaltiy increases.
Table XI contains row, column, and interaction F frequencies
at the .10, .05, and .01 levels of significance for the four

methods of handling disproportionality.
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TABLE X

D VALUES FOR THE COLUMN EFFECTS CASE COMPARING THE FOUR
METHODS OF HANDLING DISPROPORTIONALITY TO THE EQUAL
CELL ANOVA AS X2 INCREASES FOR ROWS,

COLUMNS, AND INTERACTIONS

D values
Method Method
X 2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.
Tow .000 .000 .000 .000
.0 col. .000 .000 .000 .000
inter. .000 .000 .000 .000
TOW .020 .024 .020 .020
.6 col. .021 .017 .022 .021
inter. .026 .021 .026 .026
TOW .011 .026 .011 - .013
.6 col. .036 .011 .036 .035
inter. .026 .021 .026 .026
TOoWw .021 .041 .021 .021
.6 col. .044% .011 .044% .044%
inter. .036 .017 .036 .036
TOW .034 .057% .034 .034
L4 col. .068%* .027 .068% .068%
inter. .030 .032 .030 .030
TOW .023 .076% .023 .028
.6 col. .092% .036 .092% .086%
inter. .031 .056% .031 .031

*Significant at the .05 level.
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D values
Method Method
X 2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .030 .089%* .030 .030
10. col. .113% .033 .113% .113%
inter. .022 .070% .022 .022

TOW .026 .139% .026 .035

19. col. .234% .086% .234% .226%
inter. .038 L147% .038 .038
TOW .614% .506% .671% .687%
24. col. .968% .927% .970% .930%
inter. .627% .627% .671% .671%
TOW .642% L421% .689% .748%
26. col. .954% .901% .962% .955%
inter. .682% .520% .684% .684%
TOW .708% L474% .751% .751%
40. col. .981%* .939%* .981%* .974%
inter. .638% .632% .730% .730%
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TABLE XI

FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE COLUMN EFFECTS CASE AT THE .10, .05,
AND .01 LEVELS OF SIGNIFICANCE AS
DISPROPORTIONALITY INCREASES

2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 83 83 83 83 83
TOW .05 38 38 38 38 38
.01 6 6 6 6 6
.10 707 707 707 707 707
.0 col. .05 576 576 576 576 576
.01 320 320 320 320 320
.10 89 89 89 89 89
inter. .05 43 43 43 43 43
.01 6 6 6 6 6
.10 83 72 88 72 72
TOow .05 38 36 37 36 36
.01 6 6 7 6 6
.10 707 692 705 692 692
.6 col. .05 576 581 593 581 581
.01 320 299 320 298 299
.10 89 93 98 93 93
inter. .05 43 43 45 43 43
.01 6 13 19 13 13
.10 83 81 92 81 80
TOW .05 38 39 45 39 40
.01 6 6 6 6 6
.10 707 682 705 682 672
.6 col. .05 576 549 576 549 547
.01 320 284 317 284 287
.10 89 90 103 90 90
inter. .05 43 46 52 46 46
.01 6 10 11 10 10
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2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 83 75 93 75 75
TOW .05 38 37 44 37 37
.01 6 7 7 7 7
.10 707 674 709 674 674
3.6 col. .05 576 543 579 543 543
.01 320 276 317 276 276
.10 89 89 105 89 89
inter. .05 43 45 51 45 45
.01 6 9 13 9 9
.10 83 80 102 80 80
TOW .05 38 40 61 40 40
.01 6 6 12 6 6
.10 707 647 691 647 641
6.4 col. .05 576 508 577 508 508
.01 320 270 347 269 270
.10 89 88 107 88 88
inter. .05 43 49 65 49 49
.01 6 8 13 8 8
.10 83 77 111 77 77
TOow .05 38 39 61 39 41
.01 6 8 15 8 8
.10 707 615 676 615 621
8.6 col. .05 576 495 577 495 494
.01 320 253 346 253 249
.10 89 86 125 86 86
inter. .05 43 42 69 42 42
.01 6 8 16 8 8
.10 83 87 127 87 87
row .05 38 36 74 36 36
.01 6 7 17 7 7
.10 707 606 681 606 606
10.0 col. .05 576 463 578 463 463
.01 320 243 352 243 243
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5 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 89 86 133 86 86
inter. .05 43 38 73 38 38
.01 6 7 16 7 7
.10 83 99 183 99 96
Tow .05 38 41 124 41 42
.01 6 7 38 7 4
.10 707 473 645 473 481
19.4 col. .05 576 361 522 361 357
.01 320 159 346 158 160
.10 89 84 179 84 84
inter. .05 43 49 115 49 49
.01 6 8 45 8 8
.10 83 0 0 0 0
Tow .05 38 0 0 0 0
.01 6 0 0 0 0
.10 707 0 0 0 0
24.4 col. .05 576 0 0 0 0
.01 320 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
.10 83 0 0 0 0
Tow .05 38 0 0 0 0
.01 6 0 0 0 0
.10 707 0 0 0 0
26.6 «col. .05 576 0 0 0 0
.01 320 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
.10 83 0 0 0 0
TOow .05 38 0 0 0 0
.01 6 0 0 0 0
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2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 707 0 0 0 0
40.6 col. .05 576 0 0 0 0
.01 320 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
For X%2< 2.6, there were no significant D values. The

method of unweighted means, Method 1, and Method 2 produced

significant D values for CZZ 3.6 for columns. An exami-

nation of Table XI reveals that for 3.6 < CKZ 19.4 these
three methods yielded fewer significant F values than the

equal cell method; and thus, they were committing Type II
errors. The method of expected frequencies had significant

D values for X2 2> 19.4. Table XI reveals that at x? - 19.4,

this method committed Type II errors also.
For X2 2>

D values and zero significant F values.

24.4, all four methods produced significant
Thus, all four meth-
ods were committing Type II errors for these Chi-square values.
Table X and Table XI show the results of the four methods
when no effect was built-in to rows or interaction. All four
methods yielded significant D values for ‘7(2 24,4, An
examination of Table XI shows that the number of significant
since no

F values for these methods was zero. However,
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effects were built-in to rows and interactions, these methods
were not committing Type I errors. The method of expected
frequencies yielded significant D values for CKZZ;Z 6.4 for
rows and CX? = 8.6 for interaction. Table XI shows that
these were caused by an exceedingly large number of signifi-
cant F values. Thus, Type I errors were committed.

The methods of unweighted means, Method 1, and Method 2
yielded no other significant D values than those previously
mentioned. Table XI reveals that the method of unweighted
means and Method 1 yielded virtually the same number of sig-
nificant F values for rows and interactions. Method 2 results

were extremely close.

Effect of Changing Power

Column effects were also simulated for power of .80 and
.95. For power of .80 and 7(2 = 3.6, row and interaction
D values were identical to those produced by the power of
.60 and 9(2 = 3.6 situation in Table X. The column D values
were different but yielded the same overall significance.
For 3(2 = 10.0 and power of .80, the D values for columns
were close to those from power of .60 and produced the same
overall results as Table X. The row and interaction D values
were identical to Table X. For X% = 19.4 and power of .80,
D values for rows and interaction were again identical to
the .60 power values in Table X. The column values were
extremely close to the Table X values. Overall significance

was the same.
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For power of .95 and 9(2 = 10.0 and 19.4, the row and
interaction D values were identical to the power of .60
values in Table X. Column D values produced the same overall
significance with all four methods significantly different

from the equal cell case.

Effect of Changing Seed Numbers

An examination of the effects of four different seed
numbers on the results was made for %2 = 19.4 and power of
.80. Results for three of the four seed numbers were the same
in terms of the number of significant D values. One seed
number, however, produced all four methods significantly dif-
ferent from the equal cell method on rows while the other
three seed numbers resulted in only a significant D value

for the method of expected frequencies.

Interaction Effects Case

Interaction effects were created in the same manner that
the row case and column case were simulated. Cell means
were produced such that interaction effects would occur with
a power of .60 at &= .05. There were no built-in row or
column effects, and any that occurred did so by chance. Dis-
proportionality was established in the same manner as before.

Table XII contains the D values of rows, columns, and
interaction for the interaction case as disproportionality

increases. Table XIII contains row, column, and interaction



F frequencies at the .10,

for the four methods of handling disproportionality.

TABLE XII
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.05, and .01 levels of significance

D VALUES FOR THE INTERACTION EFFECTS CASE COMPARING THE
FOUR METHODS OF HANDLING DISPROPORTIONALITY TO THE
EQUAL CELL ANOVA AS ‘X2 INCREASES FOR
ROWS, COLUMNS, AND INTERACTION

D values
Method Method
X 2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .000 .000 .000 .000

0.0 col. .000 .000 .000 .000
inter. .000 .000 .000 .000

TOW .020 .024 .020 .020

1.6 col. .016 .014 .016 .016
inter. .015 .014 .015 .015

‘Tow .014 .027 .014 .021

2.6 col. .020 .038 .020 .031
inter. .025 .016 .025 .025

TOow .021 .041 .021 .021

3.6 col. .034 .023 .034 .034
inter. .047% .014 .047% .047%

Tow .034 .057% .034 .034

6.4 col. .015 .051% .015 .015
inter. .100%* .038 .100%* .100%

*
Significant

at the .05 level.
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D values
Method Method
X 2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .029 .070% .029 .097%

7. col. .020 .194% .020 .211%*
inter. L131%* .074% .131% .131%*

TOW .025 .076% .025 .024

8. col. .027 .089%* .027 .043%
inter. .131% .054% .131% L131%

TOW .027 .189% .027 .058%

19. col. .017 L177% .017 .018
inter. L270% .133% L270% .270%

TOowW .624% .420% .688% L727%

26. col. .640% .448% .692%* .643%
inter. L977% .961%* .978% .976%

TOW L722% .524%* .751% .751%

40. col. .707% .550% L741% .693%
inter. .983% .976% .985%* .985%

TOW .746% L452% .787% .688%

59. col. .738% .525%* .788% .846%
inter. .978% .974% .991% .991%*
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FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE INTERACTION EFFECTS CASE AT THE .10,

.05, AND .01 LEVELS OF SIGNIFICANCE
AS DISPROPORTIONALITY INCREASES

2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 83 83 83 83 83
TOW .05 38 38 38 38 38
.01 6 6 6 6 6
.10 109 109 109 109 109
0.0 col. .05 49 49 49 49 49
.01 7 7 7 7 7
.10 721 721 721 721 721
inter. .05 589 589 589 589 589
.01 317 317 317 317 317
.10 83 72 78 72 72
TOow .05 38 36 37 36 36
.01 6 6 7 6 6
.10 109 102 108 102 102
1.6 col. .05 49 51 58 51 51
.01 7 14 15 14 14
.10 721 713 723 713 713
inter. .05 589 585 598 585 585
.01 317 308 322 308 308
.10 83 80 92 80 84
TOW .05 38 39 44 39 40
.01 6 6 6 6 5
.10 109 113 128 113 118
2.6 col. .05 49 59 68 59 61
.01 7 16 20 16 16
.10 721 696 712 696 696
inter. .05 589 564 591 564 564
01 317 296 333 296 296
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2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 83 75 93 75 75
TOW .05 38 37 44 37 37
.01 6 7 7 7 7
.10 109 104 111 104 104
3.6 col. .05 49 55 66 55 55
.01 7 14 19 14 14
.10 721 701 725 701 701
inter. .05 589 550 592 550 550
.01 317 270 303 270 270
.10 83 80 102 80 80
TOW .05 38 40 61 40 40
.01 6 7 12 6 6
.10 109 96 134 96 96
6.4 col. .05 49 47 64 47 47
.01 7 8 17 8 8
.10 721 633 693 633 633
inter. .05 589 489 567 489 489
.01 317 237 309 237 237
.10 83 80 110 80 125
TOW .05 38 48 64 48 61
.01 6 8 17 8 20
.10 109 111 255 111 260
7.4 col. .05 49 67 153 67 153
.01 7 14 58 14 50
.10 721 597 647 597 597
inter. .05 589 458 541 458 458
.01 317 199 290 199 199
.10 83 75 122 75 76
TOoW .05 38 37 65 37 41
.01 6 8 20 8 8
.10 109 117 176 116 133
8.6 col. .05 49 48 101 48 57
.01 7 12 25 12 11
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2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 721 590 673 590 590
inter. .05 589 459 541 459 459
.01 317 221 308 221 221
.10 83 99 243 99 113
TOW .05 38 46 154 46 56
.01 6 3 53 3 6
.10 109 123 250 123 118
19.4 col. .05 49 61 168 61 63
.01 7 12 69 12 10
.10 721 451 590 451 451
inter. .05 589 331 493 331 331
.01 317 136 308 136 136
.10 83 0 0 0 0
TOW .05 38 0 0 0 0
.01 6 0 0 0 0
.10 109 0 0 0 0
26.6 col. .05 49 0 0 0 0
.01 7 0 0 0 0
.10 721 0 0 0 0
inter. .05 589 0 0 0 0
.01 317 0 0 0 0
.10 83 0 0 0 0
TOW .05 38 0 0 0 0
.01 6 0 0 0 0
.10 109 0 0 0 0
40.6 col. .05 49 0 0 0 0
.01 7 0 0 0 0
.10 721 0 0 0 0
inter. .05 589 0 0 0 0
.01 317 0 0 0 0
.10 83 0 0 0 0
TOoW .05 38 0 0 0 0
.01 6 0 0 0 0
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TABLE XIII--Continued

2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova | Means Freq.
.10 109 0 0 0 0
59.6 col. .05 49 0 0 0 0
.01 7 0 0 0 0
.10 721 0 0 0 0
inter. .05 589 0 0 0 0
.01 317 0 0 0 0

Table XII shows that for X% 3.6 the method of unweighted

means, Method 1, and Method 2 all yielded significant D
values for interaction. The method of expected frequencies
yielded significant D values for 0(222 8.6. An examination
of Table XIII shows that in each of these cases, there were
fewer significant F values at the .10, .05, and .01 levels
than the equal cell method yielded. This is indicative of
the occurrence of Type II errors in each case.

The row and column values in Table XII show that for
7(;322 6.4, the method of expected frequencies yielded signi-
ficant D values. Table XIII shows that this was due to an
exceedingly large number of significant F values for this
method except for ’7(2 2 26.6. Thus, Type I errors are being
committed for 6.4 < 7(215 26.6. The method of unweighted
means and Method 1 produced significant D values for ‘7(2
2 26.6 for both rows and columns. Table XIII reveals that

there were zero significant F values for fX.ZQZ 26.6 for all
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four methods. Thus, no Type I errors were being committed
there. Table XII shows that for rows, Method 2 yielded sig-
nificant D values for X2 = 7.4 and X?%>19.4. For x? =
7.4 and 19.4, Table XIII shows that Method 2 yielded too many
significant F values at the .05 level. Thus, Type I errors
were being committed. For the columns, Table XII shows that
Method 2 yielded significant D values at X2 = 7.4 and 8.6
and XZ22> 26.6. Table XIII shows that for x? - 8.6,
Method 2 yielded too many significant F values. Thus, Type

I errors were committed.

Effect of Changing Power

Interaction effects were also simulated for power of .80
and .95. For power of .80 and 7(2 = 3.6, row and column D
values were identical to those for power of .60 in Table XII
for CKZ = 3.6. While the D values differed for interactions,
the overall results were still the same in terms of which
methods were significantly different. For X% = 7.4 and
power of .80, all D values were different but overall results
of significance were the same as power of .60 in Table XII.
For 7(2 = 19.4 and power of .80, the D values were different
but overall results were the same.

For 7(2 = 7.4 and power of .95, D values were different
from those of power of .60 and ?ﬁz = 7.4 in Table XII. For
rows and interaction, the overall significant D values were

the same. However, for columns, all four methods were
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significantly different for 7(2 = 7.4 and power of .95 whereas
in Table XII only the method of expected frequencies and
Method 2 are significant. For 7(2 = 19.4 and power of .95,
overall significant D values were the same as those in Table

XIT for X2 = 19.4.

Effect of Changing Seed Numbers

An examination of the effects of three different seed
numbers on the results was made for QCZ = 7.4 and power of
.80. Two of the three seed numbers yielded the same overall
results as those in Table XII. One seed number produced a
nonsignificant D value for the method of expected frequen-
cies for rows which Table XII did not. Otherwise, changing
seed numbers made no difference in the outcome of significant

D values.

Row and Column Effects Case

Row and column effects were created in the same manner
that the row, column, and interaction cases were. Cell means
were produced such that row effects and column effects would
occur with a power of .60 at OC= .05. There were no built-in
interaction effects, and any that occurred did so by chance.
Disproportionality was established in the same manner as
before.

Table XIV contains the D values of rows, columns, and
interaction for the row and column case as disproportionality

increases. Table XV contains row, column, and interaction



F frequencies at the

for the four methods of handling disproportionality.

TABLE XIV
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.10, .05, and .01 levels of significance

D VALUES FOR THE ROW AND COLUMN EFFECTS CASE COMPARING THE
FOUR METHODS OF HANDLING DISPROPORTIONALITY TO THE EQUAL
CELL ANOVA AS "X 2 INCREASES FOR ROWS,

COLUMNS, AND INTERACTION

D values
Method Method
X ? of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .000 .000 .000 .000

0.0 col. .000 .000 .000 .000
inter. .000 .000 .000 .000

TOW .024 .013 .024 .024

1.6 col. .021 .017 .022 .021
inter. .026 .021 .026 .026

TOW .027 .017 .027 .026

2.6 col. .036 .011 .036 .035
inter. .026 .021 .026 .026
TOW .045% .016 .045% .045%
3.6 col. .044% .011 .044% .044%
inter. .036 .017 .036 .036
TOW .084% .026 .084% .084%
6.4 col. .068% .027 .068%* .068%
inter. .030 .032 .030 .030

K. -
Significant

at the .05 level.
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D values
Method Method
X 2 of of Method Method
value Unwtd. Exp. 1 2
Means Freq.

TOW .096% .033 .096% .092%

8. col. .092% .036 .092% .086%
inter. .031 .056% .031 .031

TOW L131% .037 L131% L131%
10. col. .113% .033 .113% .113%*
inter. .022 .070% .022 .022
TOoWw .228% .072% .228% .223%
19. col. .225% .082% .225% .226%
inter. .038 .147% .038 .038
TOW .983% .970% .986%* .987%

24. col. .966% .924% .970% .930%
inter. .620% .619% .665% .665%
TOW .986% .953%* .987% .989%
26. col. .952% .895% .962% .955%
inter. .636% .508% .684% .684%
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FREQUENCIES OF ROW, COLUMN, AND INTERACTION F VALUES FOR
THE ROW AND COLUMN EFFECTS CASE AT THE .10,

.05, AND .01 LEVELS OF SIGNIFICANCE
AS DISPROPORTIONALITY INCREASES

5 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 712 712 712 712 712
TOW .05 579 579 579 579 579
.01 308 308 308 308 308
.10 707 707 707 707 707
0.0 col. .05 576 576 576 576 576
.01 320 320 320 320 320
.10 89 89 89 89 89
inter. .05 43 43 43 43 43
.01 6 6 6 6 6
.10 712 688 705 688 688
TOW. .05 579 555 566 555 555
.01 308 300 316 300 300
.10 707 692 705 692 692
1.6 col. .05 576 581 593 581 581
.01 320 299 320 298 299
.10 89 93 98 93 93
inter. .05 43 43 45 43 43
.01 6 13 19 13 13
.10 712 690 713 690 688
Tow .05 579 552 580 552 553
.01 308 290 325 290 289
.10 707 682 705 682 672
2.6 col. .05 576 549 576 549 547
.01 320 284 317 284 287
.10 89 90 103 90 90
inter. .05 43 46 52 46 46
.01 6 10 11 10 10
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2 Method | Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 712 677 701 677 677
TOow .05 579 534 572 534 534
.01 308 280 324 280 280
.10 707 674 709 674 674
3.6 col. .05 576 543 579 543 543
.01 320 276 317 276 276
.10 89 89 103 89 89
inter. .05 43 45 51 45 45
.01 6 9 13 9 9
.10 712 628 690 628 628
row .05 579 509 582 509 509
.01 308 258 334 258 258
.10 707 647 691 647 647
6.4 col. .05 576 508 577 508 508
.01 320 269 347 269 269
.10 89 88 107 88 88
inter. .05 43 49 65 49 49
.01 6 8 13 8 8
.10 712 630 693 630 627
TOW .05 579 483 575 483 487
.01 308 235 330 235 235
.10 707 615 676 615 621
8.6 «col. .05 576 495 577 495 494
.01 320 253 346 253 249
.10 89 86 125 86 86
inter. .05 43 42 69 42 42
.01 6 8 16 8 8
.10 712 591 675 591 591
TOoW .05 579 448 553 448 448
.01 308 222 329 222 222
.10 707 606 681 606 606
10.0 col. .05 576 463 578 463 463
.01 320 243 352 243 243
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) Method Method
X Equal of of Method | Method
value Cell Unwtd. Exp. 1 2
Anova Means Freq.
.10 89 86 133 86 86
inter. .05 43 38 73 38 38
.01 Q 7 16 7 7
.10 712 494 648 494 498
TOow .05 579 351 538 351 356
.01 308 145 332 145 157
.10 707 482 648 482 481
19.4 col. .05 576 369 526 369 361
.01 320 161 348 161 160
.10 89 84 179 84 84
inter. .05 43 49 115 49 49
.01 6 8 45 8 8
.10 712 0 0 0 0
TOW .05 579 0 0 0 0
.01 308 0 0 0 0
.10 707 0 0 0 0
24.4 col. .05 576 0 0 0 0
.01 320 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
.10 712 0 0 0 0
row .05 579 0 0 0 0
.01 308 0 0 0 0
.10 707 0 0 0 0
26.6 col. .05 576 0 0 0 0
.01 320 0 0 0 0
.10 89 0 0 0 0
inter. .05 43 0 0 0 0
.01 6 0 0 0 0
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In analyzing the data from Table XIV, the rows and col-
umns data will be examined separately from interaction due
to the built-in row and column effect. In Table XIV, the
overall significance of D values followed the same pattern
for both rows and columns. For X?%<L 2.6, there are no sig-
nificant D values. For 122 3.6, the method of unweighted
means, Method 1, and Method 2 produced significant D values.
An examination of Table XV reveals that for 3.6 < ‘X 2
< 19.4 there were fewer significant F values for these three
methods than the equal cell method for rows and columns.
This is an indication of the presence of Type II errors since
there were built-in effects for rows and columns. All four
methods produced significant D values for X% = 24.4 and 26.6.
Table XV shows that the frequencies of significant F values
for these levels of disproportionality were zero. Thus,
Type II errors were committed. The method of expected fre-
quencies had a significant D value at ’7C2 = 19.4. Table XV
shows that this method yielded fewer significant F values
than the equal cell method. Type II errors were committed.
For interaction, Table XIV shows that all four methods
produced significant D values for fXLZEZ 24.4. Table XV shows
that all four methods produced zero significant F values at
these levels of disproportionality. Since no effect was
built-in for interaction, no Type I error was committed.
Otherwise, the only significant D values were for the method

of expected frequencies for 7(:32: 8.6. Table XV shows that
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with the exception of ‘7(2 2 24.4, the method of expected
frequencies produced many more significant F values at the
.10, .05, and .01 levels than the equal cell method for in-

teraction. Type I errors were committed.

Effect of Changing Power

Row and column effects were also simulated for power of
.80 and .95. For power of .80 and Cﬁz = 3.6, interaction
D values were identical to those in Table XIV and row and
column overall results of significance were the same. For
7(2 = 10.0 and power of .80, interaction D values were again
identical to the power of .60 D values in Table XIV. Row
and column results were the same. 9(2 = 19.4 and power of
.80 produced similar results. Row and column results were
the same as those in Table XIV. Interaction D values were
identical to those in Table XIV.

For CKZ = 19.4 and power of .95, interaction D values
were identical to those in Table XIV for X% = 19.4 and
power of .60. Row and column overall results were the same

as Table XIV.

Effect of Changing Seed Numbers

Four different seed numbers were used to achieve 7(2 =
19.4 and a power of .80. All four seed numbers produced the
same overall results. All four methods produced significant
D values for rows and columns on all seed numbers. For in-

teraction, all four seed numbers produced significant D
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values for the method of expected frequencies but not for the

other three methods.



CHAPTER V
SUMMARY, FINDINGS, CONCLUSIONS, AND RECOMMENDATIONS

Summary

Traditional methods of computing analysis of variance
for two-way designs fail when disproportionate cell frequen-
cies occur. At least eight methods of handling this problem
have been mentioned in the literature. These include the
method of discarding data, the method of estimating missing
data, the method of unweighted means, the method of expected
cell frequencies, the method of weighted means, Method 1 (com-
plete linear-model analysis - a multiple regression model),
Method 2 (experimental-design analysis - a multiple regression
model), and Method 3 (step-down analysis - a multiple re-
gression model). Four of these methods were selected for
this study: the method of unweighted means, the method of
expected cell frequencies, Method 1, and Method 2.

A Monte Carlo study was conducted to determine the ef-
fects of varied disproportionality on these four methods for
a two by two factorial design fixed model. Probgbility dis-
tributions of F values for these four methods were compared
to an equal cell method by using Kolmogorov-Smirnov tests.

Chi-square values were used to measure disproportionality.

93
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Five cases were examined: the no effects case, the row
effects case, the column effects case, the interaction effects
case, and the row and column effects case. These effects
were generated through the use of noncentral F distributions.
The cases were used to provide information concerning Type 1
and Type II errors.

Kolmogorov-Smirnov D values and their significance were
presented in tabular form. Frequencies of F values at the
.10, .05, and .01 levels of significance were presented for
all cases. In each case, an examination of several seed num-
bers and their effects on results were presented. In cases
with built-in effects, power values were changed in order to

examine the effect of power on the results.

Findings

It was hypothesized that Method 1 and Method 2 would
give diverging results as disproportionality increased. This
did not occur in this study. In four of the cases studied
(No Effects, Row Effects, Column Effects and Row and Column
Effects), Method 1 and Method 2 did not differ in the number
of significant D values produced. In the Interaction Effects
case, Method 2 produced significant D values three times when
Method 1 did not out of thirty-three values. In general,
Method 1 and Method 2 produced quite similar results for all
levels of disproportionality with a slight divergence as dis-

proportionality increased.
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A second hypothesis was that the unweighted means analy-
sis and the method of expected frequencies would give diverging
results as disproportionality increased. This was true in
this study. As disproportionality increased, these two tech-
niques diverged in every case. Where effects were built-in,
the method of expected frequencies maintained much lower D
values as Chi-square increased. When no effects were sim-
ulated, the unweighted means analysis maintained much lower
D values as Chi-square increased.

The third hypothesis was that for moderate levels of
disproportionality (3.6 < CK.ZIE 19.4), Method 1 and the
unweighted means analysis would give less spurious results
than Method 2 and the method of expected frequencies. Method
1 and the unweighted means analysis yielded almost exactly
the same D values in all cases for low through moderate dis-
proportionality. The number and location of significant D
values was in all cases the same for these two methods.
Method 2 also yielded almost the same results. Only three
times in 162 levels of disproportionality in five cases did
Method 2 yield significant results when Method 1 and the
unweighted means analysis did not. The method of expected
frequencies yielded much different results than the other
three methods. However, this does not mean it yielded more
spurious results.

When no effects were simulated in a given case, the

method of expected frequencies consistently yielded spurious
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results for moderate disproportionality. Type I errors were
commonly committed. Rarely did Method 1, Method 2, or the
unweighted means analysis yield spurious results when no
effects were simulated and disproportionality was moderate.

However, when effects were simulated, Method 1, Method 2,
and the unweighted means analysis consistently produced spur-
ious results for moderate disproportionality. Type II errors
were commonly committed by these three methods. The method
of expected frequencies rarely committed Type II errors for
moderate disproportionality.

The fourth hypothesis was that for extreme levels of
disproportionality ( 91221 19.4), all four methods would
yield results that tend to converge on each other. In all
cases, all four methods yielded zero number of F values at the
.10 level or lower. All were significantly different from
the equal cell case.

The fifth hypothesis that for extreme levels of dispro-
portionality, all four methods would give results that are
spurious, seems to be true. Because of the zero number of
F values when an effect was simulated, Type II errors were
committed in all cases for extreme disproportionality. How-
ever, when no effects were present, no Type I errors were
committed. A closer examination of the F probability dis-
tributions showed that small F values were in abundance, and
the F probability distributions were greatly skewed towards

the small probabilities (large F values). For extreme
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disproportionality, all four methods seem to yield an extremely
large number of small F values.

The sixth hypothesis was that there would be a point of
disproportionality at which one or more of the four methods
would give spurious results. In every case where an effect
was simulated, at least one and in many instances three meth-
ods produced spurious results beginning at 7(2 = 3.6. This
value has a probability level of about .06. In all no effects
cases, the first spurious results occurred for interaction
at C(z = 8.6. This value has a probability level of about
.006. In all no effects cases, the first spurious results
for rows and columns occurred at Clz = 6.4 with a probability

level of about .01.

Conclusions

Based on this study (within the context of the given
parameter) several conclusions were reached.

1. For small levels of disproportionality ( 7(2-< 3.6),
all four methods will yield similar nonspurious results; and
thus, any of the four methods would be appropriate for use.

2. For moderate levels of disproportionality (3.6 =<
7(:2:£ 19.6), Method 1 and the unweighted means analysis appear
to be the best methods to use to control Type I errors. The
method of expected frequencies is the best method for control
over Type II errors.

3. For extreme levels of disproportionality ( X2 >

19.6), none of the four methods is appropriate for use.
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4. Method 1 and the unweighted means analysis yield
similar enough results that the researcher can use either
method with the same success in a given situation.

5. There is little difference between Method 1 and
Method 2.

6. At a Chi-square with a probability level of less than
or equal to .06, at least one of the four methods yields spu-

rious results in all cases.

Recommendations for Further Research

It is suggested that further research could be done in
several areas of this study. Other designs besides a two by
two should be investigated to see if these results still hold.
Violations to the assumption of equal variance could be ex-
amined under these conditions. Mixed and random models could
be studied to determine how these methods of handling dispro-
portionality react. Factorial designs other than two-way
need to be examined for the effect of disproportionality on
these four methods. Other numbers of values per design could
be examined. With a larger number of values, a more contin-
uous distribution of potential Chi-square values could be
achieved. Thus, there would be more levels of dispropor-

tionality to examine.



APPENDIX A

CELL SIZES FOR CHI-SQUARE LEVELS OF DISPROPORTIONALITY

Number in Cell

7(2 values one two three four
0.0 10 10 10 10
1.6 8 12 12 8
2.6 7 13 12 8
3.6 7 13 13 7
6.4 6 14 14 6
7.4 4 16 11 9
8.6 6 13 16 5

10.0 5 15 15 5
19.4 4 13 20 3
24.4 5 9 3 23
26.6 2 22 13 3
40.6 3 8 27 2
59.6 5 1 3 31
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THE COMPUTER PROGRAM
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£/
2/
/7
r

CICE Y NI I YOI YOV ey Oy

101

TR JOT 2064 =2 Y0, 25020 PO ATK LA
ExoC SURCLG
FORTLSYSIN LD *

The FI28T oATA CARG

TRE SC0ND 23TA CARD S+40ULD HAVE T4E St

TrE FOUKR 2z NUMBERS IN CULS. 18

FIRST, =Tw T O SECOND.
RO OUATA LA SHMLD HAVE THE MNIMEER OF PUNS DESIRED IN COLS. 1

SHTEJLD B THE SEed NuMBER IN COLS. & - 13
S R OIN LCLS. & - 13 AND

23 wiTH CELLS IN RCw ONE

TIPS PROGEAM [4 SE 2X2 DESIGAS CONLY. 1T MUST BE MODIFIED
[ATERMALLY FTF OIAEF
%3

T
TC CHANGE THE KJMBER UNS DESIREDy IN ADDITION TO CHANGING DATA

THREE, THE 23923 STATEY ﬁ* Moo= leNy MUST BE CHARNGED AND 156TH STATE-
MENTy 72T = 14N,y RUST 2E& CHANGED,
THIS PRCOSGRAM §S SET T8 PUN FOK A MEAN = 10 AND & STANDARD DEVIATIZN OF
2 (&Y AND S,
CURPREMTLY %57 TC' STATEMENTS HAVE BEEN [NSERTED T2 COMIT PRINTING QUT
INGIVIDIAL Sz TH2D RESULTS,
THE EQUAL CELL PRUOGRAM IS IN ONE LOOP AND THE STHER FOUR HETHODS ARE
IN A SECOONG LGP,

Pep{ ICIT RELL*8 (A-H,D-Z7)

CIMENSTON SUM2{2,2)

DIMZNSION ANGVATIZ24,20),CELLNI 2427 4SUMI2,423,R3UM{2),05U%(2}

CIMENSTON ROwWN{21.,C0LNT2)

CIYENSION A1a5) oX U458 ). X5{45),CNT (451 ,EW{45)

DIVERSION 2S50{ 50 o ESS5050),U0R(45,45) ,RW[45,45)

SIMeENSTON XQUHKS LYy XPREFKS(21) 4 XRMIKS{21 ), XRM2KS{ 21}

DIMENSTICON AwKS{47};XLF'V<!?1? XCMIKS{21 3y XCM2KSL 21}

OEACNS Iy X’} KS{ZIYy XTEFKS(21) 9 XIMILKS{21) « XIM2KS(21)

SIMENSION TITLEL20),LAREL(S) o FHTIZ201,MF{99),MFA(14)¥FB(14)

RELL MDED{21)},M05C{21) yMDFT{21) ,MFK{ 2i3'%FCi21)gWFI(213

BOAL M»H£5(7},,rrCtr{713,NFIEF(ZLinF2MI(ZIJ9HF3M1(21!,MFlMl(Zl)

FEAL MESV2{ZLY o MFLA2{21) s MFLIM2(21)

REAS{S, 1) IX

7 FOIMATIS5X,18)
DTS IhL=1,21

MFR{IDLI=CD
MFC[I?LJ:O.G
”ﬁ’(ID =3.0

"‘(IDL)-O o
VF‘EF(IDLI—O.J
MEIEELIDL)=G.
MEZ#ILIDLI=D.0
vE3M1{10L)=0.0
METMILIDL}=0.0
MESM2(I0LY=0.0
”F4““{IJL}=O.O
MEIMZ{IDLY=0.
MOFR{ 1D L)“uno
MOFCUIDLI=CG.0
MODFI(IOL)=0.0

S0 CONTINUE

(=)
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S=2.03
AM=102.0
V=3.0
WRTTE{H,5])
FORMAT{141)
00 30 I=1,2
D0 30 J=1,2
50 30 L=1410
CALL GAUSS(IXyeSsAM,V)
SURRDUTINE S5AUSS{IX,S:AM,V)
A=3 .0
00 50 K=1l,12
CALL FANDME{IX,Y)
53 A=A+Y
V={ A=56.3) S+ AM
RETURN - ‘
END
ANIVATLI,d,L0=V
30 CONTINUE
G2 TG 8748
411 WRITE(&644)
5 FORMAT(20X, YANUVA TARLEY,////7)
DD 60 K=1,10
IS I TS ] dJ=142,2
I=1
WRITEL642) ANODVAT{I,J K}, ANOVAT{T,J+14K)
FORMATL10XsFB845412X,F8.5)
CAONTINUE
WRITE{6,3)
3 FORMATIL//)
DO 75 K=1,190
DC 70 J=19242
1=2
WRITE{B6,4) ANOVAT{!,4,K), ANOVAT{I,J+1,K)
4 FORMATUI0X,F3.5,12%X,F8.5)
723 CONTINUE
873 DD 11 I=1,2
00 11 J=1,2
CELLNLT 2 J)=0.0
SUM(T,3)=C.0
RSUM{TI=0.0
CSUML Ui =0.0
ROWN{TINI=0.0
COLNII)=0.0
11 CONTINIJE
TOTAL=0.0
TXZ:OQO

[9)]

r
[SEY)
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412

103

=CELL\(1:J)*I.O
UM{T,J)+Y

ﬁ)U“(;)—QSUM{I)+Y
CSUMLSY=CSIMd)+Y
TOTAL=TUOTAL+Y

TX2=TA2+YY
EORM{TI)I=R0aNTIT I+, 0
CCLNGSY=CCLN{J) +1 .0
T”*“”‘T“T&LV+I o]

CNTINUE

PSSQI ({1L0/ROWNELIIELRSUMILI =% 23 )1+ { [ 1. C/ROWN{ 2D} *(RSUM(2)*%2) )

PSSR2={ TOTALX%2)/TOTALN

SSR=PSgR1-PSSR2

Su» OF SOUARES FOR Tw0O ROWS
PSSCI=1113/C0LAL L)) R{CSUMIL)=x2) )+ 0{1.0/00WN{2))*{CSUMI{2)%%2))
SSC=P5SC1-P3SR2

SUY SF STUARES FZ22 THAC COLUMNS CNLY

SSTI={{ 1. C/CELLNU 1oL P ={SUM{L 1= %2) )4 { (1eD/CELIN(L 2} #{SUN{]L1,2)%
1223340 L 0/CELUNG 2, 1Y I *{SUME2, 13%%2) s+ { {1D/CELINTIZ2,2) )% SUM{2,2)%
1*21)

SUM OF SIUARES FOR FOUR CELLS CNLY

SSI=S511-PSSRLI-BSSCI+PSSR2

SSA=TX2-5S11

SST=TX2-pPSSR2

DFR=1.0

NFC=1.0

DFI=1.9

NFW=36,0

DFT=36.0

XMSR=SSR/DFR

XMSL=55C/DFC

X1431=SSI/0FI

X45w=SSn/DFW

FOR=XMS2/XMSHK

FOC=XMSC/XMSHK
FDOI=XMST/XASwW :

THIS I3 THE COHYPUTATIOCN OF F DISTRIBUTIONS FOR EQUAL CELL ANALYSIS

XK=236/{36+F DR}

QPACR=] o=l le D=XX) %%, 51 ¥ 1a D+ OFYK$ 2T ok XK %% 2, O+. 3125%XK*%3 . +,273
14375%X U554 a0+, 24509 3T HXKRES [N+, 2285 38 82U N28 D4 220047252 XKE®T .0+, 1
1GE38R4xXK®xER, 04l BS54 TO03XAKREG (D4, 176100 THXN*%1De0+a163187TxXK%%]1.
104,161 17G3*XKEKF]2 o 0+4 15459805 XK%*213.04, 1444546 XK*¥14 . 0+.1444633%X
IK*==15.04, 1399493 %5XK* %1 6,0+, 1350331 %4K%%17.0)

INX=0PR3x22.0+1

G0 T4 871

WRITE(/ALy3%0 My QFEOT

8540 FORMAT{/,' QPRGBY, 13, = * ,F§.5)
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271 MER{1IDXI=MFO(IDX)+}

TFLLPRTE WL Te 2 CL)YFx{ 21 =mrn 2+

XX=32/1{35+FDC)H :

GPICE=1.0-( {10 -XRYx=, b)*il.d+a)*\K+.375¢XK**2.0+.3125*XK**3.+.273
P37 57 AR RNL D4, 2480 AT 2 NKERS, 04, 2255 8526 XK¥%A, D+ L 20047 255X Ka%T .0+, 1
1963804 XUxR3. 04,1 654703 5XKM4D .04 1 TELGLT#XK* 10,0+, 1631877 xXK*x1].
104 1011750 XM 120040 1940200 XKEP 12,04, 14594545 XKE*14,0+.1445%53R7%X
1&**15.0*.1399493*XK**16.3¥.13)3131¥Y K*x17,31

I0X=0PRI0%73,94+1

MECLIDX Y =~ECLIDXY+]

TEOCPRCE olTe «OLIAFCI21)=MFC{21)+1

XK=36/{36+FD1)

GPRRE=1 0=l {1a0-XK) %% (S ) ¥ 1,0+, 5%XK 1. 3TSEXKER 2, 0+,2125%XK*%3, 4,273
LARTS¥ XK=4 (042420227 %XK* %5 .04 2255 858K XK 256, 0+ 020047255 XK %57 ,O+. 1
1563834 XK**3, 0+, 16§~1"3*Xb**}.)*.LY&ICGI*X<*413 D+, 163187TT=XKx%]],
1O+ TETLT798*XKHH 12 004, 15498055 KX # %13 .04, 14944542 XK*%2 14,04, 1444638%X
IK*E= 15,0+, 13294093 XK%xx]15h, +.133J331*&\¢*17 01}

[DX=2PRI2720.0+1

MEI(IDXI=9FI(IOX)+1

TF(37R03 oLTe SOLIMFI{21)=MFTI{21)+]

G T3 872
3 WRITE{6,17)V

TOFGRMAT(///74" ANALYSIS OF VARIANCE FOR A 2X2 DESIGN WITH EQUAL CELL
1 FREQUENCIESY,? NUMBER 4,12,//)
wWRITE{G,18)
13 FORMAT{Y SCURCE OF'411X,'SUM OF',14X, 'DEGREES OFY,10X,*VARTIANCE",/
1)
WRITEL6416G)
19 FORMAT{? VARTATICN'y 11X,y '*SQUARES 'y 13X, *FREEDCMY ,13X,'ESTIMATE? , /)
WRITE(5,161
16 FORMATLIX,30(1=1),/7)
~PITE{&415) SSR DF?.XMSR,fDQ
15 FOUMAT(Y BOWSY 3 12XsF11.4,5%,7X¢F3. OleX,FlI 499Xy 'F = 1,F3,4,/)
wRITEL6414) SSC, UFC,XQSC FDC
14 FORMATLY COLUMNS® y09X 4F11 44, Xy TXgF2.80, 10X, F11.448BXy? F = ',£8,4,/
1)
WRTTELE13) SSIZDFI4XMSILFDI '
13 FCRMAT(! INTERACTION® 35X 1F1llete9XsT Xy F3 .0, 10X sFlle4, BX' F = ',F8.
1447)
WRITE(64912) SSWOFu XMSW
12 FDRMATIY WITHIN®, 10X, Flle4yXyTX9F3.0410XF 1l a4/ eB0(1=7),/)
WRITEZ(A,101) SST,OFT
191 FORMAT(? TOTALY 911X oF 11e499X s 7X9F3.09/980('=4),/7,80(%'=1*))
872 SSW=SSW *
103 CONTINUE
BEADIS5,201) IXeNIL,N124N21,N22
201 FOPMAT(5X,192,2X,412)
DG 300 ¥T0T=1,1000
00 351 I=1,2
DG 301 Jd=1,2
TRUT «EGQe 1 +AND. J oEQe 1iN=HNI1
IFUD EQ. 1 JAND. 4 EQ. 2IN=NI2
AFLD EQe 2 JANDe J JECQ. 13IN=NZ1

43
H



C N =

301

€ 302

- 350

303

IFUT .=0Q. 2 <AND.
OT231 K=leN

THE NUMBCR IN A
ANCVAT(I,d9K)=0.
CCNTINUE

$=2.0

AM=10,0

V=075
PEITE(6,302)
FCRMAT{1H1)

3L 303 I=1,2
nO303 Jd=1,2

IF(I .EQ. ! GANLC,
IFLED «EBEQe. 1 <AND.
IF{I «EQ. 2 <AND.
IF{T «r-Qe 2 WANC.

DC 203 L=1,N

J

J
J
J

+ENQ.
» Q.
e

PR

'EC‘

CALL GAUSS{IXySeAM,V)
SLRRCUTINE GAUSS{IXySeA™,V)

A=0.7

DO 320 K=1,12
CALL RANDME({IX,Y)
A=A+Y

-5, 01 25+AM
RETU=RN

END
ANDOVAT(T,d,L0=V
CCNTINUE

<
it
ped

C  UNWZIGHTED MEANS SCLUTION
334 D2 200 I=1.2

DC 200 J=1,2

1iIN=N11
2IN=N12
1i%=N21
2IN=N22

C 1 AND J WILL VARY WUTH DESIGN

CELIN(TJI=02.0
SUM(T,d3=0.0
RSUMLITI=D.D
CSuMJI=0.0
CoLM(J)=0.0
CINTINUE
TO0TAL=0.0
TX2=0.,0
TCTALN=0.0

DN 208 I=1+2

D2 208 J=1,2

IFL] JEQe 1 «AND.
IF{] .5Q. 1 ANDs
IF{T JEQ. 2 <ANC.
IFLD JEGe. 2 JAND,
DO 298 K=1,N
Y=AROVATIT,d,K}

CELLMNUT,,J)=CELLNIT, J) +1.0

J
J
J
J

SUMTIT»J)=S5UM{T,d)+Y

RCAN{II=RCWNIT)*1.

D

«EC.
«EGa
l‘EQ‘:‘.

+EC.

LIN=N11
2iN=H12
LIN=N21
2IN=N22

105
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41
3

8

z
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2

U

106
YY=YE®2
COLMEIY=CCLN{J)+1 .0
THATAL=TOTAL+Y
TX2=TX2+YY
TOTALN=TOTALN+L1 O
o8 CONTINUE
G2 TG 874
ARTTEL S 369 )CELINTL 1 J 9y CFLUNT L +2) 4 ZTELEINTIZ,1 ) CELLNL2,2) v
SC FORMAT(// 45X *CELINILI 31} =t,F10.5¢5X, *CELLN{152) =',F10.5:5X,CELL
1M{241) =, FlOL595X,YCELLNIZ242) =2,F10.5)

Ji

375 SSa=TXZ-({1.0/0ELLN(L,, L3I {SUMI L, 1) =23 )-({1.0/CELLN{L,2))*x{SuM(l,

123%%23 )= ({1 o0/ CELLNL2, 1)) RISUMI2,1)%%2) 3={ {1 eD/CELLN(2,2) )% (SUML2,

12)%%2})

ACELLI=S M 1,1)/0FLLNLL,1)

ACELL2=SUMI2,L)/CELLNI2,1)

ACFLL3=S50401,2) /CELLNL1,2)

ACSLLA=SUM{2,2) /CELLN(2,2)

MORE ACELLS ARE NEEDED FCR CIFFEREAT DESIGNS

ATOTAL=A0ELLLI+ACELL2+ACELL3+ACELLS

SSRUNK= ({3 {{ACELLI+ACELL3)I*#2 )} + (. 5%( (ACELL2+ACELL4)%%2)))-(ATOT
1AL%%2) /4.C

SSCUNW= (L. S*¥(LACELLLI+ACELL2)¥%2) )+ {.5%( {ACELL3+ACELL4}*%2)))={ATOT
LALE®2} /4.0

THE 1/2=.5 WILL VARY #ITH DESIGNS AS wWILL THE NG. CF ACELLS AND THE 4

SSTUNW={(ACELLI *%*2 )+ (ACELL2%=2 ) +{ACELL3*#2J+{ACELLG*%2) )={ ATOTAL%*®
123/4.0

SSTUNW=SSTUNW-S SRUNW— S SCUNW

X¥32N=SSPUNK/L .0

XMSCUN=SSCUNW/1.0

YMS TUN=SS TUNW/ .0

1.2 CAN OMNLY BE USED ON A 2X2 DESIGN KERE

ADSSESSWH(425% {14 0/N11+1.0/M12+41.0/N21+1.0/N22))

G0 T0 375

16 WRITE(E4370)ADSSW,ySSH

TO FOEMAT(// 45X, *ADSSW =1 4F11.5,5X,7SSW =% ,F13.5)

75 XMSWUN=ADSSW/3540

THE .25 AND 35.0 MUST BE CHANGED FCR ANYTHING RESIDES A 2X2

FR=XMSRUN/XMSHUN

FC=XYSCUN/XMSWUN

FI=XMSTUN/XMSWUN
COAPUTATICN OF F DIST. FOR UNWEIGHTED MEANS ANALYSIS

XK=36/( 36+FR)

CPREB=1 . 0=({1.0-XKYE%,5)%{ 1,07, 5%XK ¢, 375&XX#%2,0+,3125%XK%%3, 4,273
L43TSEXKEF 4, 0+0 24609 3T A XK K5, 0+, 2255358 XK5%6, 0+ 02094 T25%XK*%T 0441
19638045 XK%%8.0+a18567C3%XKA*9 0+, 1 TELCHTHAKER10,0+, 1681 8TTHXK¥*11.
10+ L1511 TOB4XKE$12,0+,1549805%XK3%13,04., 1654454 %XKE%14.0%. 144453 9%X
IK&% 15,044 13994335 X<*¥%16,0+. 135343 %XK%x%17.0) '

I0X=Q0PROB%20,0+1
MOERLIDX)=MOFR{ IDX) +1

IF{QPRAB JLTe CLIMDFRI21)=MDIFRI21) 4L
XK=36/{36+FC) :

QPRCE=140-{ [ 1. 0-XKI** ,5) #{1.0+o55XK+.375%XK*%2, 0+, 31 25%XK*%3,4.273
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TCB3TEAXRFHL, 0402600037 #YKE2S T4, 2255 B ER K228, D¢ . 20G4T25¥XK*xT 0+, 1
1563804 X¥KE*3 0+, 1 0547034 XK%2F 04 LTELOA THXKXE]10.0+, 163187 T%xXK*¥%11],
104010117985 XK®R]12 .04, 154C805% XKE* 3.0+, 14564545 XK*%14,0+.1444633%X
IK¥X15 0+, 13554930 X *¥ [H.0+.1353331#YK*%17,0)

[DX=0PRIR*20,0+1
MOFCLIZXI=MOFC(IDX )+

IF{CPRER LT, OLIYCFC{21)=MDFC{21)+1

XK=36/{36+F 1)

QPRG§=I.O-{(I.G_Xﬁ3**.53*(1.Q+.5*XK+.375*XK**2-O+.3125*XK**3-*c“73
L42TS*XK¥RL . J+4 24503 3Tk XKHE5, 04+, 22558585 XK %56, 0+ ,2094T25%XK**T7 0+, 1
lc63401*)(** e F L BGATO3IF XK¥*Q (D4, 1T761C5TxXKEY]ID, 04, 15681 87TEXK%%*]1,
10416117985 X% ]2 o0+ 15408055 XK¥%]13,0+, 1454454 %XK¥%14,0+.14445638%X
IKEE]5,04. 13994933 XX3% 160+, 1358331 XK*%1T7.0)

ICX=0PROB*¥2D.0+1

MOFT(IDXI=M2FTI(IDX)+1

TF{QPRT3 JLT. «OLIYDFI{21)=MDFI(21)+1
METHCD CF EXPECTED FREQUENCIES

EVCELL={RCAN{L)*COULN{L)}/TCTALN

EVCEL2={RCWN{2)*CTLNI1))/TOTALN

EVCEL3=(R2aNI1 ) #COLN{2 ) ) /TCTALN

EVOCELA={ROWN{2)*COULNTI 233 /TOTALN

TCELI=EVCELLI*ACELLL

TCEL2=EVCEL2¥ACELL?

TCEL3’cVCCL3* ELL3

TCELA=EVCEL4®ACEL

TALCEL‘lCELl*TPtL°*TCEL3+TCEL4

TEV=EVCELL+EVCEL2+SVOFL3+FVCELS

SSREc‘((KCPLI+TCEL33**2-0’/iEVCEL1+EVCEL3}+((TCELZ+TCEL4’**2.O’/(E
IVCEL2+EVCELA)-(TALCEL%=*2,0)/TEY .

SSCEF= ((TCPLl*TCELPQ** 20}/ {EVCELLI+EVCEL2)+{{TCEL3+TCEL4)*«%x2,0) /(E
IVCEL3+EVCELS)-{TALCEL %2, 0} /TEY

SSIEF=(TCELL*%2 0 )/ EVCELI+({TCEL2%*2,0)/EVCEL2+{ (CEL3%%2, 0)/EVCEL3*
LITCELSG®%2,0) /EVCELA-(TALCEL*%2.0)/T EV-SSREF-SSCEF

DFR=1.0

BFC=1.0

DFI=1.0

DFW=36.0

XMSREF=S5REF/DFR

XMSCEF=SSCEF/DFC

XMSIEF=SSIEF/DFI

XMSKEF=SSW/OFNW

FREF=XASREF /XMSWKEF

FCEF=XMSCEF/XMSWEF

FICF=X¥SIEF/XMSREF :

CMPUTATION CF F L{ST. FOR METHCD OF EXPECTED FREQUENCIES

XK=36/(36+FREF)

RPROB=1e 0= ({1 0=XKIHK g 5) X {0, SXXK4,3TSRXK*E2, 04,31 25%XK%E3,+,273
P43T5%XK%%4 .0+, 2460037 #XKF%5, 04, 22558585 XK*%6,0+,2094725%XK%%T D+ 1
1G63 804 XK*x 8,0+, 1854 T03%XKING 0+, 1TEICHTHXKEXID 0+ 168187 THXK %%,

10+ 1611798 XK¥*x12.0%, 154S805% XK4%13 .0+, 14G4454%XKF¥14.0%.1444638%X
1K**15’Q+.1399493*XK**i6-G*.I353331*XK**17.03

10X=QPROB*20,0+1] :



[

404

877

455

MEREF{IDY)=MEREEL IV¥% 151 108
TF(GP008 LUTe WOl “FREFI21I=HFREF{2]]) 1

XK=24/( 34+ECEF)
COFC2=100=({1a0=XK) #4455 {1. 0+, SAXK+.3TSEXK %2, 0% . 312 546XKEES, 4. 273
L4375 XKER 6L 04 2450937 SXK*H5,04, 2255 85 8% KK5%b4 0t 02004 7255 XK &£ 7. Orn 1
LEO3BOGHXK 28,041 354 TUBAXKA7I, 04a 1 TE5156 THXKE# 10,000 1681 87 THXKAXL].
10+ 1611TIBSXKEH12 .04, 154805 ¥ XKHH13 00+ 14544545 XKE 5140000 14446 38%
IK¥215,0+. 13694635 X5 1 £, 0+, 13533314 XK#%17.0)

10X =NpPaga%2n.0+1]

MECEF (16X)=vECEF{ 10X]) +1

LF(2PRO2 (LT, .OLIMFCEF(21)=MFCEF(21)+]

Y¥=36/{36+F 1EF)
DPROAZLL0=(11e0-XK) $¥.5) 5 (1,04, 55XKe. 3T5XXKEE2, 04031 25%KKA53 . 4,273
L4375 5XK ¥4 L0+ 2460937 £ XK ¥45. 0+, 22558585 XK %% 64 0 .2 0G4 7256 XKEAT. Or. 1
1S63 804 XKT R0+, 1854T03%KK 4.0+, 176196 T4 XK#£10.0+. 168187 T4XK#5] 1.
10+a1611TSAFXKAR 12,0k, 15496055 XK* 413, 04a 145445 4% XKEX14 .0t L4b4b33% X
IK*$15.0+. 13994935 AK¥ %1 6.0+, 1353331 #XK#$*17.0)

10X=2PCN5%220.0+1

METEFL{ICXI=MFIEF{ 1DX) +1

TFUSPROB oLTe OL)4FIEF(21)=MFIEF(21)4]

6N TN 877

WRTTE (S ,400 )N NL2y N2 1,22

FORWAT(//// 45X, P ETHID OF EXPECTED FREQUENCIES ON A 2X2 DESISN WIT
IH CELL SIZES OF%,4(2X,13),/)

WRITE(6,257)

WEITE(£,258)

WRITE(6,257)

WRTTET6,401) SSREF ) XMSREF , FREF

FORMATL/ 4G Xy VROWS 321X ' 103 TX s F Tty 4X1E T by TX oF 7o ey /)
WRITEL6,402)SSCEF yXMS CEF ,FCEF

FORMATISX, CCOLIMNST y 18Xy P10y TX, FTuk y4Xy FTale s TXs FT ok /)
WRITE(64,403)SSTEF,XMS TEF, FIEF

EPRMAT(9X o' INTERACTION g L4X 0" 10 ;5% FOule 32Ky F9 udy TXy FTuln /)

CHANGE FCR DIFFERENT THAN 2X2

WRITE(E ¢404)SS W XMSHEF '
FQQ“QT(QX;'NXTHIN‘918X,'36'y5X,FlO.4le,F9.4,/)
WRITE(E,4257)

FORMATI(5X,75({'-1%))

FORMAT{B5X, *SOUJRCE NF VARIATIGN',IOXy'DF'plOXy'SS',lOX,’MS‘,lOX,'F'
1)

TCCDEW=1

RENIND 1

NSURJI=40

MVREAD=3

NVTCT=¢

XN=NSUBRJ

IF{NVTIOT.EQ.OINVIOT=NYREAD

NS=1

N0 456 JUKB=1l.l4

MFALJUKB)=0

CONTINUE

DD 458 J=1,14

MFB{1)=0



458

463

484

(xx#%

451
C%x

452
C kA

4G3

stk

510
Corkox

480

483

TORTINUE 109

D7 458 Y=1,nviOoT
XMUT3=0.0 |
D0 468 J=1,NVTOT
COR{I,4)=0,0

N0 450 1=1,2

DN 430 J=1,2

IFLD JEQ. 1 <JANDT. J LECTe 1IN=N11
TE{T EQ. 1 JAND. J JEQ. 2IN=N12
IFCD 5D, 2 JAND. ) <EQ. 1IN=N21
PRI JEQ. 2 .a%ND. J JEC. 2IN=N22

D0 420 K=1,N

DG 4R4 NV=1,NVICT

X{4vi=0.0

X{1)I=ANOVAT [ 1,3,

X{21i=1

X{3)=J

INSERT GENERATING STATEMENTS FOR X{ 3.
L=X12}

M=X{3)

X{3}=0.3

X{L+1)=1.0

X{*+3}=1.0

X123=X{2})-X13)

X{43=X{4i-X{5)

X{5)=X{23*X{4)

GO TD {491,452,453), ICODEW

CONTINUE

INSERT GENERATINY STATEMENTS FCR PROBLEM 1}
GZ TO 510 ‘

CONTINUC

INSERT  GENERATINT STATEMENTS FCR PROBLEM 2
GO TG 5190

CONTINUE

INSERT  GENERATINT STATEMENTS FDR PROBLEM 1
CONTINUE

INSERT GENERATING STATEMENTS ABCVE THIS CARD.
RS=NS+1

00 430 JA=1,,NVTLT

XML JAT=XM{ A+ XLJA)

OT 430 UB=1,NvTLCT
COR{JALZUBI=CORLJA L JRY # XL JAY %X JB)

075 483 J=1,8NVTOT

XML =XMI I /XN
AXSUJVY=DSQRTIHCORIIZ I} ~XNXXM{ J)EXM{ I}V /I XN-1.0))
DO 4588 JA=1,NVTCT

DG 433 J3=1,NVTCT
TEAP={CORIJAZIBI=XNEM{JAIZXMIIBYI/ {XN=-1.0)
COR(JA,URI=D.D

TF{UXSTUAI EXS{URI.EQVD.C1G0 T 488
COR{SAJR)=TEMDP/UIXS{JIAI%XS{UBY)



110
489 CONTINMUE
NLN=6D

IPRINT=1D

CHmkk PRINT MEANS ANT $STANDARD CEVIATICONS
Caékx COMPUTE RESRESSION MODELS.

MD=9

D3 450 IKB=1,6

MF{1)=01

IFL I8 JEQ. 1}50C T2 531
I=FIIKB JE2. 2)5C T2 532
IFLIKR JEQe 3)GC T2 533
IFLIKB «EQ. 41G0O T3 534
IFLIKR JEQ. S)GC T 535
IFLIKR LFQ. &)50 1O 538
C THE ABOVE SET-UP IS ONLY FOR A Z2X2 DESIGN
531 MFA({1)=02
MEBI13=02
MEA(2)=04
MFB(23=04
MFA{3}=06
MER(3)=06
GO TN 529
532 ¥Mra{l)=02
MFB{1)=02
MEA{2)=04
MER{2)=04
GC T2 529
533 MFA[1)=04
ME3{1}=04
MEA(2)=06
MFEB312)=04
G2 1D 529
534 MFA{1)=02
MF3{1}=02
YFA{2)=C
MEB[2)=06
GC TC 529
535 MFA[{1)=02
MFB(1)=02
GC TC 529
536 MFA(1)=04%
ME3{1)=04%
G2 TN 529
529 N(C=1
LY=MF{1)
DD 530 I=1,14
TA=MFA{ 1)
IB=MFR{T)
IFLTIALEQ.0)GO TC 530
O2 545 K=1A,I18
NC=NC+1
545 MFINC)=K
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5203 LONTINUE
M=+
MODX=MTD+1
RSC{1)=D0.0
50 540 [=2.NC
TA=MF(1)

20 540 UJ=14NC

JA=MF{J)

547 RBWl{1,J}=COR{TA,JA)

DT 225 [=24NC

CNT(T1)=1.0

TEMP=RA{I,1}

IF{DAES{TEMP) 45T, 0.03300301)G0 TC 55¢C

CNTI(1)=0.0

GC TQ 585

555 D0 55603 J=1,NC

S60 Rwll Ji=RW{I,J}/TEMP

NC 580 [A=2,NC

TEAP=Rw{TA, I}

IF{1.ES.TA}TEMP=),0

D2 5870 J=1.N

RA{TAy1)=Ru{TA,J)-TEMPRIRW(I,J}

CONTINUE

CONTINUE

FSR{MIOXY=D.0

REGCO=XA(LY])

DC 590 I=2,NC

TA=MFI{T]}

EwWl{1,1)1=Riwl(l,1lY*CNT{I])

RSQ{MEDX)=PSQUHMCOX)+RW I, 1)*COM{IA,LY)

TF{XS({I4) EC. (0.000) XS{IA)=.1D-15

Bl TAY=RW{T 1) *XS{LY)/XS{IA)

560 REGCO=REGCO-BA{IAYXXM{IA])

DO 5G9 [Li=1.6

MEATILL)=2.7D

MEB{ILL)I=0.0

56¢ CONTINUE

450 CCONTINUE
ICODEW=IC0ODEW+]

500 ERRT={1.0-R5Q(2)1/326.0
F1=1{FSQI2)-RST(3)1Y/1.0C)/FERTM
F2=({RSQI2Z2)-RSG{41)/1.C)/ERRTH
F3={{RSQC{21-RSQY(5})}/1.0)/ERRTM
Fa={{RSQI3)-RSQ(HYI/1.0) /ERRTH
F5={{RSQ{3}-RSQI7}i/1.0)1/ERRTHM
COMPUTATICN CF F DIST. FCR  METHEQOD 1
XK=36/{36+F2)

CPROE=1 0= (1D -XK) XX O R {1 D+ 5%XK+,3T5%XK*%2 0+, 3125%XK*%2, 4,273
143757 XK%*2 4, 0+4 24060937 XK*%:5 0+ ,225585 8% XKA%E .0+ 2054 T25%XK %27 0+a 1
1CGH3BI4*XK=FF, 3+ 1854 T 02X IXT )+ 1 TELIGH THXKEX]10D, 0+, 1681 87 THXKx%x]11.
1D+, 1611798 XK*,12 ,0+e 1549005 % XKAF 13,044 146944545 XK%¥14.04e1444638%X
IK#2 155046 13GG 4G 3R XK1 6,04, 13533314 XKx%x]17.,0?

IDX=QPRCB*20,0+1

(GRS
[0 J¢ BN
WO W2



[ta]

419
900

201

112

ME2HILIDX =¥E2MILIIX)+]

[FLQPECE WU T. LCLIAF2MI{210=MFaMI{211+1

XK=25/7(36+F3}

OPROA= o= {{ Lo O=XK)RX 515l 1.0k, S2XK+, 375*)(‘{**2-0*.3125*)(3(**3-+¢273
14375*?&**4.9*-24&933?*%%**5.7*.ZESSBSE*XK**éoO*.2094725*XK**7.9+.1
1963804*XK**3-3+-1354703*XK**9.0*.1761967*XK**13.3+o1631877*XK*$11-
10*.16117?5*XK**12.3+.lSQQ@GS*XK**lB.O*.1494454*XK**14.0+.1444538*X
IK=H15 .0+, 1359493%XK=E%]16.0+41353331%XK2%17.0) '

INX=0P=x2B8%20.0+1

MEIMI(ICKY=MF3IMI{ INX}+]

IF{GPECR alTa «OlJMF3MI{213=MFINI{21)+1

XK=3AL{ 3A+F 1)

TPRCC=1.G~{(I.O-XK)**.53*(1.3+,5*XK+.3?5*XK**2.0+.3125*XK**3.+~273
14375*XK**4.3*:245093?*XK**5.3*.2255858*XK**6.O+02094725*XK**700*-l
l?ﬁ380é*%ﬂ**3.0&.1854?@3*XK**9.Q*.1761967*XK**10.0*;1531877*XK**11.
lgfaléll7QQ*XK**12.3+g1549835*XK**1349+o1494454*XK**14.9+o1444638*X
1K =x15 .04, 13909453 %XK*x%1£,04.1353331%XK%%17.0)

IDX=0PPCR%20,.,0+1

MEIMI(IDX)I=NMFIMI{IIDX)+1

TF{QPREB oLTe JOLIMFIMII21)=4F1IMI{21)+1

CO¥PUTATICN OF F DIST. FOR  METHCD 2

XK=36/1306+F5)

2?38531.?—i(1.0*XK3**45)*(1»0+.5*XK*.375*XK**2’G*-3125*XK**3-+.273
l#}?S*XK**@.O*o24%0?37*XK**5.3*.2255858*XK**6.0*-2094725*XK**7.0+.1
1@63804*XK**3.3+.1854?03*XK**9.3+.17&1967*XK**10-0*.1681877*XK**11.
1&*-1611798*%K**12.3+.15498&5*XK**13-0+.1494454*XK**14.0+.1444638*X
IK=%]15,0+4 1599493% XK k%1 6.0+, 1358331 %«XK*%17.0) :

IDX=0PAGE%2D.0+1

NESM2{IDX)=MFSY2{IDX) +1

IFIQPRNES olTe «OLIMFSMO(211=MF5M2{21)+1

XK=35/{36+F4)

Q?Qf§=1.3”{{l-O'XK)**.S)*‘1o0*.5*XK*.375*XK**2-0*-3125*XK**3¢+0273
14375*XK**4.3*qZQ&QQZ?*XK**5.0+.ZZSSQSE*XK**é-O*;ZOQQ?ZS*XK**?.O*.I
1963804*X”$*3-0+.1854793*XK**9,Q**1761967*XK**10-0*.1681877*XK**11.
10+-1611793*XK**12-3+-1549805*XK**13;0+.1494454*XK**14.D+.1444638*X
1K**15;O*.1399493*XK**16.0*-1358331*XK**1700’

IDX=0PRCEB%20,0+1

MEAMZLICXI=MFAM2{ IDX) + )

TFIGPRER olTe «OLIMF4M2(213=MF4M2(21)+1

XK=36/136+F 1)

QPQDE=1.0—((l.O-XK)**.S)*(1.0+.S*XK+.375*XK**2.0&.3125*XK**3.+.Z73
14375*XK**4.9*-2450937*XK**5.0+»2255858*XK**6.0*o2094725*XK**7.0*ol
1963834*XK**8-3+4lBSQ?CB*XK**QQO+.1761967*XK**10.Q*.1681877*XK**11.
IO*.1611798*XK**12:0*.1549805*XK**13.G*.1494454*XK**14o0+-1444638*X
1K**15.0+o1399493*XK**16-0*-1358331*XK**17-0)

ICX=QPQQE*23.3*1

MELM2LUIDX)=MFIM20IDX) +1

[F{OPROAR (L Te JCLIMFIM2{211=MF1M2{21)}+1

GC TG B78

wWEITE(6,4500)

FORMAT (/)

WPTITE(E,931)

FORMAT(S5X,23(%-1);



113

REITO(E,302)
FUREMAT(SX, "SCURCE L10X,F )
WRITE{S,%01)
WRITE(6,50231)
303 FOAIVAT{/HZ 11X, METHID 11)
wrITE(6H,C01)
WRITE(6,304)F2

QL4 FO2MATISA,"R0OxS5Y,12%X,F11.8)
PRITE(6,%05)1F3

GCH FORMAT(SY s *COLUMNSY 49X ,F11.8)
WRITE{&,%06)F1

306 FORMAT(SX, " INTCRACTICN'yS5X4F11.8)
Y RITEL6,501)
WRITEL6,50T)

SOT FOOMAT{//,11Xe " METHCD 24}

wRITF(6,901)
WRITE(5,974)F5
wRITE(6£4,905)F4
WRITE{6,C06)F1
WRITELS5,903)
GCR FURMATISX23(=%),//)
WRTTETS,S30)IRSUILIPSQ{2)48SQ(3),FSQI4) 4RS2{5) yRSGI6) ,RSQLT)

523 FQOM'\'{(//y' QSQ 1,?'3 ;4,596)7',7(41\,!:6’4’)

872 SSW=35Shw

300 LONTINUE

WRITE(5,800)

B00 FORMAT(1H1)

WRITC(6,801)
301 FORMAT{1IX,"FREQUENCY DISTRISUTICONS FOR EQUAL CELL METHOD AND FOUR
1 METHCDS OF HANDLING DISPRUPORTIGNALITY*,//)
WRITEL64350)

850 FARMAT{1X,'20W F DISTRIBUTINNS?,/)
WRITE(6,802)

EC2 FOQMATIIX,’I.OO',ZX,'.QE',ZX,'.GO',ZX.'.8S‘,2X,’.80’y2X,’.?5'.2X,'
1.73',2X,'.65',2X,'.60',2X,'.55'yZX,'.SG’,ZX,’.4S‘,2X,'.40’,2X,'.35
1"ZX".3G‘,ZX".25',2X,'.20',2X;'.15',2X1‘.IO',ZX,',OS',2X.'.01‘./
1}

WRITE(&,803)
803 FORMAT(IX,'EQUAL CELL ANALYSIS CF VARIANCE F DISTRIBUTION', /)
WQ1T€(6y304)MFRIZO)r“FR(lGB;MFR{18),MFR(IT},NFkllé),MFR(lS),MFR(14

13q”FR(lB).VFR(i23g“FQ{11)7MFQ(10’.HFQ(9),MFRXSJaMFR(7),MFR(6}.MFR(
IS4 MERLA) G MFRIZ) Gy MFRIZ),MFF{L ]} 4MFR(21 )

BO4 FORMAT(Z2X,21{F4.041X),/)

WRITE(6,820)
S23 FUORMATULIX,*F DISTRIBUTICN FOR UNWEIGHTED MEANS ANALYSIS?',/)
hQITEib,BOS)%OFR(ZQ):ﬁDFR(l?)9HDFR(1&),MDFR(17),MDFRllélyMDFR(XSD,

l”?FR(lQ),NDFR(IB),“DF?(123140”R(11),VDFR(10),“QF319}9W9F2(8),MOFR(
173,MDFR!6},%DFRIS),MDFR(4},HDFQ(3),%DFRIZ)9MDFR(1)yM@FR(ZI)

835 FOUPMAT(ZX 421 {F4.0,1%X),/)

WRITE{S5,821)
821 FORMAT(1X,'F DISTRIBUTION FOR METHOD 0F EXPECTED FPEQUENCIES®,/)
WQITE(6.806)MFREF4203,FFREF(EQQs“FREFilB),“FREF(l?D,MFREF(léinFRE

{2
(e8]
[AS]
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CRCL{Q}' W

LF{LS ) MFREF [ 14) ,MFAEF (13) ,#F0ET {121 (4FREF (111 (MFREFILD) ,¥
FTEF MEREFL2) , MFRE

{
IFTE Rl y r TEF T )y Y FREF ISy MEREF{D ), YFREF {4, MFREF( 3,
IF{LY L, MEREF(21)

BG4 FOOMAT{Z2X,211F4.04,1X)+/)

wWRITELS,022)

BRz2 FQQVQT(IX,'F DISTRIRBJTION FOR METHOD 1',7/7)
WRITE(ELEDTIMFZML{2D) 3 PF2VI{LI23 sMP2MI(1 R4 MF2MI{LTY HF2MI(16) ,MF2™

TIELISY o MF2MIE L4 #MEZMLI{L3) y¥F2VI {12} G MF2M1 {11 y4F2MI{10) MF2M1(9) M
LF291L8 ) g P2 L{T Yy MF2MLI{H )y MF2MYI{S) ,MEOM LI 4) 4y MF2MI(3) ,MF2MI{2),MF2M
P1{1 Y M2 21)

27 FORMAT( 22421 {F4.041X} 4/}

24 FORMAT{IX,*'F DISTRIBUTION FOR METHSD 2%,/

WRTTE(64523)

WRITEUEySORIMFSM2I203 yMESM2LT 3 gWFIN2L18; $MFSMZ(1T7) ¢MFSM2{16) 4 4F5H
12015) o MESM2 014 9 ¥F3M2 {13 ) yMFS 201233 4F5M2Z{11) s MFSM2(1Q)4MFEM2L{9),M
LESUM2L8) ¢MESY2{ T MESMZ2{6) 4 MF EM2(5) 4 MFSM2{4) 4MFSNM2(3) 4 MF5M2{2),MF5M
12{1),~¥F542121) '

E0R FORMAT{2X+211F4.041X),7)

WRITEE, 32%)

E24 FTRMATIL//, yTCCLUMN F DISTQIfJYIr\S' /71

ﬁhXTr(ay%75)

B25 FURMAT [IX,'EQUAL CELL ANALYSIS COF VAPIANCE F DISTRIBUTION',/)

WOTTE(6 4309 )M C{20) o MrCULSI 3 MFL(LR) yMFC LI T MFCI16) y"FC{15),4FC(14
)y MEZUI3Y, MFCLL2) 4 MFCLLILY 3 MFCL1C) yMFCUCY yMFLIB) yMFCIT) o MFCL{H) o MFCH
15 o MFC{G) s MECL3 1, MFCIZ Yy MFC(L Y MFCL 21)

BOQ FORYATIZ2X211F6.0,41X)4/)

WwRITE(5,825)

826 FORMAT(IX,'F DISTRIBUTION FOR UMNEIGHTED MFANS ANALYSIS®,/)

BRITE{ 64810 IMDFC(20) yMDFCLL19) s MOFCL{18) yMDFCL173 ,MDFC{16) 4MOFCI15),
IVROFC(L4 ), YDFC{L3) 4 MOFCI12)3MDFC{LI1 Y4 MOFC(10),MOFC(9) 4 ¥DFCI8) ,MDFCH
17) o MDFC{E) »POFCES ) s HMOFCL4) 4 DFr{3)sVDFC(Z)'MQFC(131MDFC(21)

12 FORMAT(Z2Y 21 {F4.0,1X1,/}
w1 TE{6,827}

827 FORMATLIX.'F DISTRIBUTION FOR METHCD CF EXPECTED FREQUENCIES',/)

BRITE(S,yS1LIMFCEFI22) 4 MFCEF(19) 4 FCEF(18),MFCEF{1T7),FCEFI156),MFCE
IFULS)IoMFCEFTLA) oMFCEF{ 13 ) MFCE F(1237"§CET(11}!qFCEf‘lq)yMFCEF(Q’pm
1FCEF(8)4#1F vuf(739”?CLFx6)7WFC$F(D}'NFCiF(43vPFCFF(3)yMFCFF( ) P MFCE
1IF{1)¥YFCEF(21)

811 FORMATI2X ,21{F4.0,41X),/)

WRITE{H,8283)

B28 FORMATULIX,'F DISTRIBUTION FOR METHCD 14,/7)

ARITE(S s 312 IMFIMLL20) yMF3M11197 yMF3NMI{LE) pMF3N1L1T) yMF3MI(16),MF3M
il(lS?g”F“‘l(lQ)e*F?“l(l Yo ME3MI (12 e ME3MI{1119MF3MI(10)sMF3IM1{9},M
‘F3W1(Q)wajvl(7”MF3”IXC)y“F3M1(5’er3V1‘4’Q”F3V1(3},MF3M1(Z,1MF3M
11 (1) ,MF3M1{21)

812 FORNMATUZX 21 {F4.04,1X3,7)

wWRITF(6,82G)

829 FORMAT(IX,'F DISTRIBUTICN FOR METHCD 21,/

WPITE(&vBIB}WF4MZ(20)y“F4M2{193yMFhVZIISIfMF4M2(17)yMFéMZ(l&),MF?M

ZLIBYyMFAM2 U4 ) JME4 42 (13 )4 MF4H 12LL2) 2 MF4M2{11) 2 MF4M2ZI10) sMFAM2{9) M
1‘:**\7(93y“‘f'/u"7’7),?“:4“2(6},f*f"i"“"(r)y“fw“"(“r)y FA¥2{3 )}y MF4M2{[2) 4 MF4M

L2401 )+ MF4M2(21)

813 FORMAT(2X,211F4.0,1XY,/)

[o 3]



NRITE(6,330) 115

G377 EDRRMATL// oIXe VINTERAZTION F DIST2IPUTIONSY, /1)
21 TE{6,48311)
£21 FORMAT{IX,'EQUAL CTLL ANALYSIS OF VARIANLCE F DISTRIBUTICON? /)

WRITE(DyBL4IMFI(20)yMFT{1G) 4 MFILLB)»MFILLTIGWNFI{LLO) 4MFTI{15)44FI{14
1o MFTUL3) o MPILL2) 9MFI{ L) oMFILLCY W MFI(G) 4y MFTI{8) 4MFTI{T ) MFI{6),MFI(
153y MPTL4) yMFIM3)}, MFI{ 2} MFIL L), MF1I{ 21}

214 FCRMAT{ZX,21{F4.341X),/}
WRITEL64232)
332 FORMAT{IX y'F DISTRIDUTION FOR UNYWED TED MEANS ANALYSISY, /)
35{TE(b'8l5)MDFI£ZJ)'“DFIILGI,VPFI(‘“‘ MOFTI(L1T7),MDFI{16),MDFI(15},
IMOF TLLG ) o MOFTUL3)Y y0FT(12)4MDFTI(L11) o ¥R TIL12) o MDFT{G) oMOFI(8B) 4 MDFI{
17V MFI(E )}y MOFTILB )« MDFI{4)yMDFI{3) DT 1{2¥,MDFI{1),MDFI(21)
215 FOPMATI2X,21{F4.0,1X),/)
O WRITE(6,833)
833 FOAMAT{1IX,'F DISTFIBUTION FOR METHOD (F EXPECTED FREDIJENCIES', /)

WRITE(6,BLOEVMFIEF{20) ¢y MFIEF{ 1G9 MFIEF{18) yMFIEF{17),MFIEF(16),MFIFE
IF{I5Y 4 MFLIEF(14) s MFIEF {13 )4 MFTIEF{LI2)MFIEF (Y1) MFIEFLLID)4MFIEF({), ™
LFIEFIB) 4MFIEF(T) yMFIEF(O) yMFIEF{S) yMFIEF({4) MFIEF(3),MFIEF{2)MFIE
IE{1) s MFIEFI21)

Ble FORMAT(2X,21{F4.0,1X}+7)

wWRITE(A4834)

E34 FORMAT(1X,'F DISTRIBUTICN FOR METHOD 1',/)

WRTTZ{ O BITIMFIVMLI{Z20) s MPIMI{IO) JMFINVMILIR),MEIMI(L1T) MFIMI(L1A) ,MFINM
1T1{18) oy MFIML{14) y4FIMILE3 W MFIMI(LI2Yy MFIMTI{LI1Y ,MFIMI{10D) ,MFIMI(9),4 N
IF1MI(8) ¢ MFELIVMI{ 7Yy MF1IPTI {6 yMFLIH¥L(S) yMFIMI{4),MFIMI{3 ), MFIML{2)},MF]M
11 (1} MFIMLi{2])

17 FORMAT(2X321{F4.0:1X} /)

WRITE(&,4838)

225 FORMAT({1IX,'F DISTRIBUTION FOP METHOD 2',/)

WOTTE(6,813)MF 1”2(79)1”F1Mé(19),NFlVZ(183 MEIM2 (1734 MFIM2{16) 4 MFLM
12{15) ¢ MFIM2(14) $MFLIM2013) yMFIM2L12) yMFLM2(11) +MFIM2{10) 4MFLM2{9),M
151“°(Q),VF1N2(7),”F1M9(6),NF1M2(5),VFIMZ(A),“FLM“[33 “F1M2{23,%F1M

21 e MFIM2{21)
814 F_RVAT(ZX 21{F4.0,1X},/)

PEADR{5,999)N10J0

CTG FOIMAT(IS)

XN1OC=N100D

NT sS85 N=1,19

MER{N+1)=MFR{N+1)+MFR{N)

MEC{N+1 )=NMFC{N+11+4FC {N)

METINFL)=METIN+LI+¥FI{N)

MOFR{N+1)}=MDFRIN+L}+MOFR(N)

MOFCIN+L)=MDFC{N®L)+MOFC(N)

MOFT{IN+L)=¥DFT1{N+1)+MDFI(N)

MEREFIN+1)=NMFREF{N+ 1) +MFREF (N)

MECEFIN+L)=MFDEF{N#LYSNVMECEFIN)

METES{N+L)=FIEF{N+ 1Y +MEIEF{N]

MERMI(N+L)I=YF2¥1{N+L) +2F2ML{N)

MEIM]{N+1)=MF3MI{N+ 1) +¥F3M) {N)

MELML(N+1)=MMFIMI{N+L)+MFTIMALIN)

MESNM2ZIN+FL)=WEDM2{NF1 ]} #VFSRO{Y)

MEAM2{N+L)=MFAM2{ 1+ 1) #MF4M2(N)



MEIV2{K+L )= MEI M2 IR I #¥FINMZ (N}
CONTINUE
nToess [¥X=1,21
XAYwKSEIX ) =VEL(IXI/XNLID0-MOFR{TIX)}/XN1CO
XREFKSTUIY ) =Mr { IXJ/XNIDO-MFREFIIX)/XNLIOO
XOMIKS{IX)=MER (X 3/ XNTCO-ME2MTILIXNDY/ AN10O
XEM2KSPIX ) ="FREIXI/XNLOO-MF5M2{IX)/XN10O
XCUWKSTIXY=MFL LIX I/ YNTIODO=-MOFC{IXI/XN1CO
APUakSUIXI=sMRIOIX I/ XNI0O-MDF I L IXI/XNLOO
YCERKSUIXY=FCLIXI/ANTOO-MFOEF(IX)/XN100
XIEFKS{IXNt=MFL (IX I/ XNING-VFIEF{IX)/XN1ICO
XCMIKS{IX)=MFC (X3 /XNLID-MF3 VLI IX)}/XNICO
XIHIKSTIX ) =¥F L IX Y/ XN I00=-MFLIML( DY)/ XNIOO
XCHM2KSEIXI=MrO {IX)/XNTIQO~-MFaM2{ IX )/ XN1DO
X[2KS{IXi=FT(IX)/AXN1CO-MFLIM2(]IX)/XN10O
CCNTTINUE
N1=0
Cz=0
03=0
04=0
05=0
D&6=0
27=0
28=0
D=0
010=0
011=0
712=0
DT G889 N=1,21
DT=DABS{XRUWKS{N)}J
IF(DT 5T D13 021=DT
DY=DAES{XREFKS (AN} }
IF{NDT 5T« D2) 02=0T7
CT=CABS{XPHMIKS{N})
IF{DT 5T. 03} £3=DT
DT=DABS (XRMZKS(N))
IFICT .GT. D4 D4=DT
DT=SA85(XCU“KS(N})
IF{2T .67+ D5) D5=DT
CT=DABS(XCcFKS(N))
IF(UT «5Te D6} B6=DT
‘"ABS{XrﬂlKS(N3)
IF(LT 5T« 2T} LC7=DT
T=DABSIXCM2KSIN) )
IFICY .GT. D8) DE=DT
DT=DABSIXTUWKS {N) )
IF{DT 5T+ D9) De=NT
CT=DABSIXIEFKS(N))
IF(D5T ,6T. D10 DLO=DT
DT=0DABSIXIMIKS{NI)
IF{CT .CT. D11} 211=D7
:a—DQGS(XIWZKS(V?)
IF{CT JGT. D12) Di2=0T

116



0
o

G ITELH,S490) DL,D2
QD FCRIVAT{// 42X 2 YALUE FOR ROw UN. wWT.
1W EX. FREQ. = ' +F5.3,+/)
WRITE(S6,991) D3,04
GS1 FORMAT{ /+2Xe'D) VALUE FOR R4 METHCD 1
1w METHDD 2 = '7F5.39/’
wRITELL,592) D5,D6
G2 FOIMAT(/42Xe*D VAL JE FOR COL. UNe WT.
ile EXe FRFI. = 8,F5.3,/)
WRITE(6,992) D7,08
CGC3 ETRMAT(/,2Xe*D VALUE FCR (0L, METHOD 1 = ',85.3,10X+*'D VALUE FOR C
10Le METHID 2 = %, F5.3,/1) ‘
WRITELA,5%4) 03,012
CG4 FORMAT(/ 42X '0 VALUE FCR INTER., UN. ¥T. = "4F5.3,10%,'0 VALUE FOR
TINTERS EXe FREG. = '"4+F5.35/)
WRITF{&6,9%95) D11,012
G%% FORMAT{/,42X,'2 VALUE FCR INTER. METHOD 1 = 'ZFS.3,10X,%D VALUE FOR
1 INTER, METHOO 2 = 'L,F5.3,/)
WRITE(6,4996)
SG6 FTRMATI{// 42X TABLE VALUE CF D FOR KS TESTy N = 1000 AT .05 LEVEL
1= .043%)
XNROWI=N114N12
XNRTwZ2=A21+N22
xNCCL1I=N114N21
XNCCTLZ2=N12+N22
XNTOTL=XNCOLLI+XNCOLZ
XNTEX={XNROWIXXNC DL LI/ XNTCTL
XNZEX={ XNROWIRXANCCL2)Y /XNTCTL
XNFEX=(XNROW2=XNIOL LY /XNTRTL
YNGEX={XNROQW2EXNCCL2 ) /XNTOTL
XN1l=N11
XN12=N12
Xr21=N21
XNZ2=N22
XCHI=(XNL1-XNLIEX)=#2/ XNTEX+ [ XNLZ-XYN2EX) %2/ XNZ2EX+ [ XN21-XNIEX) *%2/X
INBEXHIXNZ22-XN4&E XY *%2 /7 XN4EX
WRITE (6,997 XCHI
ST FORMAT(//742Xs"CHISY FCR 2X2 <30 PROR = 1.07%,/,2%s'CHISQ FOR 2X2 .
120 PROJ = 1.64%,/32X,7CHISY FOR 2X2 .05 PROR = 3.84%,/,2X,*CHISQ F
10R 2X2 01 PROB = 6.564%,/,2Xy 'CHISQ FOR THIS RUN = ' ,F8.3,7/)
D3 898 [X=1,290
YRUWKSTIX )=, 05 IX-MDFR{IX)/AXN1QO
XREFKSTIIX =05 X-MFREF{IX}/XNIGGC
XRMIKS{IX)=.05%[X-MF2M1{1X3i/XNLOO
XRMZ2KS{IX) =05 IX=HFESM2(IX)/XNIQD
XCUWKS{IX)=.05%[X~MOFCLIXI/XNLOO
XTUWKST{IAYI=05=IX-MDIFTLIXYI/ANLOO
XCEFKSTIX )= 06 %2IX-MFCEF{IX}/XNIDO
XIEFKS{IX )=, 05 RIX~¥FIEF{IX)/ANIOD
XCAIKS{IX )=, 08% [X~E341(IX)Y/XNLOO
XIVMIKS{IX) =00 IX-MFIMI(IX)I/XNL00
XCM2KS{IX)=a05®IX~MF4M2(IX)/XN1OO

9 CONTINUE ' 117
.

W

',F5.3,10¥,'D VALUE FOR RQ

[

'y75.3,103X, D VALUE FOR RQ

f,F543,10X, %D VALUE FOR (0

L}
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X IMOMSIIX =058 {x~"F122{IX)/XN100
a€8 CONTINUE
XRUWSS{21)=.01-MDFR{21)/XN10D
XEEFKS(21)=,01=MFREF[21}/XN100
XPMIKSE21)=.01—-MF241{ 21} /XN100
XPM2KS{21)=.01L=VF542[21)/XN100
XCUR“S{21)=.01=-MDFCI21)/%XN1DD
X TUWRS(21) = 31=-MDFT{21)/XN1DD
XCEFKS(21)=oD1-NFCEF(21)/XN10D
XIEEKS{21 )= 0L-MFIEF{ 21} /XN100
XCMIKS{21)=.01-¥F241{21)/XN10D
XIMIKS{ 21 )= 01~-MF 111 21) /XNLOOD
XCM2KS{21 )= 01=MF442(21)/XN1DD
XIM2KS{21)=.01-MF142(21)/XN10D
N1=0
D2=0
N3=0
D4=0
05=0
N6=0
D7=0
D3=90
DO=0
510=D
Nil=0
D12=0
70 899 N=1,21
ST=DABS{XRUNKSINI)
IF(CT .GT. D1} D1=0T
DT=DABSIXREFKS (N} )
IF{DT 5T, D23 D2=0T
DT=DARS (XPHYIKS{N))
IF(DT .GT. D3) D3=0T
CT=DABSIARM2KS (N} )
IFIDT oG7. D4) D4=DT
DT=0ARS{XCUWNXSING)
IF(DT GT. 05) D5=DT
NT=DABSIXCEFKSIN)}
IF{2T .GT. D&) D6=DT
DT=DABS{XCMIKS(N)}
IF(DT «GTe. D7) D7=NT
PT=DASSIXCHM2KS{N) )
IFIDT JGT. D3 D8=DT
DT=DABS{XIUWKSIN))
IF{CY .GT. D9) D9=DT
DT=DABSIXIEFKS{NI}
IF{DT .5T. DLD) D1C=DT
DT=DABS(XIMIKS{N))
IFIDT LGTe DLILY Dli=DT
CT=DA3S{XIM2454{N)}
[F{DT .5Te D12} D12=DT
865 CONTINUE

it
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W2 ITELA,3902) 1,02
nWRITFL6.%91) 03,34 '
WUITELA,992) D5,06
WRITE(5,933Y 07,08
PRI TF{A53994) DGLD12
wWiAlTE(n,49G95) D11,D012
AT TE{4,396)
W ITFLAG2DINTIL NL2.N219N22
FORvAT L)/ QSX’.)\Jil = ";295)(1'\'12 = ',IZ;SX;"‘EZ]. = '?IZrSX]'NZZ = ¥
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