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#### Abstract

We study the definition and properties of almost periodic functions on topological groups. We show the equivalence between Bochner's and Bohr's definitions of almost periodicity. We discuss Weil's construction of Bohr compactification $b(G)$ and study its properties. Using Peter-Weyl's density theorem we show that a function $f$ in $C^{b}(G)$ is almost periodic if and only if it is the uniform limit of linear combinations of coefficients of the finite-dimensional irreducible unitary representations of $G$. We show the existence of a unique invariant mean on the space of almost periodic functions. We investigate the Fourier series of almost periodic functions, and show that it extends the classical Fourier series of $2 \pi$-periodic functions.
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## CHAPTER 1

## Introduction and Preliminaries

### 1.1. Introduction

We frequently encounter periodic phenomena in our lives. For instance, the recurrences of days and nights are repeated periodically every 24 hours due to the rotation of Earth on its axis. Seasons occur regularly because the period of revolution of Earth around Sun is roughly $365 \frac{1}{4}$ days.

In nature, however, we also encounter motions that are made of a linear combination of two or more periodic motions. For example, the motion of Moon around Sun consists of the motion of Moon around Earth combined with the motion of Earth around Sun. From a mathematical point of view, such combined motions need not be periodic any longer.


Figure 1. The motion of Moon around Sun

More precisely, if $f$ and $g$ are two periodic functions with periods $p$ and $p^{\prime}$, then $f+g$ is periodic if $p / p^{\prime}$ is a rational number, otherwise $f+g$ need not be periodic. For
example, both functions $\cos t$ and $\cos \sqrt{2} t$ are periodic, with periods $2 \pi$ and $2 \pi / \sqrt{2}$, respectively. But the function

$$
f(t)=\cos t+\cos \sqrt{2} t
$$

is not periodic since the equation

$$
f(t)=2
$$

has a single solution $t=0$ (see Example 2.1.6(b)). If $f$ was periodic, the same equation would have infinitely many solutions.

The above phenomenon leads us naturally to the concept of 'almost periodicity'. A number $\tau>0$ is an $\epsilon$-period if $|f(x+\tau)-f(x)|<\epsilon$, for all $x \in \mathbb{R}$. Then, although the function $f$ above has no period, it can be shown that it has an abundance of $\epsilon$-periods, for every $\epsilon>0$ (Theorem 2.2.6).

Almost periodic functions are more general than periodic functions, and therefore, they form a larger class of functions than periodic ones. Unlike periodic functions, the sums, products, and limits of almost periodic functions always remain almost periodic, and therefore, the class of almost periodic functions forms a more suitable object of study from structural point of view.

This thesis is a survey of almost periodic functions and their properties. These functions were first introduced by H. Bohr in 1923 [7]. He further developed their properties in his papers $[8-10]$. The definition of almost periodicity according to Bohr depends on the notion of $\epsilon$-periods, and is restricted to functions with a real or complex variable.

In 1927, Bochner [4] gave an alternative topological characterization of almost periodicity, which in some respects is easier to study than the original definition given by Bohr. Bochner's work motivated further studies and generalizations. In particular, we can mention von Neumann's paper [37], in which almost periodic functions were defined and studied on general groups, using Bochner's definition of almost periodicity.

In this thesis, we present a unified study of almost periodic functions in the general setting of an arbitrary topological group $G$. If one wishes to study almost periodicity independent of any topology on the group structure (von Neumann's point of view), then all one has to do is to assume the underlying group has discrete topology.

We remark that, in the particular case of $G=\mathbb{R}$ (the real numbers), the results discussed in this thesis cover the major theorems of the classical theory of the almost periodic functions, such as: approximation by trigonometric polynomials, existence of invariant means, expansion by Fourier series, and Parseval's identity.

What makes our study different from the usual expositions of almost periodic functions, is that we study this subject from several points of view. This allows us to have a deeper understanding of the subject, and in some cases, give multiple proofs for the results in this thesis. For example, we discuss two different constructions of the Bohr compactification $b(G)$; and we give two proofs of the existence of invariant means on the algebra $A P(G)$ of almost periodic functions.

As is often the case, in modern expositions of almost periodicity (with the notable exception of Simon [42]), the Bohr's point of view is abandoned in favour of Bochner's more topological definition of almost periodicity. In this thesis, we present the details of both approaches in Chapter 2. While in Chapter 3, we discuss a third approach to almost periodic functions via a compactification method due to Weil.

We now give a brief overview of the various sections of the thesis. In the remaining of Chapter 1, we recall some of the basic definitions and preliminary materials needed in the later chapters.

In Section 2.1, we introduce almost periodic functions using the topological characterization of Bochner [4]. Bochner's definition has the advantage of being adaptable to various generalizations, and for this reason, is commonly accepted as the basic definition of almost periodicity. The fact that almost periodic functions are stable under addition, multiplication and limits is proved in Theorem 2.1.4.

Section 2.2 is a brief introduction to P. Bohl's work on $\epsilon$-periodicity [6]. This work was the original inspiration for Bohr's theory of almost periodicity.

In Section 2.3, Bohr's definition of almost periodicity is presented in the general frame work of topological groups. The equivalence of Bochner's and Bohr's definitions is proved in Theorem 2.3.6.

In Chapter 3 we present further properties of almost periodicity. Section 3.1 contains Weil's construction of a compact group $b(G)$ associated to any topological group $G$. The group $b(G)$ has the property that almost periodic functions on $G$ are exactly those that can be lifted to a continuous function on $b(G)$ (Theorem 3.1.1, 3.1.4). This allows us to deduce many of the properties of $A P(G)$ from the corresponding properties of $C(b(G))$. Following Palmer [39], we call $b(G)$ the 'Bohr compactification' of $G$, although perhaps, 'Weil compactification' would have been a more appropriate name. The group $b(G)$ is also know as 'almost periodic compactification' of $G[\mathbf{1}]$.

In Section 3.2, we give an alternative construction of $b(G)$ due to Loomis [34]. In Loomis' approach a group structure is defined directly on the spectrum of $A P(G)$. Loomis' method has the advantage that $b(G)$ is naturally identified with the spectrum of $A P(G)$.

Section 3.3 deals with Bohr compactification in the category of Abelian topological groups. For this class of groups, the Pontrjagin duality theorem provided a simpler description of $b(G)$, which will be discussed in this section.

In Section 3.4 we establish an isometric isomorphism between the $C^{*}$-algebras $A P(G)$ and $C(b(G))$ (Theorem 3.4.1). Using this isomorphism, it follows immediately that the spectrum of $A P(G)$ can be topologically identified with $b(G)$ (Corollary 3.4.3).

The main result in Section 3.5 is the approximation Theorem 3.5.2, which is one of the central properties of almost periodic functions. This result shows that almost periodic functions are exactly those that can be uniformly approximated to arbitrary degree, by linear combinations of coefficients of finite-dimensional irreducible unitary representations of $G$. More specifically, in the classic setting of $G=\mathbb{R}$, almost periodic functions on $\mathbb{R}$ are exactly uniformly limits of trigonometric polynomials on $\mathbb{R}$.

Section 3.6 contains a brief study of maximally and minimally almost periodic groups, which are introduced by von Neumann [37] and von Neumann-Wigner [38].

In Chapter 4, we are concerned with proving the existence of invariant means on $A P(G)$ (the space of almost periodic functions on $G$ ), and showing some of its applications. In Section 4.1 we prove the existence of an invariant mean by using the normalized Haar measure on $b(G)$. In Section 4.2 we give an alternative proof of the existence of an invariant mean using a combinatorial technique due to W. Maak [35]. Uniqueness of invariant means is established in Theorem 4.2.9. Several examples of invariant means are given in Section 4.3. In the final section of Chapter 4, we show how we can use invariant means to prove the existence of Fourier series for almost periodic functions (Theorem 4.4.4). Establishing the existence of such series is another major result in the theory of almost periodic functions. Also in this section we show in details, how in the special case of continuous $2 \pi$-periodic functions, Theorem 4.4.4 gives the classical result of Fourier series expansions.

Chapter 5 contains a brief discussion on recent developments of the subject and some ideas for future work.

This thesis has three appendices. Appendix A, contains a brief discussion of uniform continuity in the context of general topological groups, which is needed in our discussion of Section 2.3.

Appendix B gives a detailed proof of the Stone-Weierstrass Theorem. This theorem is used in the proof of the Peter-Weyl density Theorem 3.5.1. This latter theorem is an important ingredient of the proof of Theorem 3.5.2.

Author's contribution. The materials in this thesis are primarily from [17], [24], [26], [29], [34], [38] and [42]. Additional sources are mentioned in the relevant sections. The author's main contribution has been to provide full details of the main results presented in this thesis. Among the results whose proofs have been substantially expanded, we can mention Theorem 2.1.4, Example 2.1.6, Lemma 2.2.4, Theorems 2.2.6, 2.3.4, 2.3.6 and 3.1.1, Lemma 4.2.1, Theorems 4.2.8 and 4.4.4.

### 1.2. Basic Definitions

Definition 1.2.1. Let $X$ be a metric space with metric $d$. For a positive $\epsilon>0$, an $\epsilon$-mesh in $X$ is a finite set $\left\{x_{1}, \ldots, x_{n}\right\}$ in $X$ such that for every $x \in X$,

$$
\min \left\{d\left(x_{1}, x\right), \ldots, d\left(x_{n}, x\right)\right\}<\epsilon
$$

i.e.,

$$
X=\bigcup_{i=1}^{n} B\left(x_{i}, \epsilon\right)
$$

where $B\left(x_{i}, \epsilon\right)$ is the open ball in $X$ with center $x_{i}$ and radius $\epsilon$. A metric space $X$ is said to be totally bounded if it admits an $\epsilon$-mesh for every $\epsilon>0$.

Remark 1.2.2. (a) A metric space $X$ is compact if and only if it is complete and totally bounded.
(b) A subset $A$ of a complete metric space is relatively compact (i.e., the closure of $A$ is compact) if and only if $A$ is totally bounded.

Definition 1.2.3. Let $X$ and $Y$ be metric spaces, $\left(f_{\alpha}\right)$ a family of mappings from $X$ into $Y$. The family $\left(f_{\alpha}\right)$ is said to be equicontinuous at $x_{0}$ if for every $\zeta>0$, there exists an $\eta>0$ such that

$$
d\left(x, x_{0}\right) \leqslant \eta \Rightarrow d\left(f_{\alpha}(x), f_{\alpha}\left(x_{0}\right)\right) \leqslant \zeta
$$

for all $\alpha$.
The family $\left(f_{\alpha}\right)$ is said to be equicontinuous on $X$ if it is equicontinuous at every point of $X$.

The family $\left(f_{\alpha}\right)$ is said to be uniformly equicontinuous on $X$ if for every $\zeta>0$, there exists an $\eta>0$ such that

$$
d\left(x, x^{\prime}\right) \leqslant \eta \Rightarrow d\left(f_{\alpha}(x), f_{\alpha}\left(x^{\prime}\right)\right) \leqslant \zeta
$$

for all $\alpha$ and all $x, x^{\prime} \in X$.

Example 1.2.4. Take $X=Y=\mathbb{R}$. Let $\left(f_{\alpha}\right)$ be the family of all differentiable real-valued functions on $\mathbb{R}$ whose derivative is bounded by 1 in absolute value. Then $\left(f_{\alpha}\right)$ is uniformly equicontinuous.

Lemma 1.2.5. Let $X$ and $Y$ be metric spaces, $\left(f_{\alpha}\right)$ an equicontinuous family of mappings of $X$ into $Y$. Assume that $X$ is compact, then the family $\left(f_{\alpha}\right)$ is uniformly equicontinuous.

Theorem 1.2.6 (Ascoli's theorem). Let $X$ be a compact metric space, $Y$ a complete metric space, $\mathscr{A}$ an equicontinuous subset of $C(X, Y)$ (the set of all continuous functions from $X$ to $Y$ ). Assume that for each $x \in X$, the set of $f(x)$, where $f$ runs over $\mathscr{A}$, has compact closure in $Y$. Then $\mathscr{A}$ has compact closure in the metric space $C(X, Y)$.

Corollary 1.2.7. Let $C^{b}(X)$ be the set of all bounded continuous complex-valued functions on $X$. A subset $F$ of $C^{b}(X)$ is compact if and only if it is closed, bounded, and equicontinuous.

DEfinition 1.2.8. A topological space $(X, \mathscr{T})$ has the finite intersection property if, for any collection $\mathscr{F}$ of closed subsets of $X$ such that $\cap\{F: F \in \mathscr{F}\}=\varnothing$, there are $F_{1}, \ldots, F_{n} \in \mathscr{F}$ such that $F_{1} \cap \cdots \cap F_{n}=\varnothing$.

Theorem 1.2.9. Let $(X, \mathscr{T})$ be a topological space. Then $X$ is compact if and only if $X$ has the finite intersection property.

Theorem 1.2.10 (The Inverse Mapping Theorem). If $X$ and $Y$ are Banach spaces and $A: X \rightarrow Y$ is a bounded linear transformation that is bijective, then $A^{-1}$ is bounded.

Theorem 1.2.11 (Urysohn's lemma). Let $X$ be a normal topological space, and let $F$ and $G$ be disjoint closed subsets of $X$. Then there is a continuous function $f: X \rightarrow \mathbb{R}$ such that $f(X) \subset[0,1],\left.f\right|_{F}=0$, and $\left.f\right|_{G}=1$.

Theorem 1.2.12 (Heine-Borel theorem). If a set $E$ in $\mathbb{R}^{k}$ has one of the following three properties, then it has the other two:
(i) $E$ is closed and bounded.
(ii) $E$ is compact.
(iii) Every infinite subset of $E$ has a limit point in E.

Definition 1.2.13 (Partition of Unity). If $X$ is a topological space and $E \subset X$, a partition of unity on $E$ is a collection $\left\{h_{\alpha}\right\}_{\alpha \in A}$ of functions in $C(X,[0,1])$ such that (i) each $x \in X$ has a neighborhood on which only finitely many $h_{\alpha}$ 's are nonzero; (ii) $\sum_{\alpha \in A} h_{\alpha}(x)=1$ for $x \in E$.

A partition of unity $\left\{h_{\alpha}\right\}$ is subordinate to an open cover $\mathscr{U}$ of $E$ if for each $\alpha$ there exists $U \in \mathscr{U}$ with $\operatorname{Supp}\left(h_{\alpha}\right) \subset U$.

Theorem 1.2.14. Let $X$ be a locally compact Hausdorff space, $K$ a compact subset of $X$, and $\left\{U_{j}\right\}_{1}^{n}$, an open cover of $K$. There is a partition of unity on $K$ subordinate to $\left\{U_{j}\right\}_{1}^{n}$, consisting of compactly supported functions.

For the proof of this proposition, we may refer to [11].

Theorem 1.2.15 (Tychonoff's Theorem). Let $\left(\left(K_{i}, \tau_{i}\right)\right)_{i \in I}$ be a nonempty family of compact topological spaces. Then their topological product is also compact.

Theorem 1.2.16 (Hahn-Banach Theorem). Suppose (a) $M$ is a linear subspace of a real vector space $X$,
(b) $p: X \longrightarrow \mathbb{R}$ satisfies $p(x+y) \leqslant p(x)+p(y)$ and $p(t x)=t p(x)$ if $x \in X, y \in X$, $t \geqslant 0$,
(c) $f: M \longrightarrow \mathbb{R}$ is linear and $f(x) \leqslant p(x)$ on $M$.

Then there exists a linear function $F: X \longrightarrow \mathbb{R}$ such that $F(x)=f(x)$ for $x \in M$ and $-p(-x) \leqslant F(x) \leqslant p(x)$ for $x \in X$.

Definition 1.2.17. Let $X$ be a vector space and $A \subseteq X$. The convex hull of $A$, denoted by $c o(A)$, is the intersection of all convex sets that contain $A$.

If $X$ is a normed space, then the closed convex hull of $A$ is the intersection of all closed convex subsets of $X$ that contain $A$; it is denoted by $\overline{c o}(A)$.

### 1.3. Banach Algebras and Hilbert Spaces

Definition 1.3.1. Let $A$ be an algebra over $\mathbb{C}$. Then $A$ is a Banach algebra if $A$ is a Banach space with a norm $\|\cdot\|$ satisfying $\|a b\| \leqslant\|a\|\|b\|$, for all $a, b \in A$.

DEFINITION 1.3.2. An involution on an algebra A is a map $*: A \longrightarrow A, a \mapsto a^{*}$, that satisfies

$$
\begin{aligned}
(x+y)^{*} & =x^{*}+y^{*} \\
(\lambda x)^{*} & =\bar{\lambda} x^{*} \\
(x y)^{*} & =y^{*} x^{*} \\
x^{* *} & =x
\end{aligned}
$$

for all $x, y \in A$ and $\lambda \in \mathbb{C}$.
If $A$ is a Banach algebra, we shall also assume that $\left\|x^{*}\right\|=\|x\|$ for all $x \in A$. A Banach algebra equipped with an involution is called an involutive Banach algebra or a *-Banach algebra.

Definition 1.3.3. A $C^{*}$-algebra is a Banach algebra $A$ equipped with an involution which satisfies

$$
\left\|x^{*} x\right\|=\|x\|^{2} \quad \text { for all } x \in A
$$

Example 1.3.4. If $X$ is a topological space, then the set $C^{b}(X)$ of all continuous complex-valued bounded functions from $X$, with pointwise operations and supremum norm, is a $C^{*}$-algebra.

Definition 1.3.5. If $X$ is a vector space over $\mathbb{C}$, an inner product on $X$ is a function $(\cdot \mid \cdot): X \times X \rightarrow \mathbb{C}$ such that for all $\alpha, \beta$ in $\mathbb{C}$, and $x, y, z$ in $X$, the following are satisfied:
(a) $(\alpha x+\beta y \mid z)=\alpha(x \mid z)+\beta(y \mid z)$,
(b) $(x \mid \alpha y+\beta z)=\bar{\alpha}(x \mid y)+\bar{\beta}(x \mid z)$,
(c) $(x \mid x) \geqslant 0$,
(d) $(x \mid y)=\overline{(y \mid x)}$,
(e) if $(x \mid x)=0$, then $x=0$.

An inner product induces a norm on $X$ by the relation

$$
\begin{equation*}
\|x\|=(x \mid x)^{\frac{1}{2}} \tag{1.3.1}
\end{equation*}
$$

Definition 1.3.6. A Hilbert space is a vector space $\mathscr{H}$ over $\mathbb{C}$ together with an inner product $(\cdot \mid \cdot)$ such that relative to the metric $d(x, y)=\|x-y\|$ induced by the norm (1.3.1), $\mathscr{H}$ is a complete metric space.

Example 1.3.7. $\left(\mathbb{C}^{n},(\cdot \mid \cdot)\right)$ with inner product

$$
(x \mid y)=\sum_{i=1}^{n} x_{i} \overline{y_{i}}
$$

is a Hilbert space.
Definition 1.3.8. Let $\mathscr{H}, \mathscr{K}$ be Hilbert spaces. If $A \in \mathscr{L}(\mathscr{H}, \mathscr{K})$, then the unique operator $B$ in $\mathscr{L}(\mathscr{K}, \mathscr{H})$ satisfying $(A h \mid k)=(h \mid B k)$ for all $h$ in $\mathscr{H}$ and all $k$ in $\mathscr{K}$ is called the adjoint of $A$ and is denoted by $B=A^{*}$.

Example 1.3.9. If $\mathscr{H}$ is a Hilbert space, $A=\mathscr{L}(\mathscr{H})$ is a $C^{*}$-algebra where for each $A$ in $\mathscr{L}(\mathscr{H}), A^{*}$ is the adjoint of $A$.

### 1.4. Topological Groups

Definition 1.4.1. A topological group $G$ is a topological space which is also a group such that the maps

$$
G \times G \rightarrow G, \quad(x, y) \mapsto x y
$$

and

$$
G \rightarrow G, \quad x \mapsto x^{-1}
$$

are continuous.

Lemma 1.4.2. If $H$ is a subgroup or normal subgroup of a topological group $G$, then its closure $\bar{H}$ is also a subgroup, or normal subgroup of $G$.

A locally compact group is a topological group $G$ for which the underlying topology is locally compact and Hausdorff.

Definition 1.4.3. Let $X$ be a locally compact space and let $\mathscr{B}_{X}$ be the smallest $\sigma$-algebra of $X$ that contains the open sets. Sets in $\mathscr{B}_{X}$ are called Borel sets.

A positive measure $\mu$ on $\left(X, \mathscr{B}_{X}\right)$ is a regular Borel measure if
(a) $\mu(K)<\infty$ for every compact subset $K$ of $X$;
(b) for any open set $U \in X$ in $\mathscr{B}_{X}, \mu(U)=\sup \{\mu(K): K \subseteq U$ and $K$ is compact $\}$;
(c) for any $E$ in $\mathscr{B}_{X}, \mu(E)=\inf \{\mu(W): W \supseteq E$ and $W$ is open $\}$.

If $\mu$ is a complex-valued measure on $\left(X, \mathscr{B}_{X}\right), \mu$ is a regular Borel measure if $|\mu|$ is a regular Borel measure.

Let $M(X)$ be all of the complex-valued regular Borel measures on $X$. Note that $M(X)$ is a vector space over $\mathbb{C}$. For $\mu$ in $M(X)$, let $\|\mu\| \equiv|\mu|(X)$.

Definition 1.4.4. Let $G$ be a locally compact group. By a left Haar measure on $G$, we mean a nonzero positive regular Borel measure $m$ on $G$ such that $m(x E)=m(E)$ for all $x \in G, E \in \mathscr{B}_{X}$.

The measure $m$ is called the Haar measure for $G$.

It can be shown that every locally compact group has left Haar measure $m$ which is unique up to a multiplicative constant. If $G$ is compact then $m(G)<\infty$, and so by dividing $m$ with $m(G)$, we may assume $m$ is normalized, that is, $m(G)=1$.

Example 1.4.5 (The Group Algebra). Let $G$ be a locally compact group. The space $L^{1}(G)$ of all integrable functions on $G$ (i.e., all measurable functions $f$ on $G$ satisfying $\left.\|f\|_{1}=\int_{G}|f(s)| d s<\infty\right)$ is a Banach algebra, called the group algebra of $G$, with the convolution product $*$ defined by

$$
(f * g)(t)=\int_{G} f(s) g\left(s^{-1} t\right) d s \quad\left(f, g \in L^{1}(G), s, t \in G\right)
$$

To show that $\|f g\|_{1} \leqslant\|f\|_{1}\|g\|_{1}$, we observe that

$$
\begin{aligned}
\|f g\|_{1} & =\int_{G}|f * g(s)| d s \\
& =\int_{G}\left|\int_{G} f(t) g\left(t^{-1} s\right) d t\right| d s \\
& \leqslant \int_{G} \int_{G}\left|f(t) g\left(t^{-1} s\right)\right| d t d s \\
\text { (Fubini's theorem) } & =\int_{G} \int_{G}\left|f(t) g\left(t^{-1} s\right)\right| d s d t \\
s \mapsto t s & =\int_{G} \int_{G}|f(t) g(s)| d s d t \\
& =\int_{G}|f(t)| d t \int_{G}|g(s)| d s \\
& =\|f\|_{1}\|g\|_{1} .
\end{aligned}
$$

### 1.5. Weak Topology

Definition 1.5.1. A topological vector space is a vector space $E$ together with a topology such that with respect to this topology
(a) the map of $E \times E \rightarrow E$ defined by $(x, y) \mapsto x+y$ is continuous;
(b) the map of $\mathbb{C} \times E \rightarrow E$ defined by $(\alpha, x) \mapsto \alpha x$ is continuous.

Definition 1.5.2. A locally convex space is a topological vector space whose topology is defined by a family of seminorms $\mathscr{P}$ such that $\bigcap_{p \in \mathscr{P}}\{x: p(x)=0\}=\{0\}$.

Theorem 1.5.3. Suppose $\mathscr{P}$ is a separating family of seminorms on a vector space X. Associate to each $p \in \mathscr{P}$ and to each positive integer $n$ the set

$$
V(p, n)=\left\{x: p(x)<\frac{1}{n}\right\}
$$

Let $\mathscr{B}$ be the collection of all finite intersections of the sets $V(p, n)$. Then $\mathscr{B}$ is a convex balanced local base at 0 for a topology $\tau$ on $X$, which turns $X$ into a locally convex space such that
(i) every $p \in \mathscr{P}$ is continuous, and
(ii) a set $E \subset X$ is bounded if and only if every $p \in \mathscr{P}$ is bounded on $E$.

Theorem 1.5.4. A topological vector space $X$ is normable if and only if its origin has a convex bounded neighborhood.

Two important examples of locally convex spaces are as following:
Let $X$ be a normed space. For each $x^{*}$ in $X^{*}$, define $p_{x^{*}}(x)=\left|x^{*}(x)\right|$. Then $p_{x^{*}}$ is a seminorm and if $\mathscr{P}=\left\{p_{x^{*}}: x^{*} \in X^{*}\right\}, \mathscr{P}$ makes $X$ into a locally convex space. The topology defined on $X$ by these seminorms is called the weak topology, and is denoted by $w$-topology.

Let $X$ be a normed space. For each $x$ in $X$, define $p_{x}: X^{*} \rightarrow[0, \infty)$ by $p_{x}\left(x^{*}\right)=$ $\left|x^{*}(x)\right|$. Then $p_{x}$ is a seminorm and if $\mathscr{P}=\left\{p_{x}: x \in X\right\}, \mathscr{P}$ makes $X^{*}$ into a locally convex space. The topology defined on $X^{*}$ by these seminorms is called the weak-star topology and denoted by $w^{*}$-topology.

Definition 1.5.5. Let $E$ be a Banach space. The strong operator topology on $\mathscr{L}(E)$ is the topology defined by the family of seminorms $\left\{p_{x}: x \in E\right\}$, where $p_{x}(A)=\|A x\|$. Thus if $\left\{T_{\alpha}\right\}_{\alpha}$ is a net of operators in $\mathscr{L}(E)$, then $T_{\alpha} \rightarrow T$ in the strong operator topology if and only if $\left\|T_{\alpha} x-T x\right\| \rightarrow 0$ for all $x \in E$.

### 1.6. Representations of Topological Groups

Definition 1.6.1. Let $H$ be a Hilbert space, $T$ a bounded operator on $H$. Then $T$ is said to be unitary if $T$ is a linear isometry of $H$ onto $H$. Equivalently, $T$ is unitary if $T^{*}=T^{-1}$.

Definition 1.6.2. Let $G$ be a topological group and $H$ a Hilbert space. A continuous unitary representation of $G$ in $H$ is a homomorphism $\pi$ of the group $G$ into the unitary group $U(H)$ of $H$ which is continuous with respect to the strong operator topology. The dimension of $H$ is called the dimension of $\pi$ and is denoted by $\operatorname{dim} \pi$. And $H$ is called the representation space of $\pi$, and is denoted by $H_{\pi}$.

REmark 1.6.3. (a) It follows from the definition that a continuous unitary representation of $G$ in $H$ is a mapping $\pi$ of $G$ into the unitary group $U(H)$ of $H$ such that $\pi(s t)=\pi(s) \pi(t)$ for any $s, t \in G$, and for every $\xi \in H$, the mapping $s \mapsto \pi(s) \xi$
of $G$ into $H$ is continuous (for the norm topology of $H$ ). We may also note that the condition $\pi(s t)=\pi(s) \pi(t)$ implies that $\pi(e)=1$ and $\pi\left(s^{-1}\right)=\pi(s)^{-1}=\pi(s)^{*}$.
(b)The strong and weak operator topologies coincide on the unitary group of $H$ [17]. However, we do not require a representation $\pi$ to be continuous with respect to the norm topology because norm continuity is too restrictive to be of much interest.

Definition 1.6.4. Let $\pi: G \rightarrow \mathscr{L}(H)$ be a continuous unitary representation. The functions $\pi_{\xi, \eta}: G \longrightarrow \mathbb{C}, s \mapsto \pi_{\xi, \eta}(s)=(\pi(s) \xi \mid \eta)$, where $\eta, \xi$ are fixed elements in $H$, are called the coefficients of $\pi$.

We denote the linear span of all the coefficient functions of $\pi$ by $\mathscr{E}_{\pi}$.
Definition 1.6.5. Let $G$ be a locally compact group. If $\pi_{1}, \pi_{2}$ are unitary representations of $G$, an interwining operator for $\pi_{1}$ and $\pi_{2}$ is a bounded linear map $T: H_{\pi_{1}} \longrightarrow H_{\pi_{2}}$ such that $T \pi_{1}(x)=\pi_{2}(x) T$ for all $x \in G$. The set of all such operators is denoted by $\mathcal{C}\left(\pi_{1}, \pi_{2}\right)$.

Two representations $\pi_{1}$ and $\pi_{2}$ are called (unitary) equivalent if $\mathcal{C}\left(\pi_{1}, \pi_{2}\right)$ contains a unitary operator. That is, if there exists a unitary operator $T: H_{\pi_{1}} \longrightarrow H_{\pi_{2}}$ such that $\pi_{2}(x)=T \pi_{1}(x) T^{*}$ for all $x \in G$.


Figure 2. The diagram of equivalent representations $\pi_{1}$ and $\pi_{2}$

Definition 1.6.6. Let $G$ be a locally compact group. If $\pi$ is a unitary representation of $G$ and $u \in H_{\pi}$, the closed linear span $M_{u}$ of $\{\pi(x) u: x \in G\}$ in $H_{\pi}$ is called the cyclic subspace generated by $u$. If $M_{u}=H_{\pi}$, $u$ is called a cyclic vector for $\pi$. $\pi$ is called a cyclic representation if it has a cyclic vector.

Theorem 1.6.7. Let $\pi$ be a continuous unitary representation of $G$. The following conditions are equivalent: $(i)$ the only closed subspaces of $H_{\pi}$ invariant under $\pi(G)$
are 0 and $H$; (ii) the only operators in $\mathscr{L}(H)$ that commute with every $\pi(s)(s \in G)$ are the scalar operators; (iii) every non-zero vector of $H$ is a cyclic vector for $\pi$, i.e., if $\xi \in H, \xi \neq 0$, then $\pi(G) \xi$ is dense in $H$.

Definition 1.6.8. If the conditions in Theorem 1.6.7 are satisfied, then $\pi$ is said to be topologically irreducible. Topologically irreducible representations are usually called irreducible, when there is no fear of confusion.

Let $G$ be a compact group. We denote by $\widehat{G}$ the set of equivalence classes of irreducible unitary representations of $G$. When $G$ is Abelian, $\widehat{G}$ is a set of continuous characters on $G$, that is, continuous functions $\chi: G \rightarrow \mathbb{T}$.

Theorem 1.6.9 (The Gelfand-Raikov Theorem). If $G$ is any locally compact group, the irreducible unitary representations of $G$ separate points on $G$. That is, if $x$ and $y$ are distinct points of $G$, there is an irreducible representation $\pi$ such that $\pi(x) \neq \pi(y)$.

Theorem 1.6.10. Let $G$ be a compact group, and $\left(\sigma_{\alpha}\right)$ be the family of continuous, irreducible, finite-dimensional unitary representations of $G$, then $\bigcap_{\alpha} \operatorname{Ker} \sigma_{\alpha}=\{e\}$.

THEOREM 1.6.11. If $G$ is a locally compact Abelian group, then every continuous unitary irreducible representation of $G$ is one-dimensional.

Theorem 1.6.12. Let $G$ be a compact group.
(i) Every representation in $\widehat{G}$ is finite-dimensional;
(ii) Every continuous unitary representation of $G$ is a direct sum of elements in $\widehat{G}$.

Definition 1.6.13. Suppose $\{\pi, H\}$ and $\left\{\pi^{\prime}, H^{\prime}\right\}$ are unitary representations of $G$. Let $H \otimes H^{\prime}$ be the Hilbert space tensor product of $H$ and $H^{\prime}$. The simple tensors $x \otimes x^{\prime}$, with $x \in H, x^{\prime} \in H^{\prime}$, span a dense linear subspace of $H \otimes H^{\prime}$. For $s \in G$, $\pi(s) \otimes \pi^{\prime}(s)$ is the unitary operator on $H_{\pi} \otimes H_{\pi^{\prime}}$, defined by

$$
\pi(s) \otimes \pi^{\prime}(s)\left(x \otimes x^{\prime}\right)=\pi(s) x \otimes \pi^{\prime}(s) x^{\prime}
$$

The mapping $s \mapsto \pi(s) \otimes \pi^{\prime}(s)$ is a continuous unitary representation of $G$ on $H_{\pi} \otimes H_{\pi^{\prime}}$, called the tensor product of $\pi$ and $\pi^{\prime}$ and is denoted by $\pi \otimes \pi^{\prime}$.

### 1.7. The Gelfand Representation

Definition 1.7.1. Let $A$ be a commutative Banach algebra and $\Delta(A)$ the set of all nonzero algebra homomorphisms from $A$ to $\mathbb{C}$. We endow $\Delta(A)$ with the weakest topology with respect to which all the functions

$$
\Delta(A) \rightarrow \mathbb{C}, \quad \varphi \mapsto \varphi(x) \quad(x \in A)
$$

are continuous. A neighborhood basis at $\varphi_{0} \in \Delta(A)$ is then given by the collection of sets $U\left(\varphi_{0}, x_{1}, \ldots, x_{n}, \epsilon\right)=\left\{\varphi \in \Delta(A):\left|\varphi\left(x_{i}\right)-\varphi_{0}\left(x_{i}\right)\right|<\epsilon, 1 \leqslant i \leqslant n\right\}$, where $\epsilon>0, n \in \mathbb{N}$, and $x_{1}, \ldots, x_{n}$ are arbitrary elements of $A$. This topology on $\Delta(A)$ is called the Gelfand topology. The space $\Delta(A)$, equipped with the Gelfand topology, is called the spectrum of $A$ or the Gelfand space of $A$.

Definition 1.7.2. For $x \in A$, we define $\hat{x}: \Delta(A) \rightarrow \mathbb{C}, \quad \varphi \mapsto \varphi(x)$. It is easily checked that the mapping $\Gamma: A \rightarrow C(\Delta(A)), \quad x \mapsto \hat{x}$ is a homomorphism. We call $\Gamma$ the Gelfand homomorphism or Gelfand representation of $A$ and we often denote $\Gamma(A)$ by $\widehat{A}$.

Theorem 1.7.3. For a commutative $C^{*}$-algebra $A$, the Gelfand homomorphism is an isometric $*$-isomorphism from $A$ onto $C_{0}(\Delta(A)$ ) (the space of all continuous complex-valued functions on $\Delta(A)$ vanishing at infinity). If $A$ is unital, then $\Delta(A)$ is compact and $A \cong C(\Delta(A))$.

## CHAPTER 2

## Almost Periodic Functions

In this chapter, we study almost periodic functions using the Bochner's characterization of almost periodicity. We discuss the notion of $\epsilon$-periods and study Bohr's condition of almost periodicity. Basic properties of almost periodic functions are developed and several examples are discussed.

### 2.1. Bochner's Definition and Its Basic Properties

In this section we discuss a definition of almost periodicity which was given by Bochner in 1927 [4]. Bochner's definition deals with almost periodic functions on the real line $\mathbb{R}$. We will however consider the more general case of the functions defined on the topological groups. Our main reference for this is [26].

For a complex function $f$ on topological group $G$ and $a, b \in G$, we use $D_{a} f$ to denote the function on $G \times G=G^{2}$ such that $D_{a} f(x, y)=f(x a y)$ for all $x, y \in$ $G$. We use ${ }_{a} f$ (resp. $f_{a}$ ) to denote the function on $G$ such that ${ }_{a} f(x)=f(a x)$ (resp. $\left.f_{a}(x)=f(x a)\right)$ for all $x \in G$. And we use ${ }_{b} f_{a}$ to denote the function on $G$ such that ${ }_{b} f_{a}(x)=f(b x a)$ for all $x \in G$.

Theorem 2.1.1. Let $G$ be a topological group and $f$ be a function in $C^{b}(G)$ (the space of all bounded continuous complex functions on $G$ ). Let - denote the closure in the uniform topology for $C^{b}(G)$. Then the following properties of $f$ are equivalent:
(i) $\overline{\left\{f_{a}: a \in G\right\}}$ is compact in $C^{b}(G)$.
(ii) $\overline{\left\{{ }_{a} f: a \in G\right\}}$ is compact in $C^{b}(G)$.
(iii) $\overline{\left\{{ }_{b} f_{a}: a, b \in G\right\}}$ is compact in $C^{b}(G)$.
(iv) $\overline{\left\{D_{a} f: a \in G\right\}}$ is compact in $C^{b}\left(G^{2}\right)$.

Proof. According to Remark $1.2 .2(b)$ a subset $A$ of $C^{b}(G)$ is relatively compact if and only if it is totally bounded. Hence we only need to prove the equivalence of total boundedness for the sets $\left\{f_{a}: a \in G\right\},\left\{{ }_{a} f: a \in G\right\},\left\{{ }_{b} f_{a}: a, b \in G\right\}$ and $\left\{D_{a} f: a \in G\right\}$.

It is obvious that $(i i i)$ implies $(i)$ and $(i i)$. We will prove that $(i v)$ implies $(i)$ and (ii), (i) implies (iv), (ii) implies (iv), (i) implies (iii), and (ii) implies (iii).

First, we prove that (iv) implies (i). Let $a$ be an arbitrary element in $G$. Then according to the total boundedness of $\left\{D_{a} f: a \in G\right\}$, for any given $\epsilon>0$, there exists a finite set $\left\{a_{1}, \ldots, a_{n}\right\}$ in $G$ such that for some $a_{i} \in\left\{a_{1}, \ldots, a_{n}\right\}$,

$$
\left\|D_{a_{i}} f-D_{a} f\right\|_{\text {sup }}<\epsilon
$$

Then

$$
\begin{aligned}
\left\|f_{a}-f_{a_{i}}\right\|_{\text {sup }} & =\sup \left\{\left|f(x a)-f\left(x a_{i}\right)\right|: x \in G\right\} \\
& \leqslant \sup \left\{\left|f(x a y)-f\left(x a_{i} y\right)\right|: x, y \in G\right\} \\
& =\left\|D_{a_{i}} f-D_{a} f\right\|_{\text {sup }}<\epsilon
\end{aligned}
$$

which proves $(i)$. The proof that (iv) implies (ii) is very similar and we omit the details.

Then we prove that (i) implies (iv). Suppose $\left\{f_{a}: a \in G\right\}$ is totally bounded. Given $\epsilon>0$, there is a finite subset $\left\{a_{1}, a_{2}, \ldots, a_{m}\right\}$ of $G$ such that $\left\{f_{a_{j}}\right\}_{j=1}^{m}$ is an $\epsilon / 4$-mesh in $\left\{f_{a}: a \in G\right\}$. For $j=1,2, \ldots, m$, let $A_{j}=\left\{a \in G:\left\|f_{a}-f_{a_{j}}\right\|_{\text {sup }}<\epsilon / 4\right\}$. Consider the family of all sets

$$
\left(A_{l_{1}} a_{1}^{-1}\right) \cap\left(A_{l_{2}} a_{2}^{-1}\right) \cap \cdots \cap\left(A_{l_{m}} a_{m}^{-1}\right), \quad \text { for } \quad l_{j}, j \in\{1, \ldots, m\}
$$

Write the nonempty sets in this family as $B_{1}, \ldots, B_{n}$, and choose $b_{k} \in B_{k}$ for $k=$ $1, \ldots, n$. Let $a \in G$, and consider $a a_{1}, \ldots, a a_{m}$. Since $G=\bigcup_{j=1}^{m} A_{j}$, we can find $l_{1}, \ldots, l_{m} \in\{1, \ldots, m\}$ so that $a a_{1} \in A_{l_{1}}, \ldots, a a_{m} \in A_{l_{m}}$, i.e., $a \in\left(A_{l_{1}} a_{1}^{-1}\right) \cap\left(A_{l_{2}} a_{2}^{-1}\right) \cap$ $\cdots \cap\left(A_{l_{m}} a_{m}^{-1}\right)$. Therefore, $G=\bigcup_{k=1}^{n} B_{k}$. Now consider any $c \in G$; let $B_{k_{0}}$ be a set in
$\left\{B_{k}\right\}$ such that $c \in B_{k_{0}}$. Let $(x, y) \in G^{2}$, and select $j_{0}\left(j_{0} \in\{1,2, \ldots, m\}\right)$ such that $y \in A_{j_{0}}$. Then we have

$$
\begin{aligned}
& \left|f(x c y)-f\left(x b_{k_{0}} y\right)\right| \\
& \leqslant\left|f(x c y)-f\left(x c a_{j_{0}}\right)\right|+\left|f\left(x c a_{j_{0}}\right)-f\left(x b_{k_{0}} a_{j_{0}}\right)\right|+\left|f\left(x b_{k_{0}} a_{j_{0}}\right)-f\left(x b_{k_{0}} y\right)\right| \\
& \leqslant\left\|f_{y}-f_{a_{j_{0}}}\right\|_{\text {sup }}+\left\|f_{c a_{j_{0}}}-f_{b_{k_{0}} a_{j_{0}}}\right\|_{\text {sup }}+\left\|f_{a_{j_{0}}}-f_{y}\right\|_{\text {sup }} .
\end{aligned}
$$

Since $y \in A_{j_{0}},\left\|f_{y}-f_{a_{j_{0}}}\right\|_{\text {sup }}<\epsilon / 4$. By our choice of $B_{k_{0}}, c \in B_{k_{0}}=\left(A_{l_{1}} a_{1}^{-1}\right) \cap$ $\left(A_{l_{2}} a_{2}^{-1}\right) \cap \cdots \cap\left(A_{l_{m}} a_{m}^{-1}\right)$, which means $c \in A_{l_{j_{0}}} a_{j_{0}}^{-1}$ for some $l_{j_{0}}$. Also, by our choice of $b_{k_{0}}$, we have $b_{k_{0}} \in B_{k_{0}}$. Writing $c=a a_{j_{0}}^{-1}$ and $b_{k_{0}}=a^{\prime} a_{j_{0}}^{-1}$ where $a, a^{\prime} \in A_{l_{0}}$, then

$$
\begin{aligned}
& \left\|f_{c a_{j_{0}}}-f_{b_{k_{0}} a_{j_{0}}}\right\|_{\text {sup }}=\left\|f_{a}-f_{a^{\prime}}\right\|_{\text {sup }} \\
& \leqslant\left\|f_{a}-f_{a_{l_{j_{0}}}}\right\|_{\text {sup }}+\left\|f_{a_{l_{j_{0}}}}-f_{a^{\prime}}\right\|_{\text {sup }}<\epsilon / 4+\epsilon / 4=\epsilon / 2
\end{aligned}
$$

Therefore, $\left|f(x c y)-f\left(x b_{k_{0}} y\right)\right|<\epsilon / 4+\epsilon / 2+\epsilon / 4=\epsilon$. Since $(x, y)$ is arbitrary, the functions $D_{b_{1}} f, \ldots, D_{b_{n}} f$ form an $\epsilon$-mesh in $\left\{D_{c} f: c \in G\right\}$. Thus (iv) holds.

The proof that (ii) implies (iv) is very similar to the proof just given and we omit the details. Thus so far we can say that $(i),(i i)$ and (iv) are equivalent.

Finally, suppose that (i) holds, we want to show (iii) holds. Since (i) and (ii) are equivalent, (ii) also holds. Let $\left\{f_{a_{j}}\right\}_{j=1}^{m}$ and $\left\{{ }_{b_{k}} f\right\}_{k=1}^{n}$ be $\epsilon / 2$-meshes in $\left\{f_{a}: a \in G\right\}$ and $\left\{{ }_{b} f: b \in G\right\}$, respectively. Then for all $x, a, b \in G$, we have

$$
\left|f(b x a)-f\left(b_{k} x a_{j}\right)\right| \leqslant\left|f(b x a)-f\left(b_{k} x a\right)\right|+\left|f\left(b_{k} x a\right)-f\left(b_{k} x a_{j}\right)\right|<\epsilon / 2+\epsilon / 2=\epsilon,
$$

for some $k$ and $j$. That is, $\left\{b_{k} f_{a_{j}}\right\}(j=1,2, \ldots, m ; k=1,2, \ldots n)$ is an $\epsilon$-mesh in $\left\{{ }_{b} f_{a}: a, b \in G\right\}$.

Definition 2.1.2. Let $G$ be a topological group. A function $f$ in $C^{b}(G)$ satisfying the equivalent conditions $(i)-(i v)$ in Theorem 2.1.1 is said to be almost periodic. The set of all continuous almost periodic functions on $G$ is denoted by $A P(G)$.

Remark 2.1.3. Almost periodic functions can be studied on arbitrary groups with no underlying topology. This is equivalent to assuming that $G$ has the discrete topology.

The following theorem shows several basic properties of elements in $A P(G)$.
Theorem 2.1.4. Let $G$ be a topological group, then
(i) every constant function is in $A P(G)$.
(ii) if $f$ is in $A P(G)$, then also $\Re f, \Im f$, and $\bar{f}$ are in $A P(G)$.
(iii) if $f, g$ are in $A P(G)$, then $f+g$ and $f g$ are in $A P(G)$.
(iv) if $f_{1}, f_{2}, \ldots, f_{n}, \ldots$ are in $A P(G)$ and $\lim _{n \rightarrow \infty}\left\|f_{n}-f\right\|_{\text {sup }}=0$, then $f \in A P(G)$.
$(v)$ if $f$ is in $A P(G)$ and $a, b$ are in $G$, then ${ }_{a} f, f_{a}$ and ${ }_{b} f_{a}$ are in $A P(G)$.
Proof. The proofs of $(i)$ and $(v)$ are obvious. ( $(i)$ can be easily proved using total boundedness while $(v)$ comes directly from Theorem 2.1.1).

To prove (ii), let $f \in A P(G)$. Then we have $\left\{f_{a}: a \in G\right\}$ is totally bounded. For given $\epsilon>0$ and any $a \in G$, there exist a finite set $\left\{a_{1}, \ldots, a_{n}\right\}$ in $G$ (depending only on $\epsilon$ and $f$ ) and $j_{0} \in\{1, \ldots, n\}$ such that

$$
\left\|\Re f_{a}-\Re f_{a_{j_{0}}}\right\|_{\text {sup }} \leqslant\left\|f_{a}-f_{a_{j_{0}}}\right\|_{\text {sup }}<\epsilon
$$

Thus $\left\{\Re f_{a}: a \in G\right\}$ is totally bounded and therefore compact. This proves that $\Re f \in A P(G)$. Similarly, $\Im f \in A P(G)$ and $\bar{f} \in A P(G)$.

To prove ( $(i i i)$, consider $f+g$. Let $\epsilon>0$ be given. Let $\left\{f_{a_{j}}\right\}_{j=1}^{m}$ be an $\epsilon / 4$-mesh for $\left\{f_{a}: a \in G\right\}$ and $\left\{g_{b_{k}}\right\}_{k=1}^{n}$ be an $\epsilon / 4$-mesh for $\left\{g_{b}: b \in G\right\}$. Let $A_{j}=\{a \in$ $\left.G:\left\|f_{a}-f_{a_{j}}\right\|_{\text {sup }}<\epsilon / 4\right\}(j=1,2, \ldots, m)$ and $B_{k}=\left\{b \in G:\left\|g_{b}-g_{b_{k}}\right\|_{\text {sup }}<\epsilon / 4\right\}$ $(k=1,2, \ldots, n)$. Let the nonempty sets $A_{j} \cap B_{k}$ be written as $C_{1}, \ldots, C_{p}$, and choose $c_{l} \in C_{l}(l=1,2, \ldots, p)$. We want to prove $\left\{(f+g)_{c_{l}}\right\}_{i=1}^{p}$ is an $\epsilon$-mesh for $\left\{(f+g)_{c}\right.$ : $c \in G\}$. For any $c \in G$, there exist $j_{0}$ and $k_{0}$ such that

$$
\left\|f_{c}-f_{a_{j_{0}}}\right\|_{\text {sup }}<\epsilon / 4 \quad \text { and } \quad\left\|g_{c}-g_{b_{k_{0}}}\right\|_{\text {sup }}<\epsilon / 4
$$

Let $c_{l_{0}} \in C_{l_{0}}=A_{j_{0}} \cap B_{k_{0}}$, then

$$
\left\|f_{c_{l_{0}}}-f_{a_{j_{0}}}\right\|_{\text {sup }}<\epsilon / 4 \quad \text { and } \quad\left\|g_{c_{l_{0}}}-g_{b_{k_{0}}}\right\|_{\text {sup }}<\epsilon / 4
$$

Therefore

$$
\begin{aligned}
& \left\|(f+g)_{c_{l_{0}}}-(f+g)_{c}\right\|_{\text {sup }} \leqslant\left\|\left(f_{c_{l_{0}}}-f_{c}\right)\right\|_{\text {sup }}+\left\|\left(g_{c_{l_{0}}}-g_{c}\right)\right\|_{\text {sup }} \\
& \leqslant\left\|f_{c_{l_{0}}}-f_{a_{j_{0}}}\right\|_{\text {sup }}+\left\|f_{a_{j_{0}}}-f_{c}\right\|_{\text {sup }}+\left\|g_{c_{l_{0}}}-g_{b_{k_{0}}}\right\|_{\text {sup }}+\left\|g_{b_{k_{0}}}-g_{c}\right\|_{\text {sup }}<\epsilon
\end{aligned}
$$

Next, we show that $f g \in A P(G)$. Suppose $\|f\|_{\text {sup }}>0$ and $\|g\|_{\text {sup }}>0$, and we form an $\epsilon /\left(4\|g\|_{\text {sup }}\right)$-mesh for $\left\{f_{a}: a \in G\right\}$ and an $\epsilon /\left(4\|f\|_{\text {sup }}\right)$-mesh for $\left\{g_{b}: b \in G\right\}$. Then, as above, the sets $C_{l}$ and points $c_{l} \in C_{l}$ yield an $\epsilon$-mesh for $\left\{(\mathrm{fg})_{c}: c \in G\right\}$.

To prove (iv), note that if $\left\{\left(f_{n}\right)_{a_{1}}, \ldots,\left(f_{n}\right)_{a_{p}}\right\}$ is an $\epsilon / 3$-mesh for $\left\{\left(f_{n}\right)_{a}: a \in G\right\}$, and $\left\|f-f_{n}\right\|_{\text {sup }}<\epsilon / 3$, then there exists an $a_{q} \in\left\{a_{1}, a_{2}, \ldots, a_{p}\right\}$ such that

$$
\begin{gathered}
\left\|f_{a_{q}}-f_{a}\right\|_{\text {sup }} \leqslant\left\|f_{a_{q}}-\left(f_{n}\right)_{a_{q}}\right\|_{\text {sup }}+\left\|\left(f_{n}\right)_{a_{q}}-\left(f_{n}\right)_{a}\right\|_{\text {sup }}+\left\|\left(f_{n}\right)_{a}-f_{a}\right\|_{\text {sup }} \\
<\epsilon / 3+\epsilon / 3+\epsilon / 3=\epsilon
\end{gathered}
$$

Therefore $\left\{f_{a_{1}}, \ldots, f_{a_{p}}\right\}$ is an $\epsilon$-mesh for $\left\{f_{a}: a \in G\right\}$.
With Theorem 2.1.4, we can immediately get the following consequence.
Corollary 2.1.5. If $G$ is a topological group, then $A P(G)$ is a $C^{*}$-subalgebra of $C^{b}(G)$.

Example 2.1.6. (a) Let $G$ be $\mathbb{R}$. Then every periodic function on $\mathbb{R}$ is almost periodic. Let $p>0$ be a period of $f$. Then $\left\{f_{a}: a \in \mathbb{R}\right\}=\left\{f_{a}: a \in[0, p]\right\}$ is a compact subset of $C^{b}(\mathbb{R})$ since it is the image of the compact interval $[0, p]$ under the continuous function $a \mapsto f_{a}, \mathbb{R} \longrightarrow C^{b}(\mathbb{R})$.
(b) By Theorem 2.1.4 and part (a) above, the sums, products and uniform limits of periodic function on $\mathbb{R}$ are all almost periodic. All linear combinations of periodic
functions are almost periodic. For example, trigonometric polynomials of the form

$$
f(t)=\sum_{k=1}^{n} a_{k} e^{i \lambda_{k} t} \quad\left(\lambda_{k} \in \mathbb{R}\right)
$$

In particular, $f(x)=\cos x+\cos \sqrt{2} x$ is an almost periodic function, since it is the sum of two periodic functions. However, $f(x)$ is not periodic. We claim that the only root of the equation $f(x)=2$ is $x=0$. Let $\cos x=\cos \sqrt{2} x=1$, then $x=2 k_{1} \pi$ and $\sqrt{2} x=2 k_{2} \pi$ where $k_{1}, k_{2} \in \mathbb{Z}$. Therefore, $2 k_{1} \pi=\frac{2 k_{2}}{\sqrt{2}} \pi$ and the only solution is $k_{1}=k_{2}=0$, i.e., $x=0$. Similarly, the product $g(x)=\cos x \cdot \cos \sqrt{2} x$ of two periodic functions is also not periodic since the only solution for $g(x)=1$ is $x=0$.
(c) If we restrict the zeta function $\zeta(s)=\sum_{n=1}^{\infty} n^{-s}(s \in \mathbb{C})$ to the vertical line $R(s)=\sigma_{0}>1$, and write $s=\sigma_{0}+i t$, then

$$
\zeta(s)=\sum_{n=1}^{\infty} n^{-\sigma_{0}} n^{-i t}=\sum_{n=1}^{\infty} n^{-\sigma_{0}} e^{-i t \log n}
$$

This series consists of terms that are periodic in $t$ with period $\frac{2 \pi}{\log n}$, therefore its partial sums are almost periodic. Since $\sigma_{0}>1$, the series is uniformly convergent, and thus by Theorem 2.1.4 $(i v), \xi(s)$ is almost periodic on the vertical line $s=\sigma_{0}+i t$.
(d) Every uniform limit of trigonometric polynomials is almost periodic.

### 2.2. Functions with $\epsilon$-Almost Periods

In this section, we discuss the concept of $\epsilon$-almost periods, which was given for the functions on $\mathbb{R}$ by Bohl [6]. However, we generalize the definitions of $\epsilon$-almost periods to the functions on general topological group as follows.

Definition 2.2.1. Let $G$ be a topological group, $f$ a bounded continuous complexvalued function on $G$ and $\epsilon>0$. An element $x \in G$ is called a left $\epsilon$-almost period of $f$ if

$$
\left\|_{x} f-f\right\|_{\text {sup }} \leqslant \epsilon
$$

An element $y \in G$ is called a right $\epsilon$-almost period of $f$ if

$$
\left\|f_{y}-f\right\|_{\text {sup }} \leqslant \epsilon
$$

When $G$ is Abelian, the left $\epsilon$-almost periods are also right $\epsilon$-almost periods. In particular, when $G=\mathbb{R}$, we give the following definition.

Definition 2.2.2. Let $f: \mathbb{R} \rightarrow \mathbb{C}$ be a continuous bounded function and $\epsilon>0$. A number $\tau>0$ is called an $\epsilon$-almost period if for all $x \in \mathbb{R}$,

$$
|f(x+\tau)-f(x)| \leqslant \epsilon
$$

Example 2.2.3. (a) If $f$ is periodic with period $p$, then $p$ is an $\epsilon$-period for every $\epsilon>0$.
(b) If $f$ is uniformly continuous, then for a given $\epsilon>0$, there exists a $\delta>0$ such that for all $x, y \in \mathbb{R}$ satisfying $|x-y|<\delta$, we have $|f(x)-f(y)|<\epsilon$. Therefore, every $\tau$ satisfying $0<\tau<\delta$ is an $\epsilon$-almost period.

Bohl showed that a trigonometric polynomial of the form

$$
f(t)=\sum_{k=1}^{n} a_{k} e^{i \lambda_{k} t}
$$

where $\lambda_{k} \in \mathbb{R}$ are arbitrary, has infinitely many $\epsilon$-periods for every $\epsilon>0$. Note that such polynomials need not be periodic.

In the remaining of this section we verify Bohl's result for the simple case where $f(x)=e^{i \alpha x}+e^{i \beta x}$. First we observe that if $\alpha / \beta=q / p$ is rational $(p, q \in \mathbb{Z})$, then $f$ is periodic with period $\sigma=2 \pi q \alpha^{-1}$.

$$
\begin{aligned}
f(x+\sigma) & =e^{i \alpha(x+\sigma)}+e^{i \beta(x+\sigma)}=e^{i \alpha x+i 2 \pi q}+e^{i \beta x+i 2 \pi q \beta / \alpha} \\
& =e^{i \alpha x} e^{i 2 \pi q}+e^{i \beta x} e^{i 2 \pi p}=e^{i \alpha x}+e^{i \beta x}=f(x)
\end{aligned}
$$

Therefore $\sigma=2 \pi q \alpha^{-1}$ and all of its integer multiples can serve as $\epsilon$-almost periods for all $\epsilon>0$.

So it remains to consider the case when $\alpha / \beta$ is irrational.

We want to show the existence of $\epsilon$-almost periods for the function $f$ when $\alpha / \beta$ is irrational. The idea is to find $\epsilon$-almost periods in the form of $2 \pi q / \alpha$ for suitable $q \in \mathbb{N}$. First, we need the following lemmas from the number theory.

Lemma 2.2.4. If $x$ is a real number and $t$ is a positive integer, there are integers $p$ and $q$ such that

$$
\left|x-\frac{p}{q}\right| \leqslant \frac{1}{q(t+1)}, \quad 1 \leqslant q \leqslant t
$$

Proof. The $t+1$ numbers

$$
0 \cdot x-[0 \cdot x], 1 \cdot x-[1 \cdot x], \ldots, t x-[t x]
$$

all lie in the interval $[0,1)$. Call them, in increasing order of magnitude, $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{t}$. Mark the numbers $\alpha_{0}, \alpha_{1}, \ldots, \alpha_{t}$ on a circle of unit circumference, that is, a unit interval on which 0 and 1 are identified. Then the $t+1$ differences

$$
\alpha_{1}-\alpha_{0}, \alpha_{2}-\alpha_{1}, \ldots, \alpha_{t}-\alpha_{t-1}, \alpha_{0}-\alpha_{t}+1
$$

are the lengths of the arcs of the circle between successive $\alpha$ 's, and so they are nonnegative and

$$
\left(\alpha_{1}-0\right)+\left(\alpha_{2}-\alpha_{1}\right)+\ldots\left(1-\alpha_{t}\right)=1
$$

It follows that at least one of these $t+1$ differences does not exceed $(t+1)^{-1}$. But each difference is of the form

$$
g_{1} x-g_{2} x-N,
$$

where $N$ is an integer and $g_{1}, g_{2} \in\{1,2, \ldots, t\}$.
If $g_{1}>g_{2}$, then $N \geqslant 0$. In this case, we can take $q=g_{1}-g_{2}, p=N$. Then

$$
\left|x-\frac{p}{q}\right|=\frac{\left|\left(g_{1}-g_{2}\right) x-N\right|}{g_{1}-g_{2}} \leqslant \frac{1}{\left(g_{1}-g_{2}\right)(t+1)}=\frac{1}{q(t+1)} .
$$

If $g_{1}<g_{2}$, then we can take $q=g_{2}-g_{1}, p=-N$. Then

$$
\left|x-\frac{p}{q}\right|=\frac{\left|\left(g_{2}-g_{1}\right) x+N\right|}{g_{2}-g_{1}} \leqslant \frac{1}{\left(g_{2}-g_{1}\right)(t+1)}=\frac{1}{q(t+1)} .
$$

Lemma 2.2.5. For any irrational number $x$, there are infinitely many distinct rational numbers $p_{n} / q_{n}, n=1,2, \ldots$, such that

$$
\begin{equation*}
\left|x-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n}^{2}} \quad(n \geqslant 1) . \tag{2.2.2}
\end{equation*}
$$

Proof. According to the above lemma, if $x$ is irrational, then for each positive integer $t$, the inequalities

$$
\begin{equation*}
0<\left|x-\frac{p}{q}\right| \leqslant \frac{1}{(t+1) q}<\frac{1}{q^{2}}, \quad 1 \leqslant q \leqslant t \tag{2.2.3}
\end{equation*}
$$

have suitable $p$ and $q$. Let $t_{1}$ be any integer exceeding $|x-p / q|^{-1}$. Then by Lemma 2.2.4, there exist integers $p_{1}, q_{1}$ such that

$$
0<\left|x-\frac{p_{1}}{q_{1}}\right| \leqslant \frac{1}{\left(t_{1}+1\right) q_{1}}<\frac{|x-p / q|}{q_{1}} \leqslant\left|x-\frac{p}{q}\right| .
$$

Thus, $p_{1} / q_{1} \neq p / q$. Furthermore, $\left|x-p_{1} / q_{1}\right|<1 / q_{1}{ }^{2}$. By this procedure, we can obtain infinitely many rational numbers $p_{n} / q_{n}$ with

$$
0<\cdots<\left|x-\frac{p_{n}}{q_{n}}\right|<\left|x-\frac{p_{n-1}}{q_{n-1}}\right|<\cdots<\left|x-\frac{p_{1}}{q_{1}}\right|
$$

and

$$
\left|x-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n}^{2}} \quad(n \geqslant 1)
$$

With the help of the above lemmas, we can find for each $\epsilon>0$ there are infinitely many $\epsilon$-almost periods for the function $f(x)=e^{i \alpha x}+e^{i \beta x}$.

Theorem 2.2.6. Let $f(x)=e^{i \alpha x}+e^{i \beta x}$, where $\alpha, \beta \in \mathbb{R}$ are such that $\alpha / \beta$ is irrational. Let $\epsilon>0$ be given, and let $p / q$ be a rational number such that $q \geqslant 1$ and

$$
\begin{equation*}
2 \pi q\left|\frac{\beta}{\alpha}-\frac{p}{q}\right|<\epsilon \tag{2.2.4}
\end{equation*}
$$

Then $\tau=2 \pi q / \alpha$ is an $\epsilon$-almost period for $f$.
Proof. The existence of rational numbers $p / q$ satisfying (2.2.4) follows from Lemma 2.2.5. For given $\epsilon>0$, we only need to choose $n$ in the lemma large enough so that $1 / q_{n}<\epsilon / 2 \pi$. Then we have

$$
\left|\frac{\beta}{\alpha}-\frac{p_{n}}{q_{n}}\right|<\frac{1}{q_{n}{ }^{2}}<\frac{\epsilon}{2 \pi q_{n}},
$$

which means $2 \pi q_{n}\left|\beta / \alpha-p_{n} / q_{n}\right|<\epsilon$. In fact, the lemma shows the existence of infinitely many such rationals.

Then for every $x \in \mathbb{R}$, we have

$$
\begin{aligned}
\left|f\left(x+\frac{2 \pi q}{\alpha}\right)-f(x)\right| & =\left|e^{i \alpha x}+e^{i \beta x} e^{i 2 \pi q \beta / \alpha}-e^{i \alpha x}-e^{i \beta x}\right| \\
& =\left|e^{i \beta x}\left(e^{i 2 \pi q \beta / \alpha}-1\right)\right|=\left|e^{i 2 \pi q \beta / \alpha}-1\right| \\
& =\sqrt{(\cos (2 \pi q \beta / \alpha)-1)^{2}+\sin ^{2}(2 \pi q \beta / \alpha)} \\
& =\sqrt{2(1-\cos (2 \pi q \beta / \alpha))} \\
& =2\left|\sin \left(\frac{\pi q \beta}{\alpha}\right)\right| \\
& =2\left|\sin \left(\pi q\left(\frac{\beta}{\alpha}-\frac{p}{q}\right)\right)\right| \\
& \leqslant 2 \pi q\left|\frac{\beta}{\alpha}-\frac{p}{q}\right|<\epsilon .
\end{aligned}
$$

Since $x \in \mathbb{R}$ is arbitrary, it follows that $\left\|f_{\tau}-f\right\|_{\text {sup }} \leqslant \epsilon$. Therefore $\tau=2 \pi q / \alpha$ is an $\epsilon$-almost period.

### 2.3. Bohr's Definition and Its Generalization

In this section we discuss Bohr's original definition of almost periodicity and its generalization to arbitrary topological groups.

Starting in 1923, H. Bohr adopted the results of Bohl on the existence of $\epsilon$-periods' discussion and used it as the definition of a class of functions which he called almost periodic functions. He developed the basic properties of almost periodic functions in $[8],[\mathbf{9}]$ and $[10]$.

Definition 2.3.1 (Bohr). A function $f: \mathbb{R} \rightarrow \mathbb{C}$ is called Bohr almost periodic if it is continuous and if for every $\epsilon>0$, there exists a number $l>0$ such that every closed interval of length $l$ contains an $\epsilon$-almost period.

Thus for a function to be Bohr almost periodic, for each $\epsilon$, the number of its $\epsilon$ almost periods must occur with some regularity in the real line. In other words, the set of $\epsilon$-periods must be relatively dense in $\mathbb{R}$ for every $\epsilon>0$.

Next we extend the notion of $\epsilon$-periods and Bohr's condition of almost periodicity to general topological groups.

Definition 2.3.2. Let $G$ be a topological group, $f$ a complex-valued function on $G$ and $\epsilon>0$. We say that $f$ satisfies the left Bohr's condition (LBC) if $f$ is continuous and for every $\epsilon>0$, there is a compact set $K \subset G$ so that $y K$ contains a left $\epsilon$-almost period for all $y \in G$.

Right Bohr's condition is defined similarly. We say that $f$ satisfies the right Bohr's condition (RBC) if $f$ is continuous and for every $\epsilon>0$, there is a compact set $K \subset G$ so that for all $y \in G, K y$ contains a right $\epsilon$-almost period.

We say that $f$ satisfies the Bohr's conditions, if it satisfies both LBC and RBC.
If $G$ is Abelian, left and right Bohr's conditions are equivalent. A discussion of Bohr's conditions on Abelian group can be found in [42].

REmark 2.3.3. (a) It is easy to check that when $G=\mathbb{R}$, Bohr's conditions are consistent with the Definition 2.3.1. Because if the Bohr's conditions hold, choose
$l>0$ large enough so that $K \subset[-l, l]$, then every interval of length $2 l$ contains an $\epsilon$-almost period. In fact, if $I$ is such an interval and $a$ is the center of the interval, then $I-a=[-l, l] \supset K$, and hence by assumption there must exist an $\epsilon$-period in $a+K \subset a+(I-a)=I$. As for the converse, if every interval of length $l>0$ contains an $\epsilon$-almost period, then we may take $K=[0, l]$.
(b) Let us note that the inequality $\left\|_{x} f-f\right\|_{\text {sup }} \leqslant \epsilon$ is equivalent to $\left\|_{x^{-1}} f-f\right\|_{\text {sup }} \leqslant \epsilon$ where $x^{-1} \in K^{-1} y^{-1}$, and $K^{-1}$ is compact. Thus the LBC can be rephrased as follows: for every $\epsilon>0$, there is a compact set $K \subset G$ so that for all $y \in G, K y$ contains a left $\epsilon$-almost period. Also, the RBC can be similarly rephrased.

For a discussion of uniform continuity on topological groups we refer to Appendix A.

Theorem 2.3.4. (a) Every function satisfying the LBC is bounded and right uniformly continuous.
(b) Every function satisfying the $R B C$ is bounded and left uniformly continuous.

Proof. (a) Let $f$ satisfy the left Bohr's condition, and $x \in G$. For $\epsilon=1$, there exists a compact set $K_{0}$ such that $K_{0} x^{-1}$ contains a left 1-almost period, say $k_{0} x^{-1}$. Thus $\left\|_{k_{0} x^{-1}} f-f\right\|_{\text {sup }} \leqslant 1$, and therefore $\left.\right|_{k_{0} x^{-1}} f(x)-f(x) \mid \leqslant 1$, from which it follows that

$$
|f(x)| \leqslant 1+\left|f\left(k_{0}\right)\right| \leqslant 1+\sup _{k \in K_{0}}|f(k)|
$$

Since $K_{0}$ is independent of $x, f$ is bounded.
Next, we prove that $f$ is right uniformly continuous. Given $\epsilon>0$, we need to find a neighborhood $U$ of the identity $e$ such that if $y^{-1} x \in U$, then $|f(x)-f(y)|<\epsilon$. For each $y \in G,{ }_{y} f$ is continuous at $e$, so there exists a neighborhood $V_{y}$ of $e$ such that if $z \in V_{y}$, then $\left|y f(z)-{ }_{y} f(e)\right|<\epsilon / 4$. Therefore if $z, z^{\prime} \in V_{y}$, then

$$
\left|{ }_{y} f(z)-{ }_{y} f\left(z^{\prime}\right)\right|<\frac{\epsilon}{2}
$$

Choose a neighborhood $U_{y}$ of $e$ such that $U_{y}^{2} \subset V_{y}$, then for all $z, z^{\prime}, z^{\prime \prime} \in U_{y}$,

$$
\begin{equation*}
\left|\left.\right|_{y z^{\prime \prime}} f(z)-{ }_{y z^{\prime \prime}} f\left(z^{\prime}\right)\right|<\frac{\epsilon}{2} . \tag{2.3.5}
\end{equation*}
$$

Next, using the assumption that f satisfies the LBC, let a compact set $K$ be chosen so that for all $y \in G$, there exists $w \in K$ such that $w y^{-1} \in K y^{-1}$ with $\left\|_{w y^{-1}} f-f\right\|_{\text {sup }} \leqslant$ $\epsilon / 4$. Then we have

$$
\begin{equation*}
\left\|_{w} f-{ }_{y} f\right\|_{\text {sup }}=\| \|_{y}\left(w y^{-1} f-f\right) \|_{\text {sup }} \leqslant \frac{\epsilon}{4} . \tag{2.3.6}
\end{equation*}
$$

Since the family $\left\{y U_{y}\right\}_{y \in K}$ is a covering of $K$, there exist $y_{1}, \ldots, y_{l}$ in $K$ so that $K \subset \bigcup_{j=1}^{l} y_{j} U_{y_{j}}$. Put $U=\bigcap_{j=1}^{l} U_{y_{j}}$. If $y \in K$, then $y=y_{j} z_{j}$ for some $z_{j} \in U_{y_{j}}$, hence for all $z, z^{\prime} \in U$, it follows from (2.3.5) that

$$
\begin{equation*}
\left|y f(z)-{ }_{y} f\left(z^{\prime}\right)\right|=\left|\left.\right|_{y_{j} z_{j}} f(z)-{ }_{y_{j} z_{j}} f\left(z^{\prime}\right)\right|<\frac{\epsilon}{2} \tag{2.3.7}
\end{equation*}
$$

Now suppose $x, y$ are such that $y^{-1} x \in U$, then with $w \in K$ chosen as above, it follows from (2.3.6) and (2.3.7) that

$$
\begin{aligned}
|f(y)-f(x)| & =\left|{ }_{y} f(e)-{ }_{y} f\left(y^{-1} x\right)\right| \\
& \leqslant\left|{ }_{y} f(e)-{ }_{w} f(e)\right|+\left|{ }_{w} f(e)-{ }_{w} f\left(y^{-1} x\right)\right| \\
& +\left|{ }_{w} f\left(y^{-1} x\right)-{ }_{y} f\left(y^{-1} x\right)\right| \\
& <\frac{\epsilon}{4}+\frac{\epsilon}{2}+\frac{\epsilon}{4}=\epsilon
\end{aligned}
$$

(b) The proof of $(b)$ is similar to $(a)$. We give the details for completeness. Let $f$ satisfy the RBC. First we prove that $f$ is bounded. For $\epsilon=1$, there exists a compact set $K_{0}{ }^{\prime}$ such that for every $x \in G, x^{-1} K_{0}{ }^{\prime}$ contains a right 1-almost period, say $x^{-1} k_{0}{ }^{\prime}$. Thus $\left\|f_{x^{-1} k_{0}{ }^{\prime}}-f\right\|_{\text {sup }} \leqslant 1$, and therefore $\left|f_{x^{-1} k_{0}{ }^{\prime}}(x)-f(x)\right| \leqslant 1$, from which it follows that

$$
|f(x)| \leqslant 1+\left|f\left(k_{0}^{\prime}\right)\right| \leqslant 1+\sup _{k \in K_{0}{ }^{\prime}}|f(k)| .
$$

Since $K_{0}{ }^{\prime}$ is independent of $x, f$ is bounded.

Given $\epsilon>0$, now we want to find a neighborhood $V^{\prime}$ of $e$ such that if $x y^{-1} \in V^{\prime}$, then $|f(x)-f(y)|<\epsilon$. For each $y \in G, f_{y}$ is continuous at $e$, so there exists a neighborhood $U_{y}^{\prime}$ of $e$ such that if $z \in U_{y}^{\prime}$, then $\left|f_{y}(z)-f_{y}(e)\right|<\epsilon / 4$. Therefore, if $z, z^{\prime} \in U_{y}^{\prime}$, then $\left|f_{y}(z)-f_{y}\left(z^{\prime}\right)\right|<\epsilon / 2$.
Choose a neighborhood $V_{y}^{\prime}$ of $e$ such that $\left(V_{y}^{\prime}\right)^{2} \subset U_{y}^{\prime}$, then for all $z, z^{\prime}, z^{\prime \prime} \in V_{y}^{\prime}$,

$$
\begin{equation*}
\left|f_{z^{\prime \prime} y}(z)-f_{z^{\prime \prime} y}\left(z^{\prime}\right)\right|<\epsilon / 2 \tag{2.3.8}
\end{equation*}
$$

Since $f$ satisfies the RBC, let the compact set $K^{\prime}$ be chosen so that for all $y \in G$, there exists $x \in y^{-1} K^{\prime}$ with $\left\|f_{x}-f\right\|_{\text {sup }} \leqslant \epsilon / 4$. Since the family $\left\{V_{y}^{\prime} y\right\}_{y \in K^{\prime}}$ is a covering of $K^{\prime}$, there exist $y_{1}, \ldots y_{l} \in K^{\prime}$ so that $K^{\prime} \subset \bigcup_{j=1}^{l} V_{y_{j}}^{\prime} y_{j}$. Put $V=\bigcap_{j=1}^{l} V_{y_{j}}^{\prime}$. If $y \in K^{\prime}$, then $y=z_{j} y_{j}$ for some $z_{j} \in V_{y_{j}}^{\prime}$, hence for all $z, z^{\prime} \in V$, it follows from (2.3.8) that

$$
\begin{equation*}
\left|f_{y}(z)-f_{y}\left(z^{\prime}\right)\right|=\left|f_{z_{j} y_{j}}(z)-f_{z_{j} y_{j}}\left(z^{\prime}\right)\right|<\epsilon / 2 \tag{2.3.9}
\end{equation*}
$$

Now, suppose $x, y$ are such that $x y^{-1} \in V^{\prime}$. Since $K^{\prime}$ is compact, the RBC implies that we can find $w^{\prime} \in K^{\prime}$ such that $\left\|f_{y^{-1} w^{\prime}}-f\right\|_{\text {sup }} \leqslant \epsilon / 4$, and hence

$$
\begin{equation*}
\left\|f_{w^{\prime}}-f_{y}\right\|_{\text {sup }}=\left\|\left(f_{y^{-1} w^{\prime}}-f\right)_{y}\right\|_{\text {sup }} \leqslant \epsilon / 4 \tag{2.3.10}
\end{equation*}
$$

Hence it follows from (2.3.9) and (2.3.10) that

$$
\begin{aligned}
|f(y)-f(x)| & =\left|f_{y}(e)-f_{y}\left(x y^{-1}\right)\right| \\
& \leqslant\left|f_{y}(e)-f_{w^{\prime}}(e)\right|+\left|f_{w^{\prime}}(e)-f_{w^{\prime}}\left(x y^{-1}\right)\right|+\left|f_{w^{\prime}}\left(x y^{-1}\right)-f_{y}\left(x y^{-1}\right)\right| \\
& <\epsilon / 4+\epsilon / 2+\epsilon / 4=\epsilon .
\end{aligned}
$$

Corollary 2.3.5. Every function satisfying Bohr's conditions is uniformly continuous.

Next we show the equivalence between Bochner's definition of almost periodicity and Bohr's conditions.

Theorem 2.3.6. Let $G$ be a topological group and $f \in C^{b}(G)$. Then $f \in A P(G)$ if and only if $f$ satisfies Bohr's conditions.

Proof. First, suppose $f \in A P(G)$. We need to show that $f$ satisfies both LBC and RBC. To prove $f$ satisfies $\operatorname{LBC}$, given $\epsilon>0$, by total boundedness of $\left\{_{y} f: y \in G\right\}$, we can pick $y_{1}, \ldots, y_{l} \in G$ so that every ${ }_{y} f$ is within $\epsilon$ of some ${ }_{y_{j}} f(j \in\{1,2, \ldots, l\})$. Let $K=\left\{y_{1}^{-1}, \ldots, y_{l}^{-1}\right\}$. For a given $x \in G$, pick $y_{j}$ so that $\left\|_{x} f-_{y_{j}} f\right\|_{\text {sup }}<\epsilon$. Then

$$
\left\|_{x y_{j}^{-1}} f-f\right\|_{\text {sup }}=\| \|_{x} f{ }_{y_{j}} f \|_{\text {sup }}<\epsilon .
$$

Thus $x K$ contains a left $\epsilon$-almost period. Since $x$ is arbitrary, $f$ satisfies LBC.
To prove $f$ satisfies RBC, given $\epsilon>0$, by total boundedness of $\left\{f_{y}: y \in G\right\}$, we can pick $y_{1}, \ldots, y_{l} \in G$ so that every $f_{y}$ is within $\epsilon$ of some $f_{y_{j}}\left(j \in\left\{1,2, \ldots, l^{\prime}\right\}\right)$. Let $K=\left\{y_{1}^{-1}, \ldots, y_{l^{\prime}}^{-1}\right\}$. For a given $x \in G$, pick $y_{j}$ so that $\left\|f_{x}-f_{y_{j}}\right\|_{\text {sup }}<\epsilon$. Then

$$
\left\|f_{y_{j}^{-1} x}-f\right\|_{\text {sup }}=\left\|f_{x}-f_{y_{j}}\right\|_{\text {sup }}<\epsilon
$$

Thus $K x$ contains a right $\epsilon$-almost period. Since $x$ is arbitrary, $f$ satisfies RBC.
Conversely, suppose $f$ satisfies both left and right Bohr's conditions, and we will show that $\left\{{ }_{y} f: y \in G\right\}$ is totally bounded. Given $\epsilon>0$, we want to find finitely many $y_{j}$ in $G$ so that every ${ }_{y} f$, is within $\epsilon$ of some ${ }_{y_{j}} f$. Since $f$ satisfies LBC, there exists a compact subset $K$ of $G$ (depending only on $\epsilon$ ), such that for all $y \in G$, there is some $x \in K$ so that

$$
\left\|_{x y^{-1}} f-f\right\|_{\sup } \leqslant \epsilon / 2
$$

Since $f$ satisfies RBC, it is left uniformly continuous, that is, the map, $G \rightarrow C^{b}(G)$, $x \mapsto{ }_{x} f$ is continuous. Therefore, $\left\{{ }_{x} f: x \in K\right\}$ is compact in $C^{b}(G)$. Thus we can find $y_{1}, \ldots, y_{n} \in K$, so that every ${ }_{x} f$ with $x \in K$, is within $\epsilon / 2$ of some $y_{j} f$. We note that the choices of $y_{1}, \ldots, y_{n}$ only depends on $\epsilon$ and $f$, since $K$ depends on $\epsilon$. Then we have

$$
\left\|_{y} f-{ }_{y_{j}} f\right\|_{\text {sup }} \leqslant\left\|_{y} f-{ }_{x} f\right\|_{\text {sup }}+\| \|_{x} f-{ }_{y_{j}} f \|_{\text {sup }}
$$

$$
\begin{aligned}
& \leqslant\left\|_{y}\left(f-{ }_{x y^{-1}} f\right)\right\|_{\text {sup }}+\left\|_{x} f-{ }_{y_{j}} f\right\|_{\text {sup }} \\
& \leqslant \frac{\epsilon}{2}+\frac{\epsilon}{2}=\epsilon
\end{aligned}
$$

This proves that $f \in A P(G)$.

Corollary 2.3.7. If $G$ is a topological group, then $A P(G) \subset U C(G)$.
Proof. This follows from Corollary 2.3.5 and Theorem 2.3.6.
THEOREM 2.3.8. Let $G$ be a locally compact group and $C_{0}(G)$ be the space of continuous functions on $G$ vanishing at infinity.
(i) If $G$ is compact, then $A P(G)=C(G)$.
(ii) If $G$ is noncompact, then $A P(G) \cap C_{0}(G)=\{0\}$.

Proof. ( $i$ ) The statement in $(i)$ is immediate from the definition of LBC and RBC. In fact, for each $\epsilon>0$, we can take $K=G$ and choose the $\epsilon$-almost period to be $\tau=e$.
(ii) Suppose $G$ is noncompact, and there exists $f \in A P(G) \cap C_{0}(G)$ with $f\left(x_{0}\right) \neq 0$ for some $x_{0} \in G$. Choose $\epsilon$ such that $0<\epsilon<\left|f\left(x_{0}\right)\right| / 2$. Since $f \in C_{0}(G)$, there exits a compact subset $K_{0}$ of $G$ such that $|f(x)| \leqslant \epsilon$ whenever $x \notin K_{0}$. Since $f$ satisfies LBC, there exists a compact set $K$ such that $K y$ contains a left $\epsilon$-almost period for all $y \in G$. Since $G$ is not compact and $K^{-1} K_{0} x_{0}^{-1}$ is compact, we can choose a point $y_{0} \in G$ such that $y_{0} \notin K^{-1} K_{0} x_{0}^{-1}$, and let $\tau=k y_{0} \in K y_{0},(k \in K)$, to be a left $\epsilon$ almost period. Then by our choice of $y_{0}, \tau x_{0} \notin K_{0}$, therefore $\left|f\left(\tau x_{0}\right)\right| \leqslant \epsilon$. However, the relation $\left\|_{\tau} f-f\right\|_{\text {sup }} \leqslant \epsilon$ implies that $\left|f\left(\tau x_{0}\right)-f\left(x_{0}\right)\right| \leqslant \epsilon$ and hence

$$
\left|f\left(x_{0}\right)\right| \leqslant \epsilon+\left|f\left(\tau x_{0}\right)\right| \leqslant 2 \epsilon
$$

i.e., $\left|f\left(x_{0}\right)\right| / 2 \leqslant \epsilon$ contradicting the choice of $\epsilon$.

Example 2.3.9. (a) On the unit circle $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$, all continuous functions are almost periodic since $\mathbb{T}$ is compact.
(b) The function $f=e^{-x^{2}}(x \in \mathbb{R})$ is in $C_{0}(\mathbb{R})$, and hence $f$ is not almost periodic.

Example 2.3.10. On the complex plane $\mathbb{C}$, a periodic function need not be almost periodic. For example, the function $f(s)=n^{-s}=e^{-s \log n}(n \geqslant 2)$ is periodic on $\mathbb{C}$ with a period $\frac{2 \pi i}{\log n}$ because

$$
f\left(s+\frac{2 \pi i}{\log n}\right)=e^{-\left(s+\frac{2 \pi i}{\log n}\right) \log n}=e^{-s \log n-2 \pi i}=e^{-s \log n}=f(s)
$$

But $f$ is not bounded on $\mathbb{C}$, in fact, for $s=x \in \mathbb{R}, f(x) \rightarrow \infty$ if $x \rightarrow-\infty$, and according to Theorem 2.3.4 and 2.3.6 it is not almost periodic.

Remark 2.3.11. Let $G=\mathbb{R}$ be the real line. Consider the following three classes functions:
(i) periodic functions;
(ii) almost periodic functions;
(iii) functions with $\epsilon$-periods for every $\epsilon>0$.

Then in this case, each of the above classes of functions is more general than the proceeding one. In other words, every periodic function is almost periodic. And every almost periodic function has $\epsilon$-periods for every $\epsilon$. However, the function $f(x)=e^{-x^{2}}$ is in the third class (Example 2.2.3 (b)) but is not almost periodic (Example 2.3.9 (b)). And the function $f(x)=\cos x+\cos \sqrt{2} x$ is almost periodic but is not periodic.


Figure 3. The relationship between three classes of functions

## CHAPTER 3

## Further Properties of Almost Periodic Functions

Almost periodic functions on topological groups can be studied from the point of view of theory of continuous functions on compact groups. This point of view is particularly useful when investigating the approximation properties of almost periodic functions.

The central idea is to associate a compact group $b(G)$ to a given topological group $G$ with the property that almost periodic functions on $G$ are exactly those continuous functions on $G$ which have a unique extension to $b(G)$.

In this chapter, we will present two different constructions of the Bohr compactification $b(G)$.

In the first section, we will show a construction given by Weil [45], which uses the finite-dimensional continuous unitary representations of topological group $G$. Weil's construction is also discussed by Dixmier [17], which is our main reference for this section. In Section 3.2, we discuss an alternative construction due to Loomis.

### 3.1. Weil's Construction of the Bohr Compactification

Theorem 3.1.1. Let $G$ be a topological group, then there exist a compact group $\Sigma$ and a continuous homomorphism $\alpha: G \rightarrow \Sigma$ satisfying the following properties:
(i) $\alpha(G)$ is dense in $\Sigma$;
(ii) for every compact group $\Sigma^{\prime}$ and every continuous homomorphism $\alpha^{\prime}: G \rightarrow \Sigma^{\prime}$, there exists a unique continuous homomorphism $\beta: \Sigma \rightarrow \Sigma^{\prime}$ such that $\alpha^{\prime}=\beta \circ \alpha$. The pair $(\alpha, \Sigma)$ is determined up to isomorphism by these properties.

Proof. Let $\left(\pi_{i}\right)_{i \in I}$ be the family of all finite-dimensional, continuous, unitary representations of $G$. We denote the representation space of $\pi_{i}$ by $H_{\pi_{i}}$. For every


Figure 4. Universal property
dimension $n$, there exists at least one such representation given by $\pi(s)=I_{\mathbb{C}^{n}}$ for every $s \in G$.

Let $U_{i}$ be the unitary group of $H_{\pi_{i}}$, that is, the group of all unitary operators on $H_{\pi_{i}}$. Since $H_{\pi_{i}}$ is finite-dimensional, we may put $\operatorname{dim} H_{\pi_{i}}=n_{i}$. Here we claim that $\mathscr{L}\left(H_{\pi_{i}}\right)$ can be identified with $\mathbb{C}^{n_{i}}{ }^{2}$ and the strong operator topology can be identified with norm topology. To prove the claim, we will show that $\mathscr{L}\left(H_{\pi_{i}}\right)$ with the strong operator topology is normable if $\operatorname{dim} H=n<\infty$. According to Theorem 1.5.4, we only need to show the zero operator of $\mathscr{L}\left(H_{\pi_{i}}\right)$ has a convex bounded neighborhood. We consider the open set $V=\left\{T \in \mathscr{L}\left(H_{\pi_{i}}\right):\left\|T e_{i}\right\|<1: i=1,2, \ldots, n\right\}$, where $\left\{e_{1}, \ldots, e_{n}\right\}$ is basis of $H$. It is easy to check that $V$ is a convex neighborhood of the zero operator. Next we show it is bounded. By Theorem 1.5.3 (ii), we only need to prove that every seminorm $p_{\xi}(\xi \in H), p_{\xi}(T)=\|T \xi\|$, is a bounded function on $U$. Letting $\xi=\sum_{i=1}^{n} \alpha_{i} e_{i}$, then for every $T \in U$, we have $\left|p_{\xi}(T)\right|=\|T \xi\| \leqslant \sum_{i=1}^{n}\left|\alpha_{i}\right|\left\|T e_{i}\right\| \leqslant$ $n \sum_{i=1}^{n}\left|\alpha_{i}\right|<\infty$. Therefore, $\mathscr{L}\left(H_{\pi_{i}}\right)$ with the strong operator topology is isomorphic to $\mathbb{C}^{n_{i}}{ }^{2}$ with the norm topology.

According to Heine-Borel theorem (Theorem 1.2.12), $U_{i}$ is compact in $\mathscr{L}\left(H_{\pi_{i}}\right)$ with respect to strong operator topology since $U_{i}$ is a closed bounded subset of $\mathscr{L}\left(H_{\pi_{i}}\right)$. Let $U=\prod_{i \in I} U_{i}$ be the product of $U_{i}$, then $U$ is a compact topological group (compactness follows from Tychonoff's Theorem (Theorem 1.2.15)). Let $\alpha$ be the continuous homomorphism (the continuity follows from ([31], page 91))

$$
\alpha: G \longrightarrow U, \quad s \mapsto \prod_{i \in I} \pi_{i}(s)
$$

and let $\Sigma$ be the closure of $\alpha(G)$ in $U$, which is a compact subgroup of $U$. We will show that $(\alpha, \Sigma)$ satisfies the properties of the theorem.

Let $\Sigma^{\prime}$ be a compact group and $\alpha^{\prime}: G \rightarrow \Sigma^{\prime}$ be a continuous homomorphism. Since $\alpha(G)$ is dense in $\Sigma$, any continuous homomorphism $\beta: \Sigma \rightarrow \Sigma^{\prime}$ such that $\alpha^{\prime}=\beta \circ \alpha$ is unique. The reason is as follows: suppose there exists another continuous homomorphism $\beta^{\prime}: \Sigma \rightarrow \Sigma^{\prime}$ such that $\alpha^{\prime}=\beta^{\prime} \circ \alpha$. Since $\Sigma=\overline{\alpha(G)}$, for any $t \in \Sigma$, there exists a net $\left(s_{k}\right)_{k} \in G$ such that $\lim \alpha\left(s_{k}\right)=t$. Then

$$
\beta^{\prime}(t)=\lim \beta^{\prime} \circ \alpha\left(s_{k}\right)=\lim \beta \circ \alpha\left(s_{k}\right)=\beta(t),
$$

which means $\beta^{\prime}=\beta$. This proves the uniqueness of the continuous homomorphism $\beta$.
Next we prove the existence of $\beta$. We recall that the intersection of kernels of continuous unitary representations of finite-dimension of $\Sigma^{\prime}$ is equal to $e$ (Gelfand-Raikov Theorem 1.6.10). Hence $\Sigma^{\prime}$ can be identified, as in the case of $\Sigma$, with a subgroup of the group of $\Pi_{j} V_{j}$, where each $V_{j}$ is the unitary group of a finite-dimensional Hilbert space. More precisely, let $\left(\sigma_{j}\right)_{j \in J}$ be the family of continuous, unitary, finitedimensional representations of $\Sigma^{\prime}$, then the identification of $\Sigma^{\prime}$ with a subgroup of $\Pi_{j} V_{j}$ is given by

$$
\sigma: \Sigma^{\prime} \rightarrow \sigma\left(\Sigma^{\prime}\right), \quad y \mapsto \Pi_{j} \sigma_{j}(y)
$$

Since $\Sigma^{\prime}$ is compact, $\sigma_{j}\left(\Sigma^{\prime}\right)$ is compact for each $j$, and hence by Tychonoff's theorem, $\sigma\left(\Sigma^{\prime}\right)$ is also compact. Since $\operatorname{ker} \sigma=\bigcap_{j} \operatorname{ker} \sigma_{j}=\{e\}, \sigma$ is injective. It is trivial that $\sigma$ is surjective onto its image. Therefore, $\sigma$ is a homeomorphism. Thus we may put $\alpha^{\prime}=\rho$ where $\rho: s \rightarrow \prod_{j} \rho_{j}(s)$, where each $\rho_{j}$ is a continuous homomorphism of $G$ into $V_{j}$.

Since $\rho_{j}$ is equivalent to one of the representations $\pi_{i}$, there exists a continuous homomorphism $T_{j i}: U_{i} \rightarrow V_{j}$ such that $\rho_{j}=T_{j i} \circ \pi_{i}$. Let $p r_{i}: \Sigma \rightarrow U_{i}$ be the canonical projection, and define

$$
\beta_{j}=T_{j i} \circ p r_{i}: \Sigma \rightarrow V_{j}
$$



Figure 5. $T_{j i}$ satisfying $\rho_{j}=T_{j i} \circ \pi_{i}$
Then

$$
\left(\beta_{j} \circ \alpha\right)(s)=\beta_{j}(\alpha(s))=T_{j i} \circ p r_{i}(\alpha(s))=T_{j i}\left(\pi_{i}(s)\right)=\rho_{j}(s),
$$

for $s \in G$.
We define $\beta: \Sigma \longrightarrow \prod_{j} V_{j}$, by $\beta(t)=\prod_{j} \beta_{j}(t)$. Since each $\beta_{j}$ is a continuous homomorphism, $\beta$ is a continuous homomorphism. Moreover,

$$
\beta \circ \alpha(s)=\beta(\alpha(s))=\prod_{j} \beta_{j}(\alpha(s))=\prod_{j} \rho_{j}(s)=\alpha^{\prime}(s), \quad \text { for all } s \in G
$$

and hence $\alpha^{\prime}=\beta \circ \alpha$ and $\beta(\Sigma) \subset \Sigma^{\prime}$.
The uniqueness up to isomorphism of the pair $(\Sigma, \alpha)$ is an easy consequence of the universality property. In fact, let $\left(\Sigma_{1}, \alpha_{1}\right)$ be another solution, then there exist continuous homomorphisms

$$
\beta: \Sigma \rightarrow \Sigma_{1}, \quad \beta_{1}: \Sigma_{1} \rightarrow \Sigma
$$

such that $\alpha_{1}=\beta \circ \alpha, \alpha=\beta_{1} \circ \alpha_{1}$, then $\alpha=\left(\beta_{1} \circ \beta\right) \circ \alpha$, hence $\beta_{1} \circ \beta$ is the identity map on $\Sigma$. Similarly, $\beta \circ \beta_{1}$ is the identity map on $\Sigma^{\prime}$, thus $\beta: \Sigma \rightarrow \Sigma_{1}$ is an isomorphism which transforms $\alpha$ to $\alpha_{1}$.

Definition 3.1.2. The group $\Sigma$ in the above theorem is called the Bohr compactification of $G$, and will be denoted by $b(G)$. The mapping $\alpha$ is called the canonical homomorphism of $G$ into $b(G)$.

The group $b(G)$ is also called the almost periodic compactification of $G$.


Figure 6. $\rho$ satisfying $\pi=\rho \circ \alpha$
Theorem 3.1.3. For every finite-dimensional, continuous, unitary representation $\rho$ of $b(G)$, let $\rho^{\prime}=\rho \circ \alpha$, which is a finite-dimensional, continuous, unitary representation of $G$. Then
(i) the map $\rho \rightarrow \rho^{\prime}$ is a bijection between the set of all equivalence classes of finitedimensional, continuous, unitary representations of $b(G)$ and the set of all equivalence classes of finite-dimensional, continuous, unitary representations of $G$;
(ii) $\rho$ is topologically irreducible if and only if $\rho^{\prime}$ is so;
(iii) if $\xi, \eta \in H_{\rho}=H_{\rho^{\prime}}$, then $\rho_{\xi, \eta}^{\prime}=(\rho \circ \alpha)_{\xi, \eta}=\rho_{\xi, \eta} \circ \alpha$.

Proof. (i) Let $\rho^{\prime}$ be equivalent to $\rho_{1}^{\prime}$ so that for some unitary operator $T, \rho^{\prime}(s)=$ $T^{*} \rho_{1}^{\prime}(s) T$ for all $s \in G$. Since $\overline{\alpha(G)}=b(G)$, it follows that $\rho(x)=T^{*} \rho_{1}(x) T$ for all $x \in b(G)$. Thus $\rho$ is equivalent to $\rho_{1}$. Therefore, the map $\rho \rightarrow \rho^{\prime}$ is injective.

If $\pi$ is a finite-dimensional, continuous, unitary representation of $G$, then we can view $\pi$ as a continuous homomorphism of $G$ into the compact group of unitary operators on $H_{\pi}$, and it follows from Theorem 3.1.1 (ii) that there exists a continuous unitary representation $\rho$ of $b(G)$ on $H_{\pi}$ such that $\pi=\rho \circ \alpha$, thus the map $\rho \rightarrow \rho^{\prime}$ is surjective. (ii) If $\rho$ is irreducible, then there are no proper subspace $W \subset H$ which is invariant under the action of $\{\rho(s): s \in b(G)\}$. Therefore $\rho^{\prime}=\rho \circ \alpha: G \longrightarrow \mathscr{L}(H)$ is also irreducible since $\alpha(G)$ is dense in $b(G)$. If $\rho^{\prime}$ is irreducible, then there are no proper subspace $V \subset H$ that is invariant under the action of $\left\{\rho^{\prime}(t): t \in G\right\}$. Therefore $\rho: G \longrightarrow \mathscr{L}(H)$ is also irreducible since $\alpha(G) \subset b(G)$.
(iii) For any $s \in G$, we have

$$
\rho_{\xi, \eta}^{\prime}(s)=(\rho \circ \alpha)_{\xi, \eta}(s)=(\rho \circ \alpha(s) \xi \mid \eta)=(\rho(\alpha(s)) \xi \mid \eta)=\rho_{\xi, \eta} \circ \alpha(s)
$$

Therefore, $(\rho \circ \alpha)_{\xi, \eta}=\rho_{\xi, \eta} \circ \alpha$.

In Theorem 2.1.1, we used total boundedness and $\epsilon$-meshes to prove the equivalence of compactness of left and right translations. Now with the useful tool of "Bohr compactification", we have an another proof of this equivalence. The theorem also characterizes almost periodic functions as those continuous functions which can be lifted to a continuous function on $b(G)$. This latter property is the main reason behind the usefulness of the Bohr compactification.

Theorem 3.1.4. Let $G$ be a topological group, $b(G)$ the Bohr compactification, $\alpha$ the canonical homomorphism of $G$ into $b(G)$, and $f \in C^{b}(G)$. Then the following conditions are equivalent:
(i) The set of ${ }_{s} f(s \in G)$ is relatively compact in $C^{b}(G)$.
(ii) The set of $f_{t}(t \in G)$ is relatively compact in $C^{b}(G)$.
(iii) The set of ${ }_{s} f_{t}(s, t \in G)$ is relatively compact in $C^{b}(G)$.
(iv) There exists a unique complex-valued continuous function $g$ on $b(G)$ such that $f=g \circ \alpha$.

Proof. $(i v) \Rightarrow(i i i)$ : Let $g \in C(b(G))$ and $f=g \circ \alpha$. Since $b(G)$ is compact, $g$ is uniformly continuous, and hence the map $(\sigma, \iota) \rightarrow{ }_{\sigma} g_{\iota}$ of $b(G) \times b(G)$ into the Banach space $C(b(G))$ is continuous (Theorem A.0.6). Hence the set of all ${ }_{\sigma} g_{\iota}$ is compact since $b(G) \times b(G)$ is compact. The image of this set in $C^{b}(G)$ by the isometric map $h \rightarrow h \circ \alpha$ is compact and contains the set of ${ }_{s} f_{t}(s, t \in G)$ because for $x \in G$, we have

$$
\begin{aligned}
& \alpha(s) \\
& g_{\alpha(t)} \circ \alpha(x)={ }_{\alpha(s)} g_{\alpha(t)}(\alpha(x)) \\
&= g(\alpha(s) \alpha(x) \alpha(t))=g(\alpha(s x t))=f(s x t)={ }_{s} f_{t}(x) .
\end{aligned}
$$

(iii) $\Rightarrow(i)$ and $(i i)$ are obvious.
$(i) \Rightarrow(i v)((i i) \Rightarrow(i v)$ is similar $)$ : For every $g \in C^{b}(G)$ and every $s \in G$, let $\psi(s) g={ }_{s^{-1}} g$. Then $\psi(s)$ is a linear isometric map of $C^{b}(G)$ onto $C^{b}(G)$, and $\psi\left(s s^{\prime}\right)=$ $\psi(s) \psi\left(s^{\prime}\right)$. Let $A$ be the set of all ${ }_{s} f(s \in G)$, it is clear that every $\psi(s)$ induces a bijection from $A$ onto $A$, hence also a bijection $\varphi(s)$ of $\bar{A}$ onto $\bar{A}$. Each $\varphi(s)$ is isometric, and $\bar{A}$ is compact if we assume $(i)$ holds. Hence $\varphi(G)$ is relatively compact
in the set $C(\bar{A}, \bar{A})$ of continuous functions from $\bar{A}$ into itself, equipped with the topology of uniform convergence, according to Ascoli's Theorem (Theorem 1.2.6). Hence the closure of $\varphi(G)$ in $C(\bar{A}, \bar{A})$ is a compact group $\Gamma$ of homeomorphisms of $\bar{A}$.

The mapping $\varphi$ is a homomorphism of $G$ into $\Gamma$, next we show that it is continuous. It suffices to prove that, when $s \rightarrow e, \varphi(s)$ converges to $\varphi(e)$ in the topology of uniform convergence on $\bar{A}$. Let $g \in \bar{A}$ and $V$ be an open neighborhood of $g$ in $\bar{A}$, then $\bar{A}-V$ is compact. If $h \in \bar{A}-V$, we have $|g(u)-h(u)|>0$ at at least one point $u \in G$.

We claim that there exist an open neighborhood $V_{h}$ of $h$ in $\bar{A}$ and a neighborhood $W_{h}$ of $e$ in $G$ such that $\varphi(s) g \notin V_{h}$ for $s \in W_{h}$. Let $r=|g(u)-h(u)|>0$. Define $V_{h}=B_{r / 2}(h)$, the open ball with center at $h$ and radius $r / 2$ in $\bar{A}$. In other words,

$$
V_{h}=\left\{k \in \bar{A}:\|k-h\|_{\text {sup }}<r / 2\right\} .
$$

Let $W_{h}$ be a symmetric neighborhood of $e$ such that if $s \in W_{h}$ then

$$
\left|g\left(s^{-1} u\right)-g(u)\right|<r / 2
$$

(such a neighborhood exists since $g$ is continuous at $u$ ). We claim that $\varphi(s) g \notin V_{h}$ for all $s \in W_{h}$. In fact, if $\varphi(s) g \in V_{h}$ for some $s \in W_{h}$, then $\|\varphi(s) g-h\|_{\text {sup }}<r / 2$, and in particular, $\left|g\left(s^{-1} u\right)-h(u)\right|<r / 2$. Thus,

$$
|g(u)-h(u)| \leqslant\left|g(u)-g\left(s^{-1} u\right)\right|+\left|g\left(s^{-1} u\right)-h(u)\right|<r / 2+r / 2=r
$$

which contradicts to the definition of $r$.
We may cover $\bar{A}-V$ by a finite number of neighborhoods $V_{h_{1}}, \ldots, V_{h_{n}}$, then for $s \in W_{h_{1}} \cap \cdots \cap W_{h_{n}}$, we have $\varphi(s) g \notin V_{h_{1}} \cup \cdots \cup V_{h_{n}}$, hence $\varphi(s) g \in V$ and thus we have shown that $\varphi$ is a continuous homomorphism from $G$ into $\Gamma$.

By Theorem 3.1.1 (ii), there exists a continuous homomorphism $\beta: b(G) \rightarrow \Gamma$ such that $\varphi=\beta \circ \alpha$. The complex-valued function $g: \sigma \mapsto\left(\beta\left(\sigma^{-1}\right) f\right)(e)$ is continuous
on $b(G)$, and

$$
f(s)=\left(\varphi\left(s^{-1}\right) f\right)(e)=\left(\beta\left(\alpha\left(s^{-1}\right)\right) f\right)(e)=\left(\beta\left(\alpha(s)^{-1}\right) f\right)(e)=g \circ \alpha(s)
$$

This proves (iv).
Combining Theorem 2.1.1, Definition 2.1.2, Theorem 3.1.3 (iii) and Theorem 3.1.4, it is easy to get the following corollary.

Corollary 3.1.5. Let $G$ be a topological group and $f \in C^{b}(G)$. Then (i) $f \in A P(G)$ if and only if there exists a unique complex-valued continuous function $g$ on $b(G)$ such that $f=g \circ \alpha$.
(ii) The coordinate functions of finite-dimensional continuous unitary representations of $G$ are almost periodic.

### 3.2. Loomis' Alternative Construction of Bohr Compactification

In this section, we discuss another construction of Bohr compactification given by Loomis [34]. We follow the exposition given by Kaniuth [29].

Let $\Delta(A P(G))$ denote the spectrum of $A P(G)$. The idea is to define a group structure on $\Delta(A P(G))$ and show that the resulted compact group can serve as a model for Bohr compactification.

According to Theorem 1.7.3, the Gelfand homomorphism is an isometric $*$-isomorphism from $A P(G)$ onto $C(\Delta(A P(G)))$. For each $x \in G$, we define an element $\varphi_{x} \in$ $\Delta(A P(G))$ by $\varphi_{x}(f)=f(x)$ where $f \in A P(G)$.

Lemma 3.2.1. The mapping $\phi: x \rightarrow \varphi_{x}$ from $G$ into $\Delta(A P(G))$ is continuous and has dense range.

Proof. First we show $\phi$ is continuous. Let $x_{\alpha} \rightarrow x$. We need to show $\varphi_{x_{\alpha}} \rightarrow \varphi_{x}$ in $\Delta(A P(G))$. Since $\Delta(A P(G))$ carries the $w^{*}$-topology, it suffices to show that $\varphi_{x_{\alpha}}(f) \rightarrow \varphi_{x}(f)$ for each $f \in A P(G)$. This follows immediately from continuity of $f$, since $\varphi_{x_{\alpha}}(f)=f\left(x_{\alpha}\right) \rightarrow f(x)=\varphi_{x}(f)$.

Suppose that there exists a nonempty open subset $U$ of $\Delta(A P(G))$ such that $U \bigcap \phi(G)=\varnothing$. Then by Urysohn's Lemma (Theorem 1.2.11), there exists a continuous function $g$ on $\Delta(A P(G))$ such that $g \neq 0$ and $\left.g\right|_{\Delta(A P(G)) \backslash U}=0$. Since the Gelfand homomorphism is an isometric $*$-isomorphism from $A P(G)$ onto $C(\Delta(A P(G)))$, we have $g=\hat{f}$ for some $f \in A P(G)$. However, $f(x)=\varphi_{x}(f)=\hat{f}\left(\varphi_{x}\right)=g\left(\varphi_{x}\right)=0$ for all $x \in G$, contradicting $f \neq 0$. Thus $\phi(G)$ is dense in $\Delta(A P(G))$.

Remark 3.2.2. It is worth to point out that the second part of the proof works for any unital Banach subalgebra $A \subset C^{b}(X)$, where $X$ is any topological space. The argument shows that the map $G \longrightarrow \Delta(A), x \mapsto \varphi_{x}$ has dense range in $\Delta(A)$.

Let $\varphi, \psi \in \Delta(A P(G))$. For neighborhoods $U$ of $\varphi$ and $V$ of $\psi$ in $\Delta(A P(G))$, let

$$
\Delta_{U, V}=\left\{\varphi_{x y}: x, y \in G \text { such that } \varphi_{x} \in U \text { and } \varphi_{y} \in V\right\}
$$

Then $\Delta_{U, V} \neq \varnothing$ since $\phi(G)$ is dense in $\Delta(A P(G))$. Let $\mathcal{U}$ and $\mathcal{V}$ be the set of all neighborhoods of $\varphi$ and $\psi$, respectively. Because $\Delta_{U_{1}, V_{1}} \subseteq \Delta_{U_{2}, V_{2}}$ whenever $U_{1} \subseteq$ $U_{2}, V_{1} \subseteq V_{2}$, the collection of all closed subsets $\overline{\Delta_{U, V}}$ of $\Delta(A P(G))$, where $U \in \mathcal{U}$ and $V \in \mathcal{V}$, has the finite intersection property (Definition 1.2.8). Since $\Delta(A P(G))$ is compact, according to Theorem 1.2.9 the set

$$
\Delta_{\varphi, \psi}=\bigcap\left\{\overline{\Delta_{U, V}}: U \in \mathcal{U}, V \in \mathcal{V}\right\}
$$

is nonempty.
Lemma 3.2.3. Let $C_{f}=\left\{{ }_{a} f: a \in G\right\}, D_{f}=\left\{f_{a}: a \in G\right\}, \alpha, \beta \in \Delta(A P(G))$ and $f \in A P(G)$. Let $\epsilon>0$ and let $\left\{{ }_{x_{1}} f, \ldots, x_{n} f\right\}$ be an $\epsilon$-mesh for $C_{f}$ and $\left\{f_{y_{1}}, \ldots, f_{y_{m}}\right\}$ an $\epsilon$-mesh for $D_{f}$. Define neighborhoods $U$ and $V$ of $\alpha$ and $\beta$, respectively, by $U=$ $U\left(\alpha, f_{y_{1}}, \ldots, f_{y_{m}}, \epsilon\right)=\left\{\gamma \in \Delta(A P(G)):\left|\left\langle\alpha-\gamma, f_{y_{j}}\right\rangle\right|<\epsilon\right.$, for $\left.j=1, \ldots, m\right\}$ and $V=U\left(\beta,{ }_{x_{1}} f, \ldots,{ }_{x_{n}} f, \epsilon\right)=\left\{\gamma \in \Delta(A P(G)):\left|\left\langle\beta-\gamma,{ }_{x_{i}} f\right\rangle\right|<\epsilon\right.$, for $\left.i=1, \ldots, n\right\}$. If $x, a, y, b \in G$ are such that $\varphi_{x}, \varphi_{a} \in U$ and $\varphi_{y}, \varphi_{b} \in V$, then $\left|\varphi_{x y}(f)-\varphi_{a b}(f)\right|<8 \epsilon$.

Proof. Choose $j \in\{1, \ldots, n\}$ and $k \in\{1, \ldots, m\}$ such that $\left\|_{x} f-{ }_{x_{j}} f\right\|_{\text {sup }}<\epsilon$ and $\left\|f_{b}-f_{y_{k}}\right\|_{\text {sup }}<\epsilon$. Then we have

$$
\begin{aligned}
& \left|\varphi_{x y}(f)-\varphi_{a b}(f)\right| \\
& \leqslant|f(x y)-f(x b)|+|f(x b)-f(a b)| \\
& =\left|{ }_{x} f(y)-{ }_{x} f(b)\right|+\left|f_{b}(x)-f_{b}(a)\right| \\
& \leqslant\left|{ }_{x} f(y)-{ }_{x_{j}} f(y)\right|+\left.\right|_{x_{j}} f(y)-{ }_{x_{j}} f(b)\left|+\left|{ }_{x_{j}} f(b)-{ }_{x} f(b)\right|+\right. \\
& \left|f_{b}(x)-f_{y_{k}}(x)\right|+\left|f_{y_{k}}(x)-f_{y_{k}}(a)\right|+\left|f_{y_{k}}(a)-f_{b}(a)\right| \\
& \leqslant 2\left\|_{x} f-{ }_{x_{j}} f\right\|_{\text {sup }}+\left|{ }_{x_{j}} f(y)-{ }_{x_{j}} f(b)\right|+2\left\|f_{b}-f_{y_{k}}\right\|_{\text {sup }}+ \\
& \left|f_{y_{k}}(x)-f_{y_{k}}(a)\right| \\
& \leqslant 4 \epsilon+\left|\varphi_{y}\left(x_{j} f\right)-\varphi_{b}\left({ }_{x_{j}} f\right)\right|+\left|\varphi_{x}\left(f_{y_{k}}\right)-\varphi_{a}\left(f_{y_{k}}\right)\right| .
\end{aligned}
$$

Now, since $\varphi_{x}, \varphi_{a} \in U$ and $\varphi_{y}, \varphi_{b} \in V$,

$$
\left|\varphi_{x}\left(f_{y_{k}}\right)-\varphi_{a}\left(f_{y_{k}}\right)\right|<2 \epsilon \quad \text { and } \quad\left|\varphi_{y}\left(x_{j} f\right)-\varphi_{b}\left(x_{j} f\right)\right|<2 \epsilon .
$$

Corollary 3.2.4. For each pair of elements $\varphi, \psi$ of $\Delta(A P(G)), \Delta_{\varphi, \psi}$ is a singleton.

Proof. Let $\alpha, \beta \in \Delta_{\varphi, \psi}$ and $f \in A P(G)$, we want to show that $|\alpha(f)-\beta(f)|<\delta$ for each $\delta>0$. Fix $\delta$ and let $\epsilon=\delta / 24$. Let $U$ and $V$ be the neighborhoods of $\alpha$ and $\beta$ defined in Lemma 3.2.3. By definition of $\Delta_{\varphi, \psi}, \alpha, \beta \in \overline{\Delta_{U, V}}$, so there exist $x, a, y, b \in G$ such that $\varphi_{x}, \varphi_{a} \in U, \varphi_{y}, \varphi_{b} \in V$, and

$$
\left|\alpha(f)-\varphi_{x y}(f)\right|<\delta / 3 \quad \text { and } \quad\left|\beta(f)-\varphi_{a b}(f)\right|<\delta / 3
$$

Now, by Lemma 3.2.3 we have

$$
\begin{aligned}
& |\alpha(f)-\beta(f)| \leqslant\left|\alpha(f)-\varphi_{x y}(f)\right|+\left|\varphi_{x y}(f)-\varphi_{a b}(f)\right|+\left|\varphi_{a b}(f)-\beta(f)\right| \\
& \leqslant \delta / 3+\delta / 3+8 \epsilon=\delta
\end{aligned}
$$

The group structure of $\Delta(A P(G))$ is given by the following theorem.
Theorem 3.2.5. Let $G$ be a topological group. For $\varphi, \psi \in \Delta(A P(G))$, let $\varphi \psi$ denote the unique element of $\Delta_{\varphi, \psi}$. Then the map

$$
\Delta(A P(G)) \times \Delta(A P(G)) \longrightarrow \Delta(A P(G)), \quad(\varphi, \psi) \mapsto \varphi \psi
$$

turns $\Delta(A P(G))$ into a compact group. Furthermore, $\varphi_{x} \varphi_{y}=\varphi_{x y}$ for $x, y \in G$.

Proof. It follows from definitions that $\varphi_{x y} \in \Delta_{\varphi_{x}, \varphi_{y}}$. According to Corollary 3.2.4, we have $\Delta_{\varphi_{x}, \varphi_{y}}=\left\{\varphi_{x y}\right\}$, and thus $\varphi_{x} \varphi_{y}=\varphi_{x y}$ for $x, y \in G$.

We show that multiplication on $\Delta(A P(G))$ is continuous. Let $\alpha$ and $\beta$ be two elements of $\Delta(A P(G))$. It suffices to show that given $\delta>0$ and $f_{1}, \ldots, f_{n} \in A P(G)$, there exists neighborhoods $U$ of $\alpha$ and $V$ of $\beta$ in $\Delta(A P(G))$, respectively, such that $\left|\varphi \psi\left(f_{j}\right)-\alpha \beta\left(f_{j}\right)\right|<\delta$ for all $\varphi \in U$ and $\psi \in V$ and $j=1,2, \ldots, n$. Let $\epsilon=\delta / 10$ and for any $\rho \in \Delta(A P(G))$, let

$$
W_{\rho}=\left\{\gamma \in \Delta(A P(G)):\left|\gamma\left(f_{j}\right)-\rho\left(f_{j}\right)\right|<\epsilon \text { for } 1 \leqslant j \leqslant n\right\} .
$$

For each $j=1,2, \ldots, n$, Lemma 3.2.3 provides neighborhoods $U_{j}$ of $\alpha$ and $V_{j}$ of $\beta$ such that $\left|\varphi_{x y}\left(f_{j}\right)-\varphi_{a b}\left(f_{j}\right)\right|<8 \epsilon$ whenever $x, a, y, b \in G$ are such that $\varphi_{x}, \varphi_{a} \in U_{j}$ and $\varphi_{y}, \varphi_{b} \in V_{j}$. Let $U=\bigcap_{j=1}^{n} U_{j}$ and $V=\bigcap_{j=1}^{n} V_{j}$, since $\alpha \beta \in \overline{\Delta_{U, V}}$, we have $\Delta_{U, V} \bigcap W_{\alpha \beta} \neq$ $\varnothing$. Now, let $\varphi \in U$ and $\psi \in V$ be arbitrary. Then $\Delta_{U, V} \bigcap W_{\varphi \psi} \neq \varnothing$ and hence there exist $x, y \in G$ such that $\varphi_{x} \in U, \varphi_{y} \in V$, and $\varphi_{x y} \in W_{\varphi \psi}$. Therefore we have

$$
\left|\varphi_{a b}\left(f_{j}\right)-\alpha \beta\left(f_{j}\right)\right|<\epsilon \quad \text { and } \quad\left|\varphi_{x y}\left(f_{j}\right)-\varphi \psi\left(f_{j}\right)\right|<\epsilon \quad \text { for } \quad j=1, \ldots, n
$$

Because $\varphi_{x}, \varphi_{a} \in U$ and $\varphi_{y}, \varphi_{b} \in V,\left|\varphi_{x y}\left(f_{j}\right)-\varphi_{a b}\left(f_{j}\right)\right|<8 \epsilon$ for $j=1,2, \ldots, n$. Combining these inequalities gives

$$
\begin{aligned}
& \left|\varphi \psi\left(f_{j}\right)-\alpha \beta\left(f_{j}\right)\right| \\
& \leqslant\left|\varphi \psi\left(f_{j}\right)-\varphi_{x y}\left(f_{j}\right)\right|+\left|\varphi_{x y}\left(f_{j}\right)-\varphi_{a b}\left(f_{j}\right)\right|+\left|\varphi_{a b}\left(f_{j}\right)-\alpha \beta\left(f_{j}\right)\right|
\end{aligned}
$$

$$
<10 \epsilon=\delta
$$

Thus the multiplication on $\Delta(A P(G))$ is continuous.
Next, we want to show the existence and continuity of inverses in $\Delta(A P(G))$. Let $\varphi \in A P(G)$ and let $\left(x_{\alpha}\right)_{\alpha}$ be a net in $G$ such that $\varphi_{x_{\alpha}} \rightarrow \varphi$ in $\Delta(A P(G))$. We show that the limit does not depend on the choice of the net $\left(x_{\alpha}\right)$ in $G$ but only on the fact that $\varphi_{x_{\alpha}} \rightarrow \varphi$. Let $f \in A P(G)$ and $\epsilon>0$. Then there exist $a_{1}, \ldots, a_{n} \in G$ such that the functions ${ }_{a_{i}} f_{a_{j}}, 1 \leqslant i, j \leqslant n$, form an $\epsilon / 3$-mesh for the set of all two-sided translates ${ }_{a} f_{b}, a, b \in G$. Define a neighborhood $U$ of $\varphi$ in $\Delta(A P(G))$ by

$$
U=\left\{\psi \in \Delta(A P(G)):\left|\psi\left(a_{i} f_{a_{j}}\right)-\varphi\left(a_{i} f_{a_{j}}\right)\right|<\epsilon / 3,1 \leqslant i, j \leqslant n\right\} .
$$

If $x$ and $y$ are elements of $G$ such that $\varphi_{x}, \varphi_{y} \in U$, then $\left|f\left(a_{i} x a_{j}\right)-f\left(a_{i} y a_{j}\right)\right|<\epsilon / 3$ $(1 \leqslant i, j \leqslant n)$, and hence $|f(a x b)-f(a y b)|<\epsilon$ for all $a, b \in G$. Taking $a=x^{-1}$ and $b=y^{-1}$, this becomes $\left|f\left(y^{-1}\right)-f\left(x^{-1}\right)\right|<\epsilon$. This shows that, for each $f \in A P(G)$, the net $\left(\varphi_{x_{\alpha}^{-1}}(f)\right)_{\alpha}=\left(f\left(x_{\alpha}^{-1}\right)\right)_{\alpha}$ forms a Cauchy net in $\mathbb{C}$ and that $\lim _{\alpha} \varphi_{x_{\alpha}^{-1}}(f)=$ $\lim _{\beta} \varphi_{y_{\beta}^{-1}}(f)$, where $\left(y_{\beta}\right)_{\beta}$ is another net in $G$ such that $\varphi_{y_{\beta}} \rightarrow \varphi$ in $\Delta(A P(G))$. Thus we can define a map $\varphi^{-1}: A P(G) \rightarrow \mathbb{C}$ by $\varphi^{-1}(f)=\lim _{\alpha} \varphi_{x_{\alpha}^{-1}}(f)(f \in A P(G))$ by taking $\left(x_{\alpha}\right)_{\alpha}$ to be any net in $G$ such that $\varphi_{x_{\alpha}} \rightarrow \varphi$. It is clear that $\varphi^{-1} \in \Delta(A P(G))$ and that $\varphi_{x}^{-1}=\varphi_{x^{-1}}$ for every $x \in G$. Since multiplication in $\Delta(A P(G))$ is continuous and $\varphi_{a b}=\varphi_{a} \varphi_{b}$ for all $a, b \in G$, it follows that

$$
\varphi \varphi^{-1}=\lim _{\alpha} \varphi_{x_{\alpha}} \cdot \lim _{\alpha} \varphi_{x_{\alpha}}^{-1}=\lim _{\alpha}\left(\varphi_{x_{\alpha} x_{\alpha}^{-1}}\right)=\varphi_{e} .
$$

Consequently, $\Delta(A P(G))$ is a group and $\varphi^{-1}$ is the inverse of $\varphi$.
Finally, the map $\varphi \rightarrow \varphi^{-1}$ from $\Delta(A P(G))$ into $\Delta(A P(G))$ is continuous. Let $\psi \in \Delta(A P(G)), f \in A P(G)$ and $\delta>0$. Define $g \in A P(G)$ by $g(x)=f\left(x^{-1}\right)$. If $\varphi \in \Delta(A P(G))$ and $x, y \in G$ are such that

$$
|\varphi(g)-\psi(g)|<\delta, \quad\left|\varphi_{x}(g)-\varphi(g)\right|<\delta \quad \text { and } \quad\left|\varphi_{y}(g)-\psi(g)\right|<\delta
$$

then $\left|\varphi_{x^{-1}}(f)-\varphi_{y^{-1}}(f)\right|=\left|\varphi_{x}(g)-\varphi_{y}(g)\right|<3 \delta$ and hence

$$
\left|\varphi^{-1}(f)-\psi^{-1}(f)\right| \leqslant\left|\varphi^{-1}(f)-\varphi_{x^{-1}}(f)\right|+\left|\varphi_{y^{-1}}(f)-\psi^{-1}(f)\right|+3 \delta
$$

As we have shown above, $\varphi_{x^{-1}}$ and $\varphi_{y^{-1}} \rightarrow \psi^{-1}$ whenever $\varphi_{x} \rightarrow \varphi$ and $\varphi_{y} \rightarrow \psi$. Hence it follow that $\varphi \rightarrow \varphi^{-1}$ is continuous.

We have thus achieved making $\Delta(A P(G))$ a compact group having the following properties:
(i) The map $\phi: G \rightarrow \Delta(A P(G))$ is a continuous homomorphism with dense range.
(ii) A bounded continuous function $f$ on $G$ is almost periodic if and only if there exists a function $\hat{f} \in C(\Delta(A P(G)))$ such that $f(x)=\hat{f}(\phi(x))$ for all $x \in G$.

REMARK 3.2.6. Let $\Delta=\Delta(A P(G))$ and suppose that $\Delta^{\prime}$ is a second compact group and $\phi^{\prime}$ is a homomorphism satisfying the analogous properties (i) and (ii). Then $\hat{f}^{\prime} \rightarrow \hat{f}$ is an algebraic isomorphism of $C\left(\Delta^{\prime}\right)$ onto $C(\Delta)$. Let $\delta: \Delta \rightarrow \Delta^{\prime}$ be the associated homeomorphism; that is, $\delta(\varphi)\left(\hat{f}^{\prime}\right)=\varphi(\hat{f})$ for $\varphi \in \Delta$ and $f \in A P(G)$. Then

$$
\delta(\phi(x))\left(\hat{f}^{\prime}\right)=\phi(x)(\hat{f})=f(x)=\phi^{\prime}(x)\left(\hat{f}^{\prime}\right) \quad \text { for all } x \in G \text { and } f \in A P(G)
$$

Thus $\delta$ extends the homomorphism $\phi^{\prime} \circ \phi^{-1}: \phi(G) \rightarrow \phi^{\prime}(G)$. Because $\delta$ is a homeomorphism and $\phi(G)$ is dense in $\Delta$, it follows that $\delta$ is a topological isomorphism.

It follows from the universal property of the Bohr compactification that $\Delta(A P(G))$ is exactly the group $b(G)$ we defined in Section 3.1, and the homomorphism $\phi: G \rightarrow$ $\Delta(A P(G))$ with dense range is the canonical homomorphism of $G$ into $b(G)$.

### 3.3. Bohr Compactification of Abelian Groups

If $G$ is a locally compact Abelian group, then according to Theorem 1.6.11 every continuous, unitary, irreducible representation of $G$ is one-dimensional. In other words, it is a continuous homomorphism $\gamma: G \longrightarrow \mathbb{T}$. This leads to the following definition.

Definition 3.3.1. Let $G$ be a locally compact Abelian group, a character of $G$ is a continuous group homomorphism from $G$ into the circle group $\mathbb{T}=\{z \in \mathbb{C}:|z|=1\}$. The set of all characters of $G$ is denoted by $\widehat{G}$.

Remark 3.3.2. This definition of $\widehat{G}$ is in agreement with the one in Chapter 1 (see Definition 1.6.8) in the case when $G$ is Abelian, since a character of an Abelian group is indeed a continuous unitary irreducible representation of the group $G$ on $\mathbb{C}$.

If $\gamma$ and $\gamma^{\prime} \in \widehat{G}$, then $\gamma \gamma^{\prime} \in \widehat{G}$ and $\gamma \bar{\gamma}=1_{G}$ where $1_{G}$ is the identity character. Thus $\widehat{G}$ forms a group under the pointwise product of characters. If we equip $\widehat{G}$ with the topology of convergence on compact sets, then $\widehat{G}$ turns into a locally compact Abelian group. We call $\widehat{G}$ the dual group of $G$. For the proof of this result, and the following additional results on the dual group, we refer to sections 4.1 and 4.3 of Folland [24].

If $x \in G$ and $\xi \in \widehat{G}$, we use the notation

$$
\langle x, \xi\rangle=\xi(x)
$$

for the reasons of symmetry. The elements of $\widehat{G}$ are characters on $G$, but we can equally regard elements of $G$ as characters on $\widehat{G}$. In other words, each $x \in G$ defines a character $\Phi(x)$ on $\widehat{G}$ by

$$
\langle\xi, \Phi(x)\rangle=\langle x, \xi\rangle .
$$

The following famous result states that $G$ can be identified with $\widehat{\widehat{G}}$ :
Theorem 3.3.3 (The Pontrjagin Duality). The map $\Phi: G \longrightarrow \widehat{\widehat{G}}$ defined above is an isomorphism of topological groups.

Using the Pontrjagin duality theorem, one can prove the following result, relating the topologies of $G$ and $\widehat{G}$ :

Theorem 3.3.4. Let $G$ be a locally compact Abelian group. Then $G$ is compact if and only if $\widehat{G}$ is discrete. And $G$ is discrete if and only if $\widehat{G}$ is compact.

If $H$ is a subgroup of $G$, we define the annihilator of $H$ by

$$
H^{\perp}=\{\xi \in \widehat{G}:\langle x, \xi\rangle=1 \text { for all } x \in H\}
$$

Lemma 3.3.5. $H^{\perp}$ is a closed subgroup of $\widehat{G}$.
Proof. For any $\xi_{1}, \xi_{2} \in H^{\perp}$, we have $\left\langle x, \xi_{1}\right\rangle=1$ and $\left\langle x, \xi_{2}\right\rangle=1$ for all $x \in H$, then $\left\langle x, \xi_{1} \xi_{2}\right\rangle=\xi_{1}(x) \xi_{2}(x)=\left\langle x, \xi_{1}\right\rangle \cdot\left\langle x, \xi_{2}\right\rangle=1$, i.e., $\xi_{1} \xi_{2} \in H^{\perp}$. Let $\left\{\xi_{\alpha}\right\}$ be a net in $H^{\perp}$ such that $\xi_{\alpha} \rightarrow \xi$ for some $\xi$ in $\widehat{G}$, then for every $x \in H, \xi_{\alpha}(x) \rightarrow \xi(x)$. However, $\xi_{\alpha}(x)=1$ for all $\alpha$, so $\xi(x)=1$, i.e., $\xi \in H^{\perp}$. If $\xi \in H^{\perp}$, then clearly $\xi^{-1}=\bar{\xi} \in H^{\perp}$. Therefore, $H^{\perp}$ is a closed subgroup of $G$.

The following theorem identifies the dual of a subgroup $H$ and its quotient group $G / H$.

Theorem 3.3.6. Let $G$ be a locally compact Abelian group. Suppose $H$ is a closed subgroup of $G$. Define $\Phi:(G / H)^{\wedge} \longrightarrow H^{\perp}$ and $\Psi: \widehat{G} / H^{\perp} \longrightarrow \widehat{H}$ by

$$
\Phi(\eta)=\eta \circ q, \quad \Psi\left(\xi H^{\perp}\right)=\left.\xi\right|_{H}
$$

where $q: G \longrightarrow G / H, s \mapsto s H$ is the canonical quotient map, and $\left.\xi\right|_{H}$ is the restriction of $\xi$ to $H$. Then $\Phi$ and $\Psi$ are isomorphisms of topological groups. In other words, $\widehat{H} \cong \widehat{G} / H^{\perp}$ and $(G / H)^{\Upsilon} \cong H^{\perp}$.

Corollary 3.3.7. If $H$ is a subgroup of $G$ such that $H^{\perp}=\left\{1_{G}\right\}$ (the identity element of $\widehat{G}$ ), then $\bar{H}=G$.

Proof. Suppose on the contrary that $\bar{H} \neq G$. Then $\bar{H}$ is a proper closed subgroup of $G$, and thus $G / \bar{H}$ is a nontrivial group. By Theorem 3.3.6, $\bar{H}^{\perp} \cong(G / \bar{H})^{\wedge}$. But since $G / \bar{H}$ has more than one elements, so does $(G / \bar{H})^{\wedge}$ and $\bar{H}^{\perp}$ according to Pontrjagin Duality. But this is impossible since $H^{\perp}=\left\{1_{G}\right\}$ implies $\bar{H}^{\perp}=\left\{1_{G}\right\}$.

Definition 3.3.8. Let $G, G^{\prime}$ be two locally compact groups, and let $\varphi$ be a continuous homomorphism from $G$ to $G^{\prime}$, then we define $\widehat{\varphi}: \widehat{G^{\prime}} \rightarrow \widehat{G}$ by $\gamma \mapsto \gamma \circ \varphi$ and we call $\hat{\varphi}$ the dual map of $\varphi$.

In fact, $\widehat{\varphi}$ is also a continuous homomorphism. Since

$$
\widehat{\varphi}\left(\gamma_{1} \gamma_{2}\right)=\left(\gamma_{1} \gamma_{2}\right) \circ \varphi=\left(\gamma_{1} \circ \varphi\right)\left(\gamma_{2} \circ \varphi\right)=\widehat{\varphi}\left(\gamma_{1}\right) \widehat{\varphi}\left(\gamma_{2}\right),
$$

$\widehat{\varphi}$ is a homomorphism. If $\gamma_{\alpha} \rightarrow \gamma$ in $\widehat{G^{\prime}}$, then $\gamma_{\alpha} \rightarrow \gamma$ on compact subsets of $G^{\prime}$. Now we want to show that $\widehat{\varphi}\left(\gamma_{\alpha}\right)=\gamma_{\alpha} \circ \varphi \rightarrow \gamma \circ \varphi=\widehat{\varphi}(\gamma)$ on compact subsets of $G$. If $K \subset G$ is compact, then $\varphi(K) \subset G^{\prime}$ is compact, so $\gamma_{\alpha} \rightarrow \gamma$ uniformly on $\varphi(K)$, i.e., $\gamma_{\alpha} \circ \varphi \rightarrow \gamma \circ \varphi$ uniformly on $K$.

Now we are ready to give an alternative description of $b(G)$ for a locally compact Abelian group $G$.

Theorem 3.3.9. Let $G$ be a locally compact Abelian group, $\widehat{G}$ be its dual group. Let $G^{\prime}$ be the compact Abelian group whose dual $\widehat{G^{\prime}}$ is $\widehat{G}_{d}$, ( $\widehat{G}$ equipped with the discrete topology). Let $\varphi: G \rightarrow G^{\prime}$ be the continuous homomorphism whose dual $\widehat{\varphi}: \widehat{G^{\prime}}=\widehat{G}_{d} \rightarrow \widehat{G}$ is the identity map. Then $G^{\prime}$ can be identified with the Bohr compactification $b(G)$, and $\varphi$ with the canonical homomorphism from $G$ to $G^{\prime}$.

Remark 3.3.10. With the help of Pontrjagin duality theorem, we can specify $G^{\prime}$ and $\varphi$ more directly. In fact, $G^{\prime}=\left(\widehat{G}_{d}\right)^{\widehat{ }}$, and $\varphi=\widehat{I}$ where $I: \widehat{G}_{d} \rightarrow \widehat{G}$ is the identity mapping.

Proof. To prove this theorem, we will use the uniqueness result in Theorem 3.1.1. To prove that $\overline{\varphi(G)}=G^{\prime}$, we observe that if $x^{\prime} \in \widehat{G^{\prime}}=\widehat{G}_{d}$ is trivial on $\varphi(G)$, then $\widehat{\varphi}\left(x^{\prime}\right)=1_{G}$, because for all $s \in G$,

$$
\widehat{\varphi}\left(x^{\prime}\right)(s):=x^{\prime}(\varphi(s))=1
$$

and thus $x^{\prime}=1_{G}$, since $\widehat{\varphi}=I$ is the identity map. It follows from Corollary 3.3.7 that $\overline{\varphi(G)}=G^{\prime}$.

Next, suppose $H$ is a compact group and $\psi: G \rightarrow H$ is a continuous homomorphism.

We need to prove that there exists a unique continuous homomorphism $\beta: G^{\prime} \rightarrow H$ such that $\psi=\beta \circ \varphi$.


Figure 7. $\beta$ satisfying $\psi=\beta \circ \varphi$
Replacing $H$ with $\overline{\psi(G)}$, we may assume $H$ is a compact commutative group. Then

$$
\widehat{\psi}: \widehat{H} \rightarrow \widehat{G}, \gamma \mapsto \gamma \circ \psi
$$

is a continuous homomorphism. Since $\widehat{H}$ is discrete, $\widehat{\psi}: \widehat{H} \rightarrow \widehat{G}_{d}$ is also a continuous homomorphism.

It remains to show there exists a unique homomorphism

$$
\widehat{\beta}: \widehat{H} \longrightarrow \widehat{G}_{d}
$$

such that $\widehat{\psi}=\widehat{\varphi} \circ \widehat{\beta}$. However, this is evident since $\widehat{\varphi}$ is the identity map from $\widehat{G}_{d}$ to $\widehat{G}$, and so we may define $\widehat{\beta}=\widehat{\psi}$.

So we have shown that the pair $\left(\varphi, G^{\prime}\right)$ satisfies the universal property in Theorem 3.1.1, and therefore $\left(\varphi, G^{\prime}\right) \cong(\alpha, b(G))$.

### 3.4. Some Applications of Bohr Compactification

Let $G$ be a topological group. For $f \in A P(G)$, let $\widehat{f} \in C(b(G))$ be the unique function such that $\widehat{f} \circ \alpha=f$ (Theorem 3.1.4).

Theorem 3.4.1. The $C^{*}$-algebra $A P(G)$ is isometrically isomorphic to $C(b(G))$, under the map

$$
\kappa: A P(G) \longrightarrow C(b(G)), \quad f \mapsto \widehat{f} .
$$

Proof. $\kappa$ is an algebra homomorphism, since

$$
\left(\widehat{f}_{1} \widehat{f}_{2}\right) \circ \alpha=\left(\widehat{f_{1}} \circ \alpha\right)\left(\widehat{f_{2}} \circ \alpha\right)=f_{1} f_{2}=\widehat{f_{1} f_{2}} \circ \alpha
$$

and since $\alpha$ has a dense range in $b(G)$, it follows that $\widehat{f_{1} f_{2}}=\widehat{f_{1}} \widehat{f}_{2}$. This map is injective since $\widehat{f}=0$ implies that $\widehat{f} \circ \alpha=0$ and hence $f=0$. The map is surjective since if $g \in C(b(G))$ then $f=g \circ \alpha \in C^{b}(G)$, and moreover, $f \in A P(G)$ and $\widehat{f}=g$ by Theorem 3.1.4. Finally, $\kappa$ is isometric since

$$
\|\widehat{f}\|_{\text {sup }}=\sup _{x \in b(G)}|\widehat{f}(x)|=\sup _{t \in G}|\widehat{f}(\alpha(t))|=\sup _{t \in G}|f(t)|=\|f\|_{\text {sup }} .
$$

The following is a general result on Banach algebras.

Theorem 3.4.2. Let $A$ and $B$ be two Banach algebras and $\kappa: A \rightarrow B$ be an isomorphism. Then mapping

$$
\theta: \Delta(B) \longrightarrow \Delta(A), \quad \psi \mapsto \kappa^{*}(\psi)=\psi \circ \kappa
$$

is a homeomorphism between the spectrum of the algebras.

We recall that an isomorphism between two Banach algebras is a continuous bijective algebra homomorphism. The inverse of such a map is automatically continuous by the inverse mapping theorem (Theorem 1.2.10). The map $\kappa^{*}: B^{*} \longrightarrow A^{*}$ is the adjoint map, and so $\theta$ is just the restriction of $\kappa^{*}$ to $\Delta(B)$.

Proof. By the definition of $\kappa^{*}$, we have $\kappa^{*}(\psi) \in A^{*}$. To show that $\kappa^{*}(\psi)$ is in $\Delta(A)$, let $a a^{\prime} \in A$, then

$$
\begin{aligned}
\left\langle\theta(\psi), a a^{\prime}\right\rangle & =\left\langle\kappa^{*}(\psi), a a^{\prime}\right\rangle=\left\langle\psi, \kappa\left(a a^{\prime}\right)\right\rangle \\
& =\left\langle\psi, \kappa(a) \kappa\left(a^{\prime}\right)\right\rangle=\langle\psi, \kappa(a)\rangle\left\langle\psi, \kappa\left(a^{\prime}\right)\right\rangle \\
& =\left\langle\kappa^{*}(\psi), a\right\rangle\left\langle\kappa^{*}(\psi), a^{\prime}\right\rangle=\langle\theta(\psi), a\rangle\left\langle\theta(\psi), a^{\prime}\right\rangle .
\end{aligned}
$$

Thus $\theta(\psi)$ is multiplicative on $A$ and hence $\theta(\psi) \in \Delta(A)$. Since $\kappa$ is a bijection, it follows easily that $\theta$ induces a bijection between $\Delta(B)$ and $\Delta(A)$. It remains to show that $\theta$ and $\theta^{-1}$ are continuous with respect to the induced $w^{*}$-topologies on $\Delta(B)$ and
$\Delta(A)$. If $\psi_{\alpha} \rightarrow \psi$ in $\Delta(B)$, then for each $a \in A$, we have

$$
\begin{aligned}
& \lim _{\alpha}\left\langle\theta\left(\psi_{\alpha}\right), a\right\rangle=\lim _{\alpha}\left\langle\kappa^{*}\left(\psi_{\alpha}\right), a\right\rangle=\lim _{\alpha}\left\langle\psi_{\alpha}, \kappa(a)\right\rangle \\
& =\langle\psi, \kappa(a)\rangle=\left\langle\kappa^{*}(\psi), a\right\rangle=\langle\theta(\psi), a\rangle
\end{aligned}
$$

Thus we have shown that $\theta\left(\psi_{\alpha}\right) \rightarrow \theta(\psi)$, proving the continuity of $\theta$. The continuity of $\theta^{-1}$ is shown similarly. Let $\phi_{\beta} \longrightarrow \phi$ in $\Delta(A)$, then for each $b \in B$, we have

$$
\begin{aligned}
& \lim _{\beta}\left\langle\theta^{-1}\left(\phi_{\beta}\right), b\right\rangle=\lim _{\beta}\left\langle\left(\kappa^{*}\right)^{-1}\left(\phi_{\beta}\right), b\right\rangle=\lim _{\beta}\left\langle\phi_{\beta}, \kappa^{-1}(b)\right\rangle \\
& =\left\langle\phi, \kappa^{-1}(b)\right\rangle=\left\langle\left(\kappa^{-1}\right)^{*}(\phi), b\right\rangle=\left\langle\theta^{-1}(\phi), b\right\rangle .
\end{aligned}
$$

Thus we have $\theta^{-1}\left(\phi_{\beta}\right) \rightarrow \theta^{-1}(\phi)$.

Corollary 3.4.3. If $G$ is a topological group, then $\Delta(A P(G))$ is homeomorphic to $b(G)$, in other words, $\Delta(A P(G)) \cong b(G)$.

Proof. It is well-known [24, Theorem 1.16] that for any compact set $X$, the spectrum of $C(X)$ is homeomorphic to $X$, under the mapping

$$
\tau: X \longrightarrow \Delta(C(X)), \quad x \rightarrow \tau_{x}
$$

where $\tau$ is the evaluation functional defined by $\tau_{x} f=f(x)$. By Theorem 3.4.1 the mapping

$$
\kappa: A P(G) \longrightarrow C(b(G)), \quad f \mapsto \widehat{f}
$$

is an isometric isomorphism. It follows from Theorem 3.4.2 that $A P(G)$ and $C(b(G))$ have homeomorphic spectrum and this homeomorphism $\theta$ is given by the restriction of the adjoint map $\kappa^{*}$ to $\Delta(C(b(G)))$, that is,

$$
\theta=\left.\kappa^{*}\right|_{\Delta(C(b(G)))}: \Delta(C(b(G))) \longrightarrow \Delta(A P(G)) .
$$

Since for $x \in b(G)$ and every $f \in A P(G)$ :

$$
\left\langle\theta\left(\tau_{x}\right), f\right\rangle=\left\langle\tau_{x}, \kappa(f)\right\rangle=\widehat{f}(x)=\left\langle\tau_{x} \circ \kappa, f\right\rangle,
$$

it follows that $\theta\left(\tau_{x}\right)=\tau_{x} \circ \kappa$. Thus $b(G) \cong \Delta(A P(G))$ via the map $x \mapsto \tau_{x} \circ \kappa$.

Remark 3.4.4. Since $b(G)$ can be identified with the spectrum of $A P(G)$, the map

$$
\kappa: A P(G) \longrightarrow C(b(G)), \quad f \mapsto \widehat{f}
$$

can be identified with the Gelfand transform of $A P(G)$.

### 3.5. Approximation Theorem for Almost Periodic Functions

In this section we will prove that almost periodic functions can be approximated uniformly by linear combinations of coordinate functions of finite-dimensional representation (Theorem 3.5.2).

The proof of the result depends on the Peter-Weyl density theorem, which we shall prove first.

Recall if $G$ is a topological group, then $\widehat{G}$ denotes the set of all (equivalence classes) of topologically irreducible continuous unitary representations of $G$.

Theorem 3.5.1 (Peter-Weyl). Let $G$ be a compact group and $\mathscr{E}_{\widehat{G}}$ be the linear subspace of $C(G)$ spanned by the coordinate functions of representations in $\widehat{G}$. Then $\mathscr{E}_{\widehat{G}}$ is norm dense in $C(G)$.

Elements of $\mathscr{E}_{\widehat{G}}$ are sometimes called trigonometric polynomials on $G$. Thus, in analogy with Weierstrass' theorem B.0.7, we may rephrase the theorem by saying that trigonometric polynomials are dense in $C(G)$, if $G$ is compact.

Proof. We prove this theorem using the Stone-Weierstrass theorem B.0.6. Since the identity representation $1_{G}: G \longrightarrow \mathscr{L}(\mathbb{C}), 1_{G}(s)=1$, belongs to $\widehat{G}$, it follows that $\mathscr{E}_{\widehat{G}}$ contains all the constants. If $s \neq t$, by Gelfand-Raikov Theorem (Theorem 1.6.9), there exists $\pi \in \widehat{G}$ such that $\pi(s) \neq \pi(t)$, it follows that for suitable vectors $x, y$, we have $\pi_{x, y}(s) \neq \pi_{x, y}(t)$. Therefore $\mathscr{E}_{\widehat{G}}$ is a linear subspace of $C(G)$ and the relation $\overline{\pi_{x, y}}=\bar{\pi}_{x, y}$, where $\bar{\pi} \in \widehat{G}$ is the conjugate representation of $\pi$, shows that $\mathscr{E}_{\widehat{G}}$ is closed under complex conjugation.

So all that remains to apply Stone-Weierstrass theorem is to show that the product of the coordinates is again a coordinate function. Let $\pi_{x, y}$ and $\pi_{x^{\prime}, y^{\prime}}^{\prime}$ be two coordinate functions. The tensor product

$$
\pi \otimes \pi^{\prime}: G \longrightarrow \mathscr{L}\left(H \otimes H^{\prime}\right)
$$

is a continuous unitary representation of $G$. The product $\pi_{x, y} \pi_{x^{\prime}, y^{\prime}}^{\prime}$ is a coordinate function of $\pi \otimes \pi^{\prime}$, in fact for all $s \in G$ :

$$
\begin{align*}
& \left(\pi \otimes \pi^{\prime}(s)\left(x \otimes x^{\prime}\right) \mid\left(y \otimes y^{\prime}\right)\right) \\
= & \left(\pi(s) x \otimes \pi^{\prime}(s) x^{\prime} \mid\left(y \otimes y^{\prime}\right)\right)  \tag{3.5.11}\\
= & (\pi(s) x \mid y)\left(\pi^{\prime}(s) x^{\prime} \mid y^{\prime}\right)
\end{align*}
$$

If $\pi \otimes \pi^{\prime}$ was topologically irreducible, we had nothing left to show since then $\pi_{x, y} \pi_{x^{\prime}, y^{\prime}}^{\prime} \in \mathscr{E}_{\widehat{G}}$. But $\pi \otimes \pi^{\prime}$ may not be irreducible, however, since $G$ is compact, we can write

$$
\pi \otimes \pi^{\prime}=\sigma_{1} \oplus \cdots \oplus \sigma_{n} \quad \text { and } \quad H \otimes H^{\prime}=H_{1} \oplus \cdots \oplus H_{n}
$$

with $\left\{\sigma_{k}, H_{k}\right\} \in \widehat{G}$ for $k=1, \ldots, n$. The vectors $x \otimes x^{\prime}$ and $y \otimes y^{\prime}$ in $H \otimes H^{\prime}$ can be decomposed into corresponding direct sums

$$
x \otimes x^{\prime}=z_{1} \oplus \cdots \oplus z_{n}, \quad y \otimes y^{\prime}=w_{1} \oplus \cdots \oplus w_{n}
$$

Then for $s \in G$,

$$
\begin{aligned}
& \left(\pi \otimes \pi^{\prime}(s)\left(x \otimes x^{\prime}\right) \mid\left(y \otimes y^{\prime}\right)\right) \\
= & \left(\sigma_{1}(s) z_{1} \oplus \cdots \oplus \sigma_{n}(s) z_{n} \mid w_{1} \oplus \cdots \oplus w_{n}\right) \\
= & \left(\sigma_{1}(s) z_{1} \mid w_{1}\right)+\cdots+\left(\sigma_{n}(s) z_{n} \mid w_{n}\right) .
\end{aligned}
$$

Thus by (3.5.11),

$$
(\pi(s) x \mid y)\left(\pi^{\prime}(s) x^{\prime} \mid y^{\prime}\right)
$$

$$
=\left(\sigma_{1}(s) z_{1} \mid w_{1}\right)+\cdots+\left(\sigma_{n}(s) z_{n} \mid w_{n}\right)
$$

That is, $\pi_{x, y} \pi_{x^{\prime}, y^{\prime}}^{\prime}$ is a sum of coordinate functions of representation in $\widehat{G}$, and hence $\pi_{x, y} \pi_{x^{\prime}, y^{\prime}}^{\prime} \in \mathscr{E}_{\widehat{G}}$.

THEOREM 3.5.2. Let $G$ be a topological group. Then $f \in A P(G)$ if and only if $f$ is the uniform limit on $G$ of linear combinations of coefficients of finite-dimensional representations in $\widehat{G}$.

Proof. First, We assume that $f \in A P(G)$. Then according to Theorem 3.1.4 $f=$ $g \circ \alpha$, where $g \in C(b(G))$. It follows from Peter-Weyl Theorem that $g$ is a uniform limit on $b(G)$ of linear combinations of coefficients of continuous topologically irreducible unitary representations of $b(G)$. Such representations are finite dimensional since $b(G)$ is compact. If $\pi: b(G) \longrightarrow U(H)$ is topologically irreducible, then so is $\pi^{\prime}=\pi \circ \alpha$ : $G \longrightarrow U(H)$ since $\alpha(G)$ is dense in $b(G)$. If $\xi, \eta \in H$, then $\pi_{\xi, \eta}^{\prime}=\pi_{\xi, \eta} \circ \alpha$ since for $s \in G$,

$$
\pi_{\xi, \eta}^{\prime}(s)=\left(\pi^{\prime}(s) \xi \mid \eta\right)=(\pi(\alpha(s)) \xi \mid \eta)=\pi_{\xi, \eta}(\alpha(s))
$$

Thus if $u_{\kappa}$ is a linear combination of coefficients of representations in $\widehat{b(G)}$, then $u_{\kappa} \circ \alpha$ is a linear combination of coefficients of finite-dimensional representations in $\widehat{G}$. Also, if $u_{\kappa} \rightarrow g$ uniformly on $b(G)$, then $u_{\kappa} \circ \alpha \rightarrow g \circ \alpha$ uniformly on $G$. Hence $f$ is a uniform limit on $G$ of linear combinations of coefficients of finite-dimensional representations in $\widehat{G}$.

Next, we assume that $f$ is the uniform limit on $G$ of linear combinations of coefficients of finite-dimensional representations in $\widehat{G}$. Suppose for every $n$, there exists a linear combination $f_{n}$ of coefficients of finite-dimensional continuous unitary topologically irreducible representations of $G$ such that $\left\|f-f_{n}\right\|_{\text {sup }} \leqslant \frac{1}{n}$. There exists a function $g_{n}$ on $b(G)$, a linear combination of finite-dimensional continuous unitary topologically irreducible representation of $b(G)$ such that $f_{n}=g_{n} \circ \alpha$. One has $\left\|g_{m}-g_{n}\right\|_{\text {sup }}=\left\|f_{m}-f_{n}\right\|_{\text {sup }} \rightarrow 0$ when $m$ and $n$ tend to $\infty$, hence the $g_{n}$ converges uniformly to a continuous function $g$ on $b(G)$, and one has $f=g \circ \alpha$.

### 3.6. Maximally and Minimally Almost Periodic Groups

Now, we may have a question on how big the space $A P(G)$ is, i.e., if there are enough almost periodic functions to separate the points of $G$. This question is closely connected to the injectivity of the canonical homomorphism $\alpha$ from $G$ into its Bohr compactification $b(G)$. First, let us see the following equivalent conditions.

Theorem 3.6.1. For a locally compact group $G$, the following conditions are equivalent.
(a) The algebra $A P(G)$ separates the points of $G$.
(b) The canonical homomorphism $\alpha: G \longrightarrow b(G)$ is injective.
(c) There is an injective continuous homomorphism of $G$ into a compact group $K$.
(d) Continuous homomorphisms of $G$ onto compact groups separate the points of $G$.
(e) Finite-dimensional representations in $\widehat{G}$ separate the points of $G$.

Proof. $(a) \Rightarrow(b)$ : If $s \neq t$ are two elements of $G$, choose $f \in A P(G)$ such that $f(s) \neq f(t)$. Let $\widehat{f} \in C(b(G))$ be such that $\widehat{f} \circ \alpha=f$. Then $\widehat{f}(\alpha(s)) \neq \widehat{f}(\alpha(t))$, hence $\alpha(s) \neq \alpha(t)$.
$(b) \Rightarrow(c)$ is trivial since $b(G)$ is compact.
$(c) \Rightarrow(d)$ is obvious.
$(d) \Rightarrow(e):$ Suppose $s, t \in G$ are two distinct points of $G$ and suppose that $\gamma: G \longrightarrow K$ is a continuous homomorphism into $K$ such that $\gamma(s) \neq \gamma(t)$. Since $K$ is compact, according to Theorem 1.6.12 (i) all representations in $\widehat{K}$ are finite-dimensional. And by Gelfand-Raikov theorem (Theorem 1.6.9), we know that $\widehat{K}$ separates the points of $K$. Hence for some representation $\sigma \in \widehat{K}, \sigma(\gamma(s)) \neq \sigma(\gamma(t))$. The map $\sigma \circ \gamma$ is finite-dimensional continuous unitary representation of $G$, and according to Theorem 1.6.12 (ii) hence it is a direct sum of irreducible unitary representations, that is, $\sigma \circ \gamma=\oplus_{i=1}^{N} \pi_{i}$, where $\pi_{i} \in \widehat{G}$. It follows that for at least one $i, \pi_{i}(s) \neq \pi_{i}(t)$, as we wanted to show.
$(e) \Rightarrow(a)$ Suppose $s \neq t$ and $\pi \in \widehat{G}$ is such that $\pi(s) \neq \pi(t)$. Then for some $\xi, \eta \in H$, $(\pi(s) \xi \mid \eta) \neq(\pi(t) \xi \mid \eta)$, or $\pi_{\xi, \eta}(s) \neq \pi_{\xi, \eta}(t)$. However, since $\pi$ is finite-dimensional,
according to Theorem 3.5.2, we have $\pi_{\xi, \eta} \in A P(G)$. It follows that $A P(G)$ separates the points of $G$.

The following definition was given by von Neumann [37].
DEFINITION 3.6.2. A locally compact group is maximally almost periodic, or is called MAP-group, if the equivalent conditions in Theorem 3.6.1 hold.

REMARK 3.6.3. MAP-groups are also called groups injectable into compact groups. If $G$ is a topological group and $N$ is the kernel of the canonical mapping $\alpha: G \rightarrow b(G)$, then $N$ is a closed normal subgroup of $G$ and $G / N$ is a MAP. The following locally compact groups are MAP-groups:
(i) subgroups of MAP-groups;
(ii) products of MAP-groups;
(iii) Abelian groups;
(iv) compact groups;
$(v)$ free groups.

Definition 3.6.4. A minimally almost periodic group is a group for which the only elements of $A P(G)$ are the constant functions.

As an example of a minimally periodic function we can consider the set of all $2 \times 2$ matrices

$$
G=\left\{\left[\begin{array}{ll}
u & v \\
w & z
\end{array}\right]: u, v, w, z \in \mathbb{Q}, u z-v w \neq 0\right\}
$$

where the group operation is the matrix multiplication. Minimally almost periodic groups were studied by von Neumann and Wigner in [38].

## CHAPTER 4

## Invariant Means on Almost Periodic Functions

In this chapter we discuss the existence of means on $A P(G)$ and study some of its applications, in particular, its application in the approximation problems.

We give two proofs of the existence of a mean. In Section 4.1 we prove the existence of a mean using Bohr compactification $b(G)$. This proof is short and consists essentially of lifting an almost periodic function to $b(G)$ and integrating with respect to the normalized Haar measure on $b(G)$. In Section 4.2 we give another proof of the existence of mean by using a combinatorial result called the Marriage Lemma.

### 4.1. Bohr Compactification and Invariant Means

In this section, we use $b(G)$ to introduce a mean on $A P(G)$. Our main reference for this section is $[\mathbf{1 7}]$. First we define what we mean by a mean on $A P(G)$.

Definition 4.1.1. An invariant mean $M$ on $A P(G)$ is a continuous linear functional such that
(i) $M(f) \geqslant 0$ for $f \geqslant 0$;
(ii) $M\left(1_{G}\right)=1$;
(iii) $M\left({ }_{s} f\right)=M\left(f_{s}\right)=M(f)$, for all $f \in A P(G)$ and all $s \in G$.

In the above definitions, properties $(i)$ and $(i i)$ is what defines a mean. Property (iii) is the invariant property of the mean. It follows from general properties of means that if $M$ is a mean, then $\|M\|=1$ ([17, Proposition 2.1.9]).

Theorem 4.1.2. Let $G$ be a topological group and $f \in A P(G)$. Let $K$ be the closed convex hull in $C^{b}(G)$ of the set of the ${ }_{s} f$, where $s$ runs over $G$. Then $K$ contains $a$
unique constant $M(f)$. If $\widehat{f}$ is the function corresponding to $f$ on $b(G)$, we have

$$
M(f)=\int_{b(G)} \widehat{f}(s) d s
$$

where $d s$ denotes the normalized Haar measure on $b(G)$.
Proof. Since $A P(G)$ is isometrically isomorphic to $C(b(G))$ (Theorem 3.4.1), we may consider the case $G=b(G)$, i.e., consider $f \in C(b(G))$, where $f$ is identified with $\hat{f}$ in Theorem 3.4.1.

Let $f \in C(b(G))$ and $\epsilon>0$. Since $f$ is uniformly continuous, there exists a neighborhood $V$ of $e$ in $b(G)$ such that $s t^{-1} \in V$ implies $|f(s)-f(t)| \leqslant \epsilon$. Let $\left(V s_{i}\right)_{1 \leqslant i \leqslant n}$ be a finite cover of $b(G)$ and according to Theorem 1.2.14 let $\left(h_{i}\right)_{1 \leqslant i \leqslant n}$ be a partition of unity subordinate to this coverings.

Set

$$
C_{i}=\int_{b(G)} h_{i}(s) d s
$$

and let $t \in b(G)$ be arbitrary but fixed, then because

$$
\int_{b(G)} f(s) d s=\int_{b(G)} f(s t) d s=\int_{b(G)}\left(\sum_{i=1}^{n} h_{i}(s)\right) f(s t) d s
$$

we have

$$
\begin{aligned}
\left|\int_{b(G)} f(s) d s-\sum_{i=1}^{n} C_{i} f\left(s_{i} t\right)\right| & =\left|\int_{b(G)}\left(\sum_{i=1}^{n} h_{i}(s)\right) f(s t) d s-\sum_{i=1}^{n} \int_{b(G)} h_{i}(s) f\left(s_{i} t\right) d s\right| \\
& =\left|\sum_{i=1}^{n} \int_{b(G)} h_{i}(s)\left[f(s t)-f\left(s_{i} t\right)\right] d s\right| \\
& \leqslant \sum_{i=1}^{n} \int_{V s_{i}} h_{i}(s)\left|f(s t)-f\left(s_{i} t\right)\right| d s \\
& \leqslant \varepsilon \sum_{i=1}^{n} \int_{V s_{i}} h_{i}(s) d s \\
& =\varepsilon \sum_{i=1}^{n} \int_{b(G)} h_{i}(s) d s
\end{aligned}
$$

$$
=\varepsilon \int_{b(G)}\left(\sum_{i=1}^{n} h_{i}(s)\right) d s=\varepsilon \int_{b(G)} d s=\varepsilon
$$

On the other hand, $\sum_{i=1}^{n} C_{i}=1$. Hence the constant $\int_{b(G)} f(s) d s$ belongs to $K$ because $\int_{b(G)} f(s) d s$ belongs to the closure of the set of convex combinations of functions $s_{i} f \in K$.

Finally, every translation of $f$ has the same integral on $b(G)$ (translation invariance of Haar measure). Hence every function in $K$ has the same integral on $b(G)$. If a constant is in $K$, its value is hence necessarily $\int_{b(G)} f(s) d s$, in other words, if $g(s)=k$ for all $s \in b(G), g \in K$, then $k=\int_{b(G)} g(s) d s=\int_{b(G)} f(s) d s$. This shows that the only constant function in $K$ is $M(f)=\int_{b(G)} f(s) d s$.

Theorem 4.1.3. The map

$$
M: A P(G) \longrightarrow \mathbb{C}, \quad f \mapsto M(f)
$$

is an invariant mean on $A P(G)$.
Proof. All this follows from the equality $M(f)=\int_{b(G)} \widehat{f}(s) d s$ of the theorem.

### 4.2. The Marriage Lemma and Its Application

In this section, we give a second proof for the existence of mean on $A P(G)$ which does not use the Bohr compactification $b(G)$. The proof relies on the following combinatorial result. Our main reference for this section is [26].

Lemma 4.2.1 (The Marriage Lemma). Let $P$ and $Q$ be nonempty sets. Let $\rho$ be $a$ function that maps $P$ into the family of nonempty subsets of $Q$. Suppose that

$$
\begin{equation*}
\left|\bigcup_{p \in P_{1}} \rho(p)\right| \geqslant\left|P_{1}\right| \tag{4.2.12}
\end{equation*}
$$

for all finite subsets $P_{1}$ of $P$. Suppose also that $P$ is finite or that $\rho(p)$ is finite for all $p \in P$. Then there is an injective function $\sigma: P \rightarrow Q$ with the property that $\sigma(p) \in \rho(p)$ for all $p \in P$.

Proof. We consider two cases.
Case 1: $P$ is finite. We use induction on $|P|$. Let $|P|=n$. If $n=1$, the result is trivial. Since there is only one element $p$ in $P$, we only need to let $\sigma(p)$ be any element in $\rho(p)$. Suppose, as induction hypothesis, that the lemma holds whenever $1 \leqslant|P|<n-1$. Suppose $|P|=n$. We face two alternatives to consider.

The first one is that

$$
\left|\bigcup_{p \in P_{1}} \rho(p)\right|>\left|P_{1}\right| \text { if } P_{1} \subset P \text { and } 0<\left|P_{1}\right| \leqslant n
$$

Choose any $p_{0} \in P$ and let $\sigma\left(p_{0}\right)$ be any element of $\rho\left(p_{0}\right)$. Then $P-\left\{p_{0}\right\}, Q-\left\{\rho\left(p_{0}\right)\right\}$ and the function $p \rightarrow \rho(p) \cap\left\{\sigma\left(p_{0}\right)\right\}^{c}$ satisfy the inductive hypothesis. Here $\rho(p) \cap$ $\left\{\sigma\left(p_{0}\right)\right\}^{c} \neq \varnothing$ since if we let $P_{1}=\{p\}$, according to (4.2.12) we have $|\rho(p)|>|p|=1$. Also, $\left|P-\left\{p_{0}\right\}\right|=n-1$. Hence, $\sigma$ can be constructed in this case.

The second alternative is to suppose that there is a $P_{0} \subset P$ such that $0<\left|P_{0}\right|<n$ and $\left|\bigcup_{p \in P_{0}} \rho(p)\right|=\left|P_{0}\right|$. Then $P_{0}$ satisfies the inductive hypothesis and so $\sigma$ can be defined on $P_{0}$ so as to be injective, and such that $\sigma(p) \in \rho(p)$ for all $p \in P_{0}$. Note that $\sigma\left(P_{0}\right)=\bigcup_{p \in P_{0}} \rho(p) . \sigma\left(P_{0}\right) \subset \bigcup_{p \in P_{0}} \rho(p)$ is obvious since $\sigma(p) \in \rho(p)$ for all $p \in P_{0}$. Since $\sigma$ is injective,

$$
\left|\sigma\left(P_{0}\right)\right|=\left|P_{0}\right|=\left|\bigcup_{p \in P_{0}} \rho(p)\right| .
$$

Since all sets are finite, $\sigma\left(P_{0}\right)=\bigcup_{p \in P_{0}} \rho(p)$. Now, let us look at the set $P \cap P_{0}^{c}$. If there is a subset $P_{2}$ of $P \cap P_{0}^{c}$ such that

$$
\left|\bigcup_{p \in P_{2}} \rho(p) \cap \sigma\left(P_{0}\right)^{c}\right|<\left|P_{2}\right|,
$$

then we would have

$$
\left|\bigcup_{p \in P_{0} \cup P_{2}} \rho(p)\right|=\left|\sigma\left(P_{0}\right) \cup \bigcup_{p \in P_{2}} \rho(p)\right|=\left|P_{0}\right|+\left|\bigcup_{p \in P_{2}} \rho(p) \cap \sigma\left(P_{0}\right)^{c}\right|<\left|P_{0} \cup P_{2}\right| .
$$

That is, (4.2.12) would fail for $P_{0} \cup P_{2}$. Hence we can apply the inductive hypothesis to $P \cap P_{0}^{c}$ and the mapping $\rho^{*}(p)=\rho(p) \cap \sigma\left(P_{0}\right)^{c}$, and define $\sigma$ on $P \cap P_{0}^{c}$. We may note that $\rho^{*}(p) \neq \varnothing$ for all $p \in P \cap P_{0}^{c}$. In fact, if for some $p^{\prime} \in P \cap P_{0}^{c}, \rho^{*}\left(p^{\prime}\right)=\varnothing$, we would have $\rho\left(p^{\prime}\right) \subset \sigma\left(P_{0}\right)=\bigcup_{p \in P_{0}} \rho(p)$, which means

$$
\left|P_{0} \cup\left\{p^{\prime}\right\}\right|>\left|P_{0}\right|=\left|\bigcup_{p \in P_{0}} \rho(P)\right|=\left|\bigcup_{p \in P_{0} \cup\left\{p^{\prime}\right\}} \rho(P)\right|,
$$

contradicting to (4.2.12).
Case 2: $P$ is infinite and all $\rho(p)$ are finite. We handle this case by a compactness argument. With the discrete topology, each $\rho(p)$ is compact, and so the Cartesian product $X=\prod_{p \in P} \rho(p)$ is compact. For a finite nonempty subset $F$ of $P$, let $H_{F}$ be the set of all $\left(g_{p}\right)_{p \in P} \in X$ such that all $g_{p}$ are distinct for $p \in F$. By the first case, $H_{F}$ is nonempty. We claim that $H_{F}$ is also closed. To prove it, we want to show that $H_{F}^{c}$ is open. Let $\left(g_{p}\right)_{p \in P} \in H_{F}^{c}$, then there exist $p_{1}, p_{2} \in F$ such that $g_{p_{1}}=g_{p_{2}}$. Let $U=\prod_{p \in P} U_{p}$ where

$$
U_{p}= \begin{cases}\rho(p) & \text { if } p \notin\left\{p_{1}, p_{2}\right\} \\ \left\{g_{p_{1}}\right\} & \text { if } p \in\left\{p_{1}, p_{2}\right\}\end{cases}
$$

Then $U$ is an open subset of $X$ and $\left(g_{p}\right) \in U \subset H_{F}^{c}$. Therefore, $H_{F}^{c}$ is open. Since

$$
H_{F_{1}} \cap H_{F_{2}} \cap \cdots \cap H_{F_{n}} \supset H_{F_{1} \cup F_{2} \cup \ldots \cup F_{n}},
$$

the intersection

$$
\bigcap\left\{H_{F}: F \text { is a finite nonempty subset of } P\right\}
$$

is nonempty. Choose any point $\left(g_{p}\right)$ in this intersection, and let $\sigma(p)=g_{p}$ for all $p \in P$. Therefore, this $\sigma$ has all of the required properties.

Remark 4.2.2. Intuitively, we can view $P$ and $Q$ as two sets of people separated by genders, i.e., $P$ is a set of men and $Q$ is a set of women. For each man $p \in P$, there is a subset $\rho(p)$ of $Q$ corresponding to him. The Marriage Lemma states that if
for each group of men $P_{1}$, the number of men $\left|P_{1}\right|$ is less than or equal to the number of all assigned woman $\left|\bigcup_{p \in P_{1}} \rho(p)\right|$, then we can pair up each man $p$ with exactly one woman chosen from the set $\rho(p)$.

The Marriage Lemma can be used to establish a useful fact about metric spaces as follows.

Corollary 4.2.3. Let $X$ be a metric space with metric $d$, and suppose that $\left\{x_{1}, \ldots, x_{n}\right\}$ is an $\epsilon$-mesh in $X$ for some $\epsilon>0$, such that the number $n$ of elements of the mesh is as small as possible for the given $\epsilon$. Let $Y$ be any subset of $X$ such that for each $x \in X$ there is a $y \in Y$ such that $d(x, y)<\epsilon$. Then there are an injective mapping $\sigma$ of $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ into $Y$ and a sequence $\left\{z_{1}, \ldots, z_{n}\right\}$ of elements of $X$ such that $d\left(x_{k}, z_{k}\right)<\epsilon$ and $d\left(z_{k}, \sigma\left(x_{k}\right)\right)<\epsilon$ where $k=1,2, \ldots, n$.

Remark 4.2.4. If we remove the middle points $z_{k}$, we can say that there exists an injective mapping $\sigma$ from $\left\{x_{1}, \ldots, x_{n}\right\}$ to $Y$ such that $d\left(x_{k}, \sigma\left(x_{k}\right)\right)<2 \epsilon$ for $k=$ $1,2, \ldots, n$. As a result, if $x \in X$, then for some $k, d\left(x, \sigma\left(x_{k}\right)\right)<3 \epsilon$ because for some $k, d\left(x, x_{k}\right)<\epsilon$. So an $\epsilon$-mesh $\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ with minimum cardinality $n$ can be replaced with a $3 \epsilon$-mesh $\left\{y_{1}, \ldots, y_{n}\right\}$ with points $y_{k} \in Y$ and with the same cardinality.

Proof. For every $k=1,2, \ldots, n$, let

$$
\rho\left(x_{k}\right)=\left\{y \in Y: d\left(x_{k}, z\right)<\epsilon \text { and } d(y, z)<\epsilon \text { for some } z \in X\right\} .
$$

Note that all of $x_{1}, x_{2}, \ldots, x_{n}$ are distinct. Consider an arbitrary nonempty subset $\left\{x_{j_{1}}, \ldots, x_{j_{r}}\right\}$ of $\left\{x_{1}, \ldots, x_{n}\right\}$ and if there are remaining elements, we write them as $x_{j_{r+1}}, \ldots, x_{j_{n}}$. We will prove that

$$
\begin{equation*}
\left|\rho\left(x_{j_{1}}\right) \cup \cdots \cup \rho\left(x_{j_{r}}\right)\right| \geqslant r . \tag{4.2.13}
\end{equation*}
$$

If the set $\rho\left(x_{j_{1}}\right) \cup \cdots \cup \rho\left(x_{j_{r}}\right)$ is infinite, there is nothing to prove. Suppose that it is finite, we write $\rho\left(x_{j_{1}}\right) \cup \cdots \cup \rho\left(x_{j_{r}}\right)=\left\{y_{1}, \ldots, y_{s}\right\}$, where $y_{l}(1 \leqslant l \leqslant s)$ are distinct. For the set $A=\left\{y_{1}, \ldots, y_{s}, x_{j_{r+1}}, \ldots, x_{j_{n}}\right\}$, we have $|A| \leqslant s+n-r$. We claim that $A$
is also an $\epsilon$-mesh. If $z \in X$ and $d\left(z, x_{j_{p}}\right) \geqslant \epsilon$ for $p=r+1, \ldots, n$, then $d\left(z, x_{j_{p}}\right)<\epsilon$ for some $p=1, \ldots, r$. There is also a $y \in Y$ such that $d(z, y)<\epsilon$, and by the definition of $\rho$, we have $y \in \rho\left(x_{j_{p}}\right)$, i.e., $y=y_{l}$ for some $l=1,2, \ldots, s$. This proves that $A$ is an $\epsilon$-mesh. By the choice of $n$, we have $s+n-r \geqslant|A| \geqslant n$, so that $s \geqslant r$. This proves (4.2.13).

Now apply the Marriage Lemma 4.2 .1 with $P=\left\{x_{1}, \ldots, x_{n}\right\}$ and $Q=Y$. So there exists an injective mapping $\sigma: P \longrightarrow Y, x_{k} \mapsto \sigma\left(x_{k}\right)$ such that $\sigma\left(x_{k}\right) \in \rho\left(x_{k}\right)$. By definition of $\rho\left(x_{k}\right)$, we can find $z_{k} \in X$ such that $d\left(x_{k}, z_{k}\right)<\epsilon$ and $d\left(\sigma\left(x_{k}\right), z_{k}\right)<\epsilon$. Note that here the Marriage Lemma is only used for the case that $P$ is finite.

To construct an invariant mean on $A P(G)$, we show a couple of preliminary results.

Theorem 4.2.5. Let $G$ be a topological group, $f$ a function in $A P(G)$, and $\epsilon>0$. Let $\left\{D_{a_{1}} f, \ldots, D_{a_{n}} f\right\}$ and $\left\{D_{b_{1}} f, \ldots, D_{b_{n}} f\right\}$ be $\epsilon$-meshes in $\left\{D_{a} f: a \in G\right\}$ both having the least cardinal number $n$ among all $\epsilon$-meshes. Then

$$
\begin{equation*}
\left\|\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} f-\frac{1}{n} \sum_{k=1}^{n} D_{b_{k}} f\right\|_{\text {sup }}<2 \epsilon \tag{4.2.14}
\end{equation*}
$$

Remark 4.2.6. Recall that $D_{a} f$ is the function on $G \times G=G^{2}$ such that $D_{a} f(x, y)=f(x a y)$. According to Theorem 2.1.1, $f \in A P(G)$ if and only if $\overline{\left\{D_{a} f: a \in G\right\}}$ is compact in $C^{b}\left(G^{2}\right)$. Since for $f \in A P(G),\left\{D_{a} f: a \in G\right\}$ is totally bounded, therefore it has a finite $\epsilon$-mesh for every $\epsilon>0$.

Proof. We apply Corollary 4.2 .3 to the $\epsilon$-meshes $\left\{D_{a_{k}} f\right\}$ and $\left\{D_{b_{k}} f\right\}$ in the metric space $\left\{D_{a} f: a \in G\right\}$. Thus we can find $c_{1}, c_{2}, \ldots, c_{n} \in G$ and an injective map $\sigma$ of $\{1, \ldots, n\}$ onto itself such that

$$
\left\|D_{a_{k}} f-D_{c_{k}} f\right\|_{\text {sup }}<\epsilon, \quad\left\|D_{c_{k}} f-D_{b_{\sigma(k)}} f\right\|_{\text {sup }}<\epsilon \quad(k=1,2, \ldots, n)
$$

Therefore we have

$$
\begin{equation*}
\left\|D_{a_{k}} f-D_{b_{\sigma(k)}} f\right\|_{\text {sup }}<2 \epsilon \tag{4.2.15}
\end{equation*}
$$

Adding the inequalities (4.2.15) from 1 to $n$, dividing by $n$, using elementary properties of the norm, and noting that $\sigma$ carries $\{1, \ldots, n\}$ onto itself, we obtain the required inequality.

Theorem 4.2.7. Let $G$ be a topological group, $f$ a function in $A P(G)$, and $\epsilon>0$. Let $\left\{D_{a_{1}} f, \ldots, D_{a_{n}} f\right\}$ be $\epsilon$-meshes in $\left\{D_{a} f: a \in G\right\}$ having the least cardinal number $n$ among all $\epsilon$-meshes. Then

$$
\left\|\frac{1}{n} \sum_{k=1}^{n} f\left(a_{k}\right)-\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} f\right\|_{\text {sup }} \leqslant 2 \epsilon
$$

Proof. Let $u, v$ be arbitrary elements of $G$. Then $\left\{D_{u a_{1} v} f, \ldots, D_{u_{a_{n} v}} f\right\}$ is an $\epsilon$-mesh in $\left\{D_{a} f: a \in G\right\}$. The reason is that given $a \in G$, we have

$$
\left\|D_{u^{-1} a v^{-1}} f-D_{a_{k}} f\right\|_{\text {sup }}<\epsilon
$$

for some $k \in\{1,2, \ldots, n\}$, so

$$
\begin{aligned}
\left\|D_{a} f-D_{u a_{k} v} f\right\|_{\text {sup }} & =\sup \left\{\left|f(x a y)-f\left(x u a_{k} v y\right)\right|: x, y \in G\right\} \\
\left(\text { let } x=x u^{-1}, y=v^{-1} y\right) & =\sup \left\{\left|f\left(x u^{-1} a v^{-1} y\right)-f\left(x a_{k} y\right)\right|: x, y \in G\right\} \\
& =\sup \left\{\left|D_{u^{-1} a v^{-1}} f(x, y)-D_{a_{k}} f(x, y)\right|: x, y \in G\right\} \\
& =\left\|D_{u^{-1} a v^{-1}} f-D_{a_{k}} f\right\|_{\text {sup }}<\epsilon
\end{aligned}
$$

For the two $\epsilon$-meshes $\left\{D_{a_{k}} f\right\}$ and $\left\{D_{b_{k}} f\right\}$ with $b_{k}=u a_{k} v$, we consider the inequality (4.2.14) at the point $(e, e) \in G^{2}$. We have

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} f(e, e)-\frac{1}{n} \sum_{k=1}^{n} D_{b_{k}} f(e, e)\right| \\
= & \left|\frac{1}{n} \sum_{k=1}^{n} f\left(a_{k}\right)-\frac{1}{n} \sum_{k=1}^{n} f\left(u a_{k} v\right)\right| \\
= & \left|\frac{1}{n} \sum_{k=1}^{n} f\left(a_{k}\right)-\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} f(u, v)\right|<2 \epsilon
\end{aligned}
$$

Since $(u, v) \in G^{2}$ was arbitrary, by taking supremum over $G^{2}$, we obtain

$$
\left\|\frac{1}{n} \sum_{k=1}^{n} f\left(a_{k}\right)-\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} f\right\|_{\text {sup }} \leqslant 2 \epsilon
$$

Now we are ready to give our second proof of the existence of a mean on $A P(G)$.

Theorem 4.2.8. Let $G$ be a topological group. There is a complex linear functional $M$ on $A P(G)$ such that
(i) $M\left({ }_{b} f_{a}\right)=M(f)$ for $f \in A P(G)$ and $a, b \in G$;
(ii) $M(f)>0$ if $f \in A P(G), f \geqslant 0$ and $f \neq 0$;
(iii) $M\left(1_{G}\right)=1$;
(iv) $M(\bar{f})=\overline{M(f)}$.

In particular, $M$ is an invariant mean on $A P(G)$.
Proof. Let $f \in A P(G)$ and let $\epsilon>0$. Let $E_{\epsilon}$ be the set of all complex numbers $z$ such that for some sequence $\left\{c_{1}, c_{2}, \ldots, c_{p}\right\}$ of elements of $G$, the inequality

$$
\begin{equation*}
\left\|z-\frac{1}{p} \sum_{j=1}^{p} D_{c_{j}} f\right\|_{\text {sup }}<\epsilon \tag{4.2.16}
\end{equation*}
$$

holds. If $\epsilon_{1} \leqslant \epsilon_{2}$, let $z_{0} \in E_{\epsilon_{1}}$, then we have

$$
\left\|z_{0}-\frac{1}{m} \sum_{n=1}^{m} D_{c_{n}} f\right\|_{\text {sup }}<\epsilon_{1} \leqslant \epsilon_{2} \quad \text { for some sequence }\left\{c_{1}, c_{2}, \ldots c_{m}\right\} \text { in } G .
$$

Therefore, $z_{0} \in E_{\epsilon_{2}}$. This indicates that $E_{\epsilon_{1}} \subseteq E_{\epsilon_{2}}$. Theorem 4.2.7 shows that $E_{\epsilon}$ is nonempty. Suppose that $z_{1}$ and $z_{2}$ are in $E_{\epsilon}$. Then for all $(x, y) \in G^{2}$, we have

$$
\begin{equation*}
\left|z_{1}-\frac{1}{p} \sum_{j=1}^{p} f\left(x c_{j} y\right)\right|<\epsilon \tag{4.2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|z_{2}-\frac{1}{q} \sum_{k=1}^{q} f\left(x d_{k} y\right)\right|<\epsilon \tag{4.2.18}
\end{equation*}
$$

Setting $x=e$ and $y=d_{k}$ in (4.2.17), adding over $k=1, \ldots, q$, and dividing by $q$, we obtain

$$
\left|z_{1}-\frac{1}{p q} \sum_{k=1}^{q} \sum_{j=1}^{p} f\left(c_{j} d_{k}\right)\right|<\epsilon,
$$

and setting $y=e$ and $x=c_{j}$ in (4.2.18), we obtain similarly

$$
\left|z_{2}-\frac{1}{p q} \sum_{j=1}^{p} \sum_{k=1}^{q} f\left(c_{j} d_{k}\right)\right|<\epsilon .
$$

Hence we have

$$
\begin{equation*}
\left|z_{1}-z_{2}\right|<2 \epsilon \tag{4.2.19}
\end{equation*}
$$

If $z \in E_{\epsilon}$, then for some sequence $\left\{c_{1}, c_{2}, \ldots, c_{p}\right\}$, we have

$$
\left|z-\frac{1}{p} \sum_{j=1}^{p} f\left(a c_{j} b\right)\right|<\epsilon \quad \text { for any } a, b \in G
$$

which means

$$
|z|<\left|\frac{1}{p} \sum_{j=1}^{p} f\left(a c_{j} b\right)\right|+\epsilon \leqslant\|f\|_{\text {sup }}+\epsilon
$$

Let $F_{\epsilon}=\overline{E_{\epsilon}}$ be the closure of $E_{\epsilon}$ in $\mathbb{C}$, which is compact since $E_{\epsilon}$ is bounded. We note that $F_{\epsilon_{1}} \subset F_{\epsilon_{2}}$ whenever $\epsilon_{1} \leqslant \epsilon_{2}$. Since $F_{1}$ is compact and $F_{\epsilon} \subset F_{1}$ for all $\epsilon \leqslant 1$, the relation

$$
F_{\epsilon_{1}} \cap \cdots \cap F_{\epsilon_{m}} \supset F_{\min \left\{\epsilon_{1}, \ldots, \epsilon_{m}\right\}} \neq \varnothing
$$

shows that the family $\left\{F_{\epsilon}\right\}_{\epsilon>0}$ has finite intersection property. Thus by Theorem 1.2.9 $\bigcap_{\epsilon>0} F_{\epsilon}$ is nonempty. If $z, w \in F_{\epsilon}=\overline{E_{\epsilon}}$, then we can find $z^{\prime}, w^{\prime} \in E_{\epsilon}$ such that $\left|z-z^{\prime}\right| \leqslant \epsilon,\left|w-w^{\prime}\right| \leqslant \epsilon$. Thus by (4.2.16), we have

$$
|z-w| \leqslant\left|z-z^{\prime}\right|+\left|z^{\prime}-w^{\prime}\right|+\left|w^{\prime}-w\right| \leqslant \epsilon+2 \epsilon+\epsilon=4 \epsilon
$$

It follows that $\bigcap_{\epsilon>0} F_{\epsilon}$ contains exactly one point. This number we take as $M(f)$. Also, we have $F_{\epsilon} \subset E_{\epsilon^{\prime}}$ for all $\epsilon, \epsilon^{\prime}$ satisfying $0<\epsilon<\epsilon^{\prime}$. It follows that $M(f)$ is the unique point lying in all $E_{\epsilon}$. Thus we have that $M(f)$ is the unique complex number such that for every $\epsilon>0$, there is a sequence $\left\{a_{1}, \ldots, a_{n}\right\}$ of elements in $G$ for which

$$
\begin{equation*}
\left\|M(f)-\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} f\right\|_{\text {sup }}<\epsilon \tag{4.2.20}
\end{equation*}
$$

Thus for all $x, y \in G$,

$$
\begin{equation*}
\left|M(f)-\frac{1}{n} \sum_{k=1}^{n} f\left(x a_{k} y\right)\right|<\epsilon \tag{4.2.21}
\end{equation*}
$$

Now, we are going to check the properties in the theorem.
First, $M(\alpha f)=\alpha M(f)$ for all $f \in A P(G)$ and all $\alpha \in \mathbb{C}$. Let $\epsilon>0$, and choose $b_{1}, b_{2}, \ldots, b_{m} \in G$ such that

$$
\left|M(f)-\frac{1}{m} \sum_{k=1}^{m} f\left(x b_{k} y\right)\right|<\epsilon /|\alpha| \quad \text { for all } x, y \in G
$$

Then we have

$$
\left|\alpha M(f)-\frac{1}{m} \sum_{k=1}^{m} \alpha f\left(x b_{k} y\right)\right|<\epsilon .
$$

Hence we have $M(\alpha f)=\alpha M(f)$ according to the uniqueness of $M(\alpha f)$.
Second, we have $M\left({ }_{b} f_{a}\right)=M(f)$ for all $a, b \in G$. Let $\epsilon>0$ and choose $a_{1}, \ldots, a_{n} \in$ $G$ satisfying (4.2.21), then for all $x, y \in G$,

$$
\left|M(f)-\frac{1}{n} \sum_{k=1}^{n}{ }_{b} f_{a}\left(x a_{k} y\right)\right|=\left|M(f)-\frac{1}{n} \sum_{k=1}^{n} f\left(b x a_{k} y a\right)\right|<\epsilon
$$

Thus, $M\left({ }_{b} f_{a}\right)=M(f)$.
Third, $M\left(1_{G}\right)=1$. Let $f=1_{G}$ and $\epsilon>0$. Choose an arbitrary $a$ from $G$ and note that for all $x, y \in G$ :

$$
\mid 1-1_{G}(\text { xay })|=|1-1|<\epsilon .
$$

Thus, $M\left(1_{G}\right)=1$.
Next we are going to prove that $M(f+g)=M(f)+M(g)$ for $f, g \in A P(G)$. For $\epsilon>0$, apply (4.2.20) to choose sequence $\left\{a_{1}, \ldots, a_{m}\right\}$ and $\left\{b_{1}, \ldots, b_{n}\right\}$ of elements of $G$ such that

$$
\begin{equation*}
\left\|M(f)-\frac{1}{m} \sum_{j=1}^{m} D_{a_{j}} f\right\|_{\text {sup }}<\epsilon / 2 \tag{4.2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|M(g)-\frac{1}{n} \sum_{k=1}^{n} D_{b_{k}} g\right\|_{\text {sup }}<\epsilon / 2 . \tag{4.2.23}
\end{equation*}
$$

From (4.2.22) we see that

$$
\left|M(f)-\frac{1}{m} \sum_{j=1}^{m} f\left(x a_{j} b_{k} y\right)\right|<\epsilon / 2 \quad \text { for all } x, y \in G .
$$

Summing over $k$ and dividing by $n$, we get

$$
\left|M(f)-\frac{1}{m n} \sum_{k=1}^{n} \sum_{j=1}^{m} f\left(x a_{j} b_{k} y\right)\right|<\epsilon / 2 \quad \text { for all } x, y \in G \text {. }
$$

That is,

$$
\begin{equation*}
\left\|M(f)-\frac{1}{m n} \sum_{k=1}^{n} \sum_{j=1}^{m} D_{a_{j} b_{k}} f\right\|_{\sup }<\epsilon / 2 \tag{4.2.24}
\end{equation*}
$$

Similarly we find

$$
\begin{equation*}
\left\|M(g)-\frac{1}{m n} \sum_{j=1}^{m} \sum_{k=1}^{n} D_{a_{j} b_{k}} g\right\|_{\text {sup }}<\epsilon / 2 . \tag{4.2.25}
\end{equation*}
$$

Adding (4.2.24) and (4.2.25), we have

$$
\left\|M(f)+M(g)-\frac{1}{m n} \sum_{k=1}^{n} \sum_{j=1}^{m} D_{a_{j} b_{k}}(f+g)\right\|_{\mathrm{sup}}<\epsilon
$$

Since $\epsilon$ is arbitrary, the characterization of $M(f+g)$ from (4.2.20) shows that $M(f)+$ $M(g)=M(f+g)$.

Similarly, to prove (iv), according to (4.2.20), we have

$$
\left\|M(f)-\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} f\right\|_{\text {sup }}<\epsilon, \quad \text { for some sequence }\left\{a_{1}, \ldots, a_{n}\right\} \in G,
$$

which means

$$
\left\|\overline{M(f)}-\frac{1}{n} \sum_{k=1}^{n} D_{a_{k}} \bar{f}\right\|_{\mathrm{sup}}<\epsilon
$$

Therefore, $M(\bar{f})=\overline{M(f)}$.
Next, we establish (ii). Suppose $f \neq 0$ and $f \geqslant 0$. First we show that $M(f) \geqslant 0$. To get a contradiction, we suppose $M(f)<0$. Let $x_{0} \in G$ be such that $f\left(x_{0}\right)>0$. Let $0<\epsilon<-M(f)$. Choose $a_{1}, a_{2}, \ldots a_{n}$ so that (4.2.21) holds. Let $y=e$ and choose $x$ such that $x a_{1}=x_{0}$, so that $f\left(x a_{1} y\right)=f\left(x a_{1}\right)=f\left(x_{0}\right)>0$. Then

$$
\left|M(f)-\frac{1}{n} \sum_{k=1}^{n} f\left(x a_{k} y\right)\right|=-M(f)+\frac{1}{n} \sum_{k=1}^{n} f\left(x a_{k}\right)>-M(f)>\epsilon,
$$

which contradicts the assumption. Therefore $M(f) \geqslant 0$.
It remains to show that $M(f)>0$. Let $\left\{D_{a_{1}} f, \ldots, D_{a_{n}} f\right\}$ be an $f\left(x_{0}\right) / 2$-mesh in $\left\{D_{a} f: a \in G\right\}$. Then for all $x, y, a \in G$, we have

$$
f\left(x a_{1} y\right)+\cdots+f\left(x a_{n} y\right) \geqslant \max \left[f\left(x a_{1} y\right), \ldots, f\left(x a_{n} y\right)\right]>f(x a y)-f\left(x_{0}\right) / 2
$$

Setting $y=e$ and $a=x^{-1} x_{0}$, we obtain

$$
f\left(x a_{1}\right)+\cdots+f\left(x a_{n}\right)>f\left(x_{0}\right) / 2 \quad \text { for all } x \in G
$$

Hence we have

$$
M\left(f_{a_{1}}+\cdots+f_{a_{n}}\right)=n M(f) \geqslant f\left(x_{0}\right) / 2>0
$$

as we wanted to show.
The linear functional $M$ constructed in Theorem 4.2.8 is uniquely determined by properties $(i)-(i v)$ in Theorem 4.2.8.

Theorem 4.2.9 (Uniqueness of Invariant Mean). Suppose that $G$ is a topological group and that $M^{\prime}$ is any complex linear functional on $A P(G)$ such that
(i) $M^{\prime}\left({ }_{a} f\right)=M^{\prime}(f)$ for all $a \in G$ and $f \in A P(G)$
or
$(i)^{\prime} M^{\prime}\left(f_{a}\right)=M^{\prime}(f)$ for all $a \in G$ and $f \in A P(G)$,
(ii) $M^{\prime}(f) \geqslant 0$ for all $f \in A P(G)^{+}$,
(iii) $M^{\prime}\left(1_{G}\right)=1$.

Then $M^{\prime}(f)=M(f)$ for all $f \in A P(G)$.
Proof. Since $M$ and $M^{\prime}$ are linear on $A P(G)$, we only need to prove $M^{\prime}(f)=$ $M(f)$ for real-valued $f \in A P(G)$. By (4.2.20),

$$
\begin{equation*}
-\epsilon<M(f)-\frac{1}{n} \sum_{k=1}^{n} f\left(x a_{k} y\right)<\epsilon \quad \text { for all } x, y \in G \tag{4.2.26}
\end{equation*}
$$

where $\epsilon>0$ is arbitrary and $a_{1}, \ldots, a_{n}$ are appropriate elements of $G$. If $M^{\prime}$ satisfies (i), we set $x=e$ in (4.2.26), and obtain

$$
\begin{equation*}
-\epsilon<M(f)-\frac{1}{n} \sum_{k=1}^{n} a_{k} f<\epsilon . \tag{4.2.27}
\end{equation*}
$$

Applying $M^{\prime}$ to (4.2.27), and using property (i), (ii) and (iii) of $M^{\prime}$, we get

$$
M^{\prime}(-\epsilon)<M^{\prime}(M(f))-\frac{1}{n} \sum_{k=1}^{n} M^{\prime}\left({ }_{a_{k}} f\right)<M^{\prime}(\epsilon)
$$

which means

$$
-\epsilon \leqslant M(f)-\frac{1}{n} \sum_{k=1}^{n} M^{\prime}(f) \leqslant \epsilon \quad \text { or } \quad-\epsilon \leqslant M(f)-M^{\prime}(f) \leqslant \epsilon
$$

Since $\epsilon>0$ is arbitrary, $M^{\prime}(f)=M(f)$ for $f \in A P(G)$. The case in $(i)^{\prime}$ is similar.
Remark 4.2.10. As we saw in Theorem 4.1.3 that the mean $M(f)=\int_{b(G)} \widehat{f}(s) d s$ given in Section 4.1 satisfies the conditions (i)-(iii) in Theorem 4.2.9. Therefore the mean constructed in Section 4.1 is identified with the mean constructed in this section.

### 4.3. Examples of Invariant Means

In some cases, the mean value $M$ on $A P(G)$ has a particularly simple form.
Theorem 4.3.1. Let $G$ be a locally compact group with a left Haar measure $\lambda$. Suppose there is a sequence $\left\{K_{n}\right\}_{n=1}^{\infty}$ of subsets of $G$ such that $0<\lambda\left(K_{n}\right)<\infty$ for all $n$ and such that for each $x \in G$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\lambda\left(\left(x K_{n}\right) \cap K_{n}{ }^{c}\right)}{\lambda\left(K_{n}\right)}=0 \tag{4.3.28}
\end{equation*}
$$

Then for every $f \in A P(G)$, we have

$$
\begin{equation*}
M(f)=\lim _{n \rightarrow \infty} \frac{1}{\lambda\left(K_{n}\right)} \int_{K_{n}} f(x) d x \tag{4.3.29}
\end{equation*}
$$

Before we give a proof let us give an example.
Example 4.3.2. Consider the additive group $\mathbb{R}$. For $f \in A P(\mathbb{R})$, we have

$$
M(f)=\lim _{n \rightarrow \infty} \frac{1}{2 n} \int_{-n}^{n} f(x) d x
$$

This follows from Theorem 4.3.1, by taking $K_{n}=[-n, n]$; note that if $x \in \mathbb{R}, x>0$, then

$$
\left(x+K_{n}\right) \cap K_{n}^{c}=[-n+x, n+x] \cap((-\infty,-n) \cup(n, \infty))=(n, n+x],
$$

and thus

$$
\frac{\lambda\left(\left(x+K_{n}\right) \cap K_{n}^{c}\right)}{\lambda\left(K_{n}\right)}=\frac{x}{2 n} \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

So the condition of Theorem 4.3.1 are satisfied.

Now, we will prove Theorem 4.3.1.
Proof. First, we prove that for $f \in C(G)$ and $b \in G$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{\lambda\left(K_{n}\right)} \int_{K_{n}}\left({ }_{b} f(x)-f(x)\right) d x=0 . \tag{4.3.30}
\end{equation*}
$$

Clearly, we have

$$
\begin{align*}
& \left|\int_{K_{n}}{ }_{b} f(x) d x-\int_{K_{n}} f(x) d x\right|=\left|\int_{b K_{n}} f(x) d x-\int_{K_{n}} f(x) d x\right| \\
\leqslant & \left.\int_{\left(b K_{n}\right) \Delta K_{n}}|f(x)| d x \quad \text { (because }\left|1_{b K_{n}}-1_{K_{n}}\right|=1_{b K_{n} \Delta K_{n}}\right)  \tag{4.3.31}\\
\leqslant & \|f\|_{\text {sup }}\left[\lambda\left(b K_{n} \cap K_{n}^{c}\right)+\lambda\left(K_{n} \cap\left(b K_{n}\right)^{c}\right)\right] .
\end{align*}
$$

We also have

$$
\begin{equation*}
\lambda\left(K_{n} \cap\left(b K_{n}\right)^{c}\right)=\lambda\left(b^{-1}\left(K_{n} \cap\left(b K_{n}\right)^{c}\right)\right)=\lambda\left(\left(b^{-1} K_{n}\right) \cap K_{n}^{c}\right) . \tag{4.3.32}
\end{equation*}
$$

Substituting (4.3.32) in (4.3.31), dividing the result by $\lambda\left(K_{n}\right)$ and applying (4.3.28), we obtain (4.3.30).

We shall use (4.3.28) to establish (4.3.29). It obviously suffices to prove (4.3.29) for real-valued $f \in A P(G)$. For such $f$, let

$$
p(f)=\varlimsup_{n \rightarrow \infty} \frac{1}{\lambda\left(K_{n}\right)} \int_{K_{n}} f(x) d x
$$

It is evident that $p(f+g) \leqslant p(f)+p(g)$ and $p(\alpha f)=\alpha p(f)$ for $\alpha \geqslant 0$, in other words, $p$ is a sublinear functional. By Hahn-Banach Theorem 1.2.16, there is a linear functional $M_{0}$ on $A P(G)_{\mathbb{R}}$ (real almost periodic continuous functions) such that

$$
\begin{equation*}
-p(-f) \leqslant M_{0}(f) \leqslant p(f) \quad \text { for all } f \in A P(G)_{\mathbb{R}} \tag{4.3.33}
\end{equation*}
$$

By (4.3.30) we have

$$
p\left({ }_{b} f-f\right)=-p\left(-{ }_{b} f+f\right)=0 \quad \text { for all } f \in A P(G)_{\mathbb{R}}, b \in G .
$$

This and (4.3.33) shows that $M_{0}(f)=M_{0}\left({ }_{b} f\right)$. It is also clear that $M_{0} \geqslant 0$ and $M_{0}\left(1_{G}\right)=1$. Then from Theorem 4.2.9 we infer that $M_{0}(f)=M(f)$ for $f \in A P(G)_{\mathbb{R}}$. Now if there were a function $f \in A P(G)_{\mathbb{R}}$ such that

$$
-p(-f)=\lim _{n \rightarrow \infty} \frac{1}{\lambda\left(K_{n}\right)} \int_{K_{n}} f(x) d x<\varlimsup_{n \rightarrow \infty} \frac{1}{\lambda\left(K_{n}\right)} \int_{K_{n}} f(x) d x=p(f)
$$

then the proof of the Hahn-Banach theorem shows the existence of two distinct functionals $M_{0}$ and $M_{1}$ both satisfying (4.3.33). They would both be equal to $M$ on $A P(G)$, and a contradiction would result. Consequently the limit in (4.3.29) exists and (4.3.29) is established.

Example 4.3.3. (a) Consider the additive group $\mathbb{R}$. For $f \in A P(\mathbb{R})$, we have

$$
M(f)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x) d x=\lim _{T \rightarrow \infty} \frac{1}{T-a} \int_{a}^{T} f(x) d x=\lim _{T \rightarrow \infty} \frac{1}{T+b} \int_{-T}^{b} f(x) d x
$$

where $a$ and $b$ are arbitrary real numbers.
(b) Consider the additive group $\mathbb{Z}$. For $f \in A P(\mathbb{Z})$, we have
$M(f)=\lim _{m \rightarrow \infty} \frac{1}{2 m+1} \sum_{j=-m}^{m} f(j)=\lim _{m \rightarrow \infty} \frac{1}{m-a+1} \sum_{j=a}^{m} f(j)=\lim _{m \rightarrow \infty} \frac{1}{m+b+1} \sum_{j=-m}^{b} f(j)$.
(c) Let $G$ be a compact group. For $f \in A P(G)=C(G)$, we have $M(f)=\int_{G} f(x) d x$, where $d x$ is the Haar measure.

### 4.4. Fourier Series of Almost Periodic Functions

A central result in the theory of Fourier series is that every continuous $2 \pi$-periodic function (more generally, every square integrable $2 \pi$-periodic function) on $\mathbb{R}$ has a Fourier series expansion

$$
f(x)=\sum_{n \in \mathbb{Z}} \widehat{f}(n) e^{i n x}
$$

where the convergence is in the mean space norm $\|\cdot\|_{2}$ and

$$
\widehat{f}(n)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(x) e^{-i n x} d x
$$

Moreover, the coefficients $\widehat{f}(n)$ satisfy the Parseval's identity

$$
\int_{-\pi}^{\pi}|f(x)|^{2} d x=\|f\|_{2}^{2}=2 \pi \sum_{n \in \mathbb{Z}}|\widehat{f}(n)|^{2}
$$

In this section, we will discuss the existence of a similar 'Fourier Series' expansion for the case of almost periodic functions on topological groups. We will derive the

Fourier series expansions of almost periodic functions using the isomorphism $A P(G) \cong$ $C(b(G))$ and the fact that coordinate functions of representations in $\widehat{b(G)}$ form an orthonormal basis for $C(b(G))$.

We start with some general results in theory of Hilbert spaces. Let $E$ be a vector space with inner product $(\cdot \mid \cdot)$. We call $E$ an inner product space, or a pre-Hilbert space. An orthonormal family $\left\{e_{i}\right\}_{i \in I}$ in $E$ is called an orthonormal basis for $E$ if the set of all linear combinations of the $e_{i}$ is dense in $E$. The following is a standard result on orthonormal basis.

Theorem 4.4.1. Suppose that $\left\{e_{i}\right\}_{i \in I}$ is an orthonormal basis for an inner product space $E$.
(i) If $x \in E$ and $\lambda_{i}=\left(x \mid e_{i}\right)$, then

$$
x=\sum_{i \in I} \lambda_{i} e_{i}, \quad \text { (Fourier series) }
$$

and

$$
\|x\|^{2}=\sum_{i \in I}\left|\lambda_{i}\right|^{2} . \quad \text { (Parseval's identity) }
$$

(ii) If $x, y \in E$ and $\lambda_{i}=\left(x \mid e_{i}\right), \mu_{i}=\left(y \mid e_{i}\right)$, then

$$
(x \mid y)=\sum_{i \in I} \lambda_{i} \overline{\mu_{i}} .
$$

Remark 4.4.2. The above result is usually stated for Hilbert spaces, however, as the theorem shows, the completeness of $E$ is not needed in this result. Since the index set $I$ need not be countable, the sums in the above theorem are not 'series' in the traditional sense. Consider the case $x=\sum_{i \in I} \lambda_{i} e_{i}$. Here the equality means that for every $\epsilon>0$, there exists a finite subset $J_{\epsilon}$ of $I$ such that whenever $J$ is a finite subset of $I$ containing $J_{\epsilon}$, then $\left\|x-\sum_{i \in J} \lambda_{i} e_{i}\right\| \leqslant \epsilon$.

Other sums in the above theorem are to be interpreted similarly. Although these sums are not series as they stand, the Parseval's identity $\|x\|^{2}=\sum_{i \in I}\left|\lambda_{i}\right|^{2}$ implies that all but a countable number of $\lambda_{i}$ must be zero. So if we are willing to discard the
zero terms and change the index set accordingly, the above sums will turn into series. The countable index set thus obtained would of course depend on $x$. For a proof of the above theorem and a general discussion of uncountable sums, we refer to Chapter IX of [18].

The proof of the existence of Fourier series for almost periodic functions given in this section relies on an important result in the representation theory of compact groups known as Peter-Weyl Theorem.

Theorem 4.4.3. Let $G$ be a compact group. For $\pi \in \widehat{G}$, let $\left\{e_{1}, \ldots, e_{d_{\pi}}\right\}$ be an orthonormal basis of $H_{\pi}$, and let $\pi_{i j}(x)=\left(\pi(x) e_{j} \mid e_{i}\right)$ be the corresponding coordinate functions, where $i, j \in\left\{1,2, \ldots, d_{\pi}\right\}$. Then the set

$$
\left\{\sqrt{d_{\pi}} \pi_{i j}: \pi \in \widehat{G}, 1 \leqslant i, j \leqslant d_{\pi}\right\}
$$

is an orthonormal basis for $L^{2}(G)$.
It follows from this theorem that the coordinate functions $\sqrt{d_{\pi}} \pi_{i j}$ satisfy the orthonormality relations

$$
\sqrt{d_{\pi}} \sqrt{d_{\sigma}} \int_{G} \pi_{i j}(x) \overline{\sigma_{k l}}(x) d x=\delta_{\pi \sigma} \delta_{i k} \delta_{j l}
$$

And if $f \in L^{2}(G)$ (in particular, if $f \in C(G)$ ), then

$$
f=\sum_{\pi \in \widehat{G}} \sum_{i, j=1}^{d_{\pi}} d_{\pi}\left(f \mid \pi_{i j}\right) \pi_{i j}
$$

where $\left(f \mid \pi_{i j}\right)=\int_{G} f(x) \overline{\pi_{i j}}(x) d x$ and the convergence of the sum is in $L^{2}$-norm. Moreover,

$$
\|f\|_{2}^{2}=\sum_{\pi \in \widehat{G}^{i}, j=1} \sum_{\pi}^{d_{\pi}} d_{\pi}\left|\left(f \mid \pi_{i j}\right)\right|^{2}
$$

We know from Theorem 3.4.1 that the map

$$
\kappa: A P(G) \longrightarrow L^{2}(b(G)), \quad \kappa(f)=\widehat{f}
$$

is an isometric isomorphism. Recall that for each $f \in A P(G), \widehat{f}$ is the unique continuous function on $b(G)$ such that $f=\widehat{f} \circ \alpha$. We can use the isomorphism $\kappa$ to transfer the canonical inner product of $L^{2}(b(G))$ to the space $A P(G)$. In other words, we define an inner product on $A P(G)$ by putting

$$
(f \mid g)=(\kappa(f) \mid \kappa(g))=\int_{b(G)} \widehat{f}(x) \overline{\widehat{g}}(x) d x=M(f \bar{g}) \quad(f, g \in A P(G))
$$

where $M$ is the mean on $A P(G)$ (see Theorem 4.1.2). With this inner product on $A P(G)$, we may view $\kappa$ as an isomorphism between $A P(G)$ and $L^{2}(b(G))$ preserving inner products.

Let $\widehat{G}^{\prime}$ be the set of all (equivalence classes) of finite-dimensional, continuous, unitary irreducible representations of $G$ (thus $\widehat{G}^{\prime} \subset \widehat{G}$; this inclusion may be strict since $\widehat{G}$ may contain infinite-dimensional representations). We know from Theorem 3.1.3 that the map

$$
\widehat{b(G)} \longrightarrow \widehat{G}^{\prime}, \quad \rho \mapsto \rho \circ \alpha=\rho^{\prime}
$$

is a bijection and moreover if $\xi, \eta \in H_{\rho}=H_{\rho^{\prime}}$, then

$$
\rho_{\xi, \eta}^{\prime}=\rho_{\xi, \eta} \circ \alpha
$$

In particular, if $\left\{e_{1}, \ldots, e_{d}\right\}$ is an orthonormal basis of $H_{\rho}=H_{\rho^{\prime}}$ and

$$
\rho_{i j}(x)=\left(\rho(x) e_{j} \mid e_{i}\right), \quad \rho_{i j}^{\prime}(x)=\left(\rho^{\prime}(x) e_{j} \mid e_{i}\right)
$$

then $\rho_{i j}^{\prime}=\rho_{i j} \circ \alpha$.
The following is the main theorem of this section.
Theorem 4.4.4. Let $G$ be a topological group and $\widehat{G}^{\prime}$ be the set of all finitedimensional, continuous, unitary, irreducible representations of $G$. If for every $\sigma^{\prime} \in$ $\widehat{G}^{\prime}$ we choose an orthonormal basis $\left\{e_{1}, \ldots, e_{d_{\sigma^{\prime}}}\right\}$ in $H_{\sigma^{\prime}}$ and put $\sigma_{i j}^{\prime}(s)=\left(\sigma^{\prime}(s) e_{j} \mid e_{i}\right)$ $(s \in G)$, then the set

$$
\left\{d_{\sigma^{\prime}}^{1 / 2} \sigma_{i j}^{\prime}: \sigma^{\prime} \in \widehat{G}^{\prime}, 1 \leqslant i, j \leqslant d_{\sigma^{\prime}}\right\}
$$

is an orthonormal basis in $A P(G)$. In particular, every $f \in A P(G)$ has a Fourier series expansion

$$
f=\sum_{\sigma^{\prime} \in \widehat{G}^{\prime}} \sum_{i, j=1}^{d_{\sigma^{\prime}}} d_{\sigma^{\prime}}\left(f \mid \sigma_{i j}^{\prime}\right) \sigma_{i j}^{\prime}
$$

where $\left(f \mid \sigma_{i j}^{\prime}\right)=M\left(f \overline{\sigma_{i j}}\right)$ and the convergence is in $L^{2}$-norm. Moreover, the Parseval's identity

$$
\|f\|_{2}^{2}=M\left(|f|^{2}\right)=\sum_{\sigma^{\prime} \in \widehat{G^{\prime}}} \sum_{i, j=1}^{d_{\sigma^{\prime}}} d_{\sigma^{\prime}}^{2}\left|\left(f \mid \sigma_{i j}^{\prime}\right)\right|^{2}
$$

holds.
Proof. Let $\sigma \in \widehat{b(G)}$ be such that $\sigma \circ \alpha=\sigma^{\prime}$. Then by Theorem 4.4.3 we know that

$$
\left\{d_{\sigma}^{1 / 2} \sigma_{i j}: \sigma \in \widehat{b(G)}, 1 \leqslant i, j \leqslant d_{\sigma}\right\}
$$

is an orthonormal basis for $L^{2}(b(G))$. Since each $\sigma_{i j} \in C(b(G)) \subset L^{2}(b(G))$, it follows that the above set is also an orthonormal basis of $C(b(G))$. Using the equality $d_{\sigma}=d_{\sigma^{\prime}}$, we have

$$
\kappa\left(d_{\sigma^{\prime}}^{1 / 2} \sigma_{i j}^{\prime}\right)=d_{\sigma^{\prime}}^{1 / 2} \kappa\left(\sigma_{i j} \circ \alpha\right)=d_{\sigma}^{1 / 2} \sigma_{i j} .
$$

Therefore, by the definition of the inner product of $A P(G)$ :

$$
\left(d_{\sigma^{\prime}}^{1 / 2} \sigma_{i j}^{\prime} \mid d_{\pi^{\prime}}^{1 / 2} \pi_{k l}^{\prime}\right)=d_{\sigma^{\prime}}^{1 / 2} d_{\pi^{\prime}}^{1 / 2}\left(\kappa\left(\sigma_{i j}^{\prime}\right) \mid \kappa\left(\pi_{k l}^{\prime}\right)\right)=d_{\sigma}^{1 / 2} d_{\pi}^{1 / 2}\left(\sigma_{i j} \mid \pi_{k l}\right)=\delta_{\sigma \pi} \delta_{i k} \delta_{j l} .
$$

This proves the orthonormality of the functions $d_{\sigma^{\prime}}^{1 / 2} \sigma_{i j}^{\prime}$.
So it remains to show that $\left\{d_{\sigma^{\prime}}^{1 / 2} \sigma_{i j}^{\prime}: \sigma^{\prime} \in \widehat{G}^{\prime}, 1 \leqslant i, j \leqslant d_{\sigma^{\prime}}\right\}$ spans a dense linear subspace of $A P(G)$. Let $f \in A P(G)$ and $\epsilon>0$. Then $\kappa(f)=\widehat{f} \in C(b(G))$ and hence there exist functions $\phi_{1}, \ldots, \phi_{n} \in\left\{d_{\sigma}^{1 / 2} \sigma_{i j}: \sigma \in \widehat{b(G)}, 1 \leqslant i, j \leqslant d_{\sigma}\right\}$ and scalars
$\lambda_{1}, \ldots, \lambda_{n} \in \mathbb{C}$ such that

$$
\left\|\widehat{f}-\sum_{i=1}^{n} \lambda_{i} \phi_{i}\right\|_{2}<\epsilon
$$

We choose $\phi_{i}^{\prime} \in\left\{d_{\sigma^{\prime}}^{1 / 2} \sigma_{i j}^{\prime}: \sigma^{\prime} \in \widehat{G}^{\prime}, 1 \leqslant i, j \leqslant d_{\sigma^{\prime}}\right\}$ such that $\phi_{i}=\widehat{\phi_{i^{\prime}}}$. Then

$$
\left\|f-\sum_{i=1}^{n} \lambda_{i} \phi_{i}^{\prime}\right\|_{2}=\left\|\kappa\left(f-\sum_{i=1}^{n} \lambda_{i} \phi_{i}^{\prime}\right)\right\|_{2}=\left\|\kappa(f)-\sum_{i=1}^{n} \lambda_{i} \kappa\left(\phi_{i}^{\prime}\right)\right\|_{2}=\left\|\widehat{f}-\sum_{i=1}^{n} \lambda_{i} \phi_{i}\right\|_{2}<\epsilon .
$$

This completes the proof of the theorem.
Next we apply the above theorem to almost periodic function on $\mathbb{R}$. Note that $\widehat{\mathbb{R}}$ consists of 1 -dimensional representations $x \mapsto e^{i \xi x}, \mathbb{R} \rightarrow \mathbb{T}$, where $\xi \in \mathbb{R}$. Therefore in this case, the coordinate functions are exactly $\left\{e^{i \xi x}: \xi \in \mathbb{R}\right\}$. We recall from Example 4.3.3 (a) that the mean on $A P(\mathbb{R})$ is given by

$$
M(f)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x) d x
$$

Now we can state the following corollary.
Corollary 4.4.5. Every almost periodic function on $\mathbb{R}$ has a Fourier series expansion

$$
f=\sum_{\xi \in \mathbb{R}} \widehat{f}(\xi) e^{i \xi x}
$$

where

$$
\widehat{f}(\xi)=M\left(f e^{-i \xi x}\right)=\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} f(x) e^{-i \xi x} d x
$$

and moreover,

$$
M\left(|f|^{2}\right)=\sum_{\xi \in \mathbb{R}}|\widehat{f}(\xi)|^{2}
$$

In the special case that $G=\mathbb{T}$, Theorem 4.4.4 reduces to the classical result on the Fourier series expansion of $2 \pi$-periodic functions on $\mathbb{R}$. We recall that functions on $\mathbb{T} \cong \mathbb{R} / 2 \pi \mathbb{Z}$ can be identified with $2 \pi$-periodic functions on $\mathbb{R}$. And since $\mathbb{T}$ is
compact and $A P(\mathbb{T})=C(\mathbb{T})$, it follows that almost periodic function on $\mathbb{T}$ are just continuous $2 \pi$-periodic functions on $\mathbb{R}$. We know $\widehat{\mathbb{T}} \cong \mathbb{Z}$, which means that irreducible unitary representations of $\mathbb{T}$ are exactly the homomorphisms

$$
\phi_{n}: \mathbb{T} \longrightarrow \mathbb{T}, \quad \phi_{n}\left(e^{i t}\right)=\left(e^{i t}\right)^{n}=e^{i n t}
$$

where $n \in \mathbb{Z}$. The coordinate function of each $\phi_{n}$ is equal to $\phi_{n}$ itself, and if we identify $\phi_{n}$ with a $2 \pi$-periodic function on $\mathbb{R}$, we can view $\phi_{n}$ as the function

$$
\phi_{n}: \mathbb{R} \longrightarrow \mathbb{T}, \quad \phi_{n}(x)=e^{i n x}
$$

The usual inner product on $C(\mathbb{T})$ induces the following inner product on the space of continuous $2 \pi$-periodic functions

$$
(f \mid g)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(x) \overline{g(x)} d x
$$

where the factor $1 / 2 \pi$ is from the assumption that Haar measure on $\mathbb{T}$ is normalized. It follows that for every continuous $2 \pi$-periodic function on $\mathbb{R}$,

$$
\left(f \mid \phi_{n}\right)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} f(x) e^{-i n x} d x=\widehat{f}(n)
$$

Now we can state the following result which is the classical Fourier series expansion of continuous $2 \pi$-periodic function.

Corollary 4.4.6. If $f$ is a $2 \pi$-periodic continuous function on $\mathbb{R}$, then

$$
f=\sum_{n \in \mathbb{Z}} \widehat{f}(n) \phi_{n}
$$

where the convergence is in $\|\cdot\|_{2}$ and

$$
\|f\|_{2}^{2}=\sum_{n \in \mathbb{Z}}|\widehat{f}(n)|^{2}
$$

## CHAPTER 5

## Further Developments and Future Work

The theory of almost periodicity was started by the papers of Bohr [8-10] and continued with works of many researchers including Bochner [4], von Neumann [37] and Weil [45]. This phase of the theory has been discussed in details in this thesis.

The second phase can be identified with various generalizations and modifications of the definition of almost periodicity. Here we can mention Stepanoff's generalization of almost periodic functions $\mathcal{S}^{p}[\mathbf{4 3}, 44]$, Weyl's almost periodic functions $W^{p}[46]$ and Besicovitch almost periodic functions $B^{p}(p \geqslant 1)[\mathbf{2}, \mathbf{3}]$. In all these variations, almost periodic functions are defined as the closure of trigonometric polynomials under a particular norm. For example, Stepanoff's norm is defined by

$$
\|f\|_{S, r, p}=\sup _{x \in \mathbb{R}}\left(\frac{1}{r} \int_{x}^{x+r}\left|f(s)^{p}\right| d s\right)^{1 / p} .
$$

For different values of $r$ these norms give the same topology and so the same space $\mathcal{S}^{p}$ is obtained.

A more interesting development is Weyl's paper [47], in which he introduced the notion of almost periodic vectors for unitary representations. In this paper Weyl uses Bochner's characterization to define almost periodic vectors, and uses his method of 'integral equations' (or in modern terminology, spectral theory of compact operators) to study almost periodic vectors. In this paper Weyl develops a Fourier series expansion for almost periodic vectors and establishes the Parseval's identity.

Almost periodicity has been studied in topologies other than the norm topology. For example, one can consider functions whose left translations form a relatively compact set in the weak topology of $C^{b}(G)$. Such functions are called weakly almost periodic (WAP). Since weak topology is weaker (coarser) than the norm topology,
$W A P(G)$ is a larger class of functions than $A P(G)$. For a detailed study of $W A P-$ functions we refer to Burckel [12]. Almost periodic functions on semigroups were studied by Maak [36].

Almost periodicity has also been studied for vector-valued functions, an early such study goes back to von Neumann and Bochner [5].

More recently, almost periodicity has been studied for functionals on Banach algebras, or more generally, for elements of a Banach module. If $A$ is a Banach algebra, then a continuous linear functional $f \in A^{*}$ is called almost periodic if its orbit $\{a \cdot f: a \in A,\|a\| \leqslant 1\}$ is relatively compact in $A^{*}$. Weakly almost periodic functionals are defined similarly. Some of the early properties of such functionals were developed by Young [48], Lau-Wong [32], Duncan-Ülger [19]. For additional developments we can mention Chou [13-15], Dunkl-Ramirez [20], Eberlein [21], Hartman [25], Kaijser [28]. And almost periodic functionals on Fourier algebras of locally compact group $G$ has been studied by $\mathrm{Hu}[\mathbf{2 7}]$.

A complete characterization of weakly almost periodic functionals on Banach algebras is given in Filali, Neufang and Monfared [22]. More precisely, it is shown that weakly almost periodic functionals on a Banach algebra $A$ with a bounded approximate identity, are exactly the coordinate functionals of representations of $A$ on reflexive Banach spaces.

Recently Filali and Monfared [23] introduced an analogue of Bohr compactification in the category of Banach algebras. Starting with a Banach algebra $A$, one can find a Banach algebra $U(A)$ with the property that $U(A)$ has 'sufficiently many' irreducible finite-dimensional representations, in the sense that such representations separate the points of $A$. In addition, $U(A)$ has a universal type property, as well as a lifting property for almost periodic functionals. These characteristics of $U(A)$ make it a natural analogue of the Bohr compactification $b(G)$, for almost periodic functionals.

A future project of study is the investigation of conditions under which almost periodic functionals are exactly the norm closure of the coordinate functionals of finite-dimensional representations. This amounts to finding natural conditions under
which the analogue of approximation theorem by trigonometric polynomials holds for $A P(A)$. Another interesting question is the study of invariant means on $A P(A)$. As in the group case, invariant means are important tools in the study of various properties of $A P(A)$, including the approximation problem mentioned above.

## APPENDIX A

## Uniform Continuity

For a set $X$, we denote by $\mathscr{F}^{b}(X)$ the set of all bounded complex-valued functions on $X$. Equipped with the supremum norm, $\mathscr{F}^{b}(X)$ is a Banach algebra, under the usual pointwise operations.

Definition A.0.1. Let $f$ be a function on the topological group $G$, and $y \in G$, we define the left and right translates of $f$ by

$$
L_{y} f(x)=f\left(y^{-1} x\right), \quad R_{y} f(x)=f(x y)
$$

Theorem A.0.2. Let $G$ be a topological group and $f \in \mathscr{F}^{b}(G)$. Then the following are equivalent:
(i) For every $\epsilon>0$, there exists a neighborhood $U$ of $e$ such that if $s, t \in G$ and ts ${ }^{-1} \in U$, then $|f(s)-f(t)|<\epsilon$.
(ii) The map $G \longrightarrow \mathscr{F}^{b}(G), s \mapsto L_{s} f$ is continuous.

A function satisfying these conditions is called left uniformly continuous.
Proof. Suppose $(i)$ holds. For a given $\epsilon>0$, let $U$ be a neighborhood of $e$ satisfying the condition in $(i)$. Then for $s \in U$ and $t \in G$, we have

$$
\left|L_{s} f(t)-f(t)\right|=\left|f\left(s^{-1} t\right)-f(t)\right|<\epsilon
$$

Since $t \in G$ is arbitrary, it follows that $\left\|L_{s} f-f\right\|_{\text {sup }} \leqslant \epsilon$. Therefore the map $s \mapsto L_{s} f$ is continuous at $e$. Then we prove the map is continuous at an arbitrary $a \in G$. The set $V=U a$ is a neighborhood of $a$, which means every $t \in V$ is of the form $t=s a$ for some $s \in U$. Thus for $t \in V$, we can write

$$
\left\|L_{t} f-L_{a} f\right\|_{\text {sup }}=\left\|L_{a}\left(L_{t a^{-1}} f-f\right)\right\|_{\text {sup }}=\left\|L_{s} f-f\right\|_{\text {sup }} \leqslant \epsilon
$$

This proves (ii).
Next, suppose that (ii) holds. For given $\epsilon>0$, let $U$ be the neighborhood of $e$ such that $a \in U$ implies that $\left\|L_{a} f-f\right\|_{\text {sup }}<\epsilon$. If $s, t \in G$ are such that $t s^{-1} \in U$, we have $s t^{-1}=\left(t s^{-1}\right)^{-1} \in U$, then

$$
|f(s)-f(t)|=\left|f(s)-\left(L_{s t^{-1}} f\right)(s)\right| \leqslant\left\|f-L_{s t^{-1}} f\right\|_{\text {sup }}<\epsilon
$$

This proves $(i)$.
Claim A.0.3. Every left uniformly continuous function is continuous.

Proof. Let $a \in G$ and $\epsilon>0$. Let $U$ be a neighborhood of $e$ such that $t s^{-1} \in U$ implies that $|f(s)-f(t)|<\epsilon$. Then $V=U a$ is a neighborhood of $a$ and for $s=t a \in V$, the relation $(t a) a^{-1}=t \in U$ implies that

$$
|f(s)-f(a)|=|f(t a)-f(a)|<\epsilon
$$

Thus $f$ is continuous at $a$.
Theorem A.0.4. Let $G$ be a topological group and $f \in \mathscr{F}^{b}(G)$. Then the following are equivalent:
(i) For every $\epsilon>0$, there exists a neighborhood $U$ of $e$ such that if $s, t \in G$ and $s^{-1} t \in U$, then $|f(s)-f(t)|<\epsilon$.
(ii) The map $G \longrightarrow \mathscr{F}^{b}(G), s \mapsto R_{s} f$ is continuous.

A function satisfying these conditions is called right uniformly continuous.
Proof. Suppose $(i)$ holds. For a given $\epsilon>0$, let $U$ be a neighborhood of $e$ satisfying the condition in $(i)$. Then for $s \in U$ and $t \in G$, we have

$$
\left|R_{s} f(t)-f(t)\right|=|f(t s)-f(t)|<\epsilon
$$

Since $t \in G$ is arbitrary, it follows that $\left\|R_{s} f-f\right\|_{\text {sup }} \leqslant \epsilon$. This proves that the map $s \mapsto R_{s} f$ is continuous at $e$. Next, we prove that the map is continuous at an arbitrary $a \in G$. The set $V=a U$ is a neighborhood of $a$, then every $t \in V$ is of the form $t=a s$
for some $s \in U$. Thus for $t \in V$ we can write

$$
\left\|R_{t} f-R_{a} f\right\|_{\text {sup }}=\left\|R_{a}\left(R_{a^{-1} t} f-f\right)\right\|_{\text {sup }}=\left\|R_{s} f-f\right\|_{\text {sup }} \leqslant \epsilon
$$

This proves (ii).
Next, suppose that (ii) holds. For given $\epsilon>0$, let $U$ be the neighborhood of $e$ such that $a \in U$ implies that $\left\|R_{a} f-f\right\|_{\text {sup }}<\epsilon$. Thus if $s, t \in G$ are such that $s^{-1} t \in U$, then

$$
|f(s)-f(t)|=\left|f(s)-\left(R_{s^{-1} t} f\right)(s)\right| \leqslant\left\|f-L_{s^{-1} t} f\right\|_{\text {sup }}<\epsilon
$$

This proves $(i)$.
Claim A.0.5. Every right uniformly continuous function is continuous.
Proof. Let $a \in G$ and $\epsilon>0$. Let $U$ be a neighborhood of $e$ such that $s^{-1} t \in U$ implies that $|f(s)-f(t)|<\epsilon$. Then $V=a U$ is a neighborhood of $a$ and for $s=a t \in V$, then relation $a^{-1}(a t)=t \in U$ implies that

$$
|f(s)-f(a)|=|f(a t)-f(a)|<\epsilon
$$

Thus $f$ is continuous at $a$.
We denote the set of all left (right) uniformly continuous functions by $\operatorname{LUC}(G)$ $(R U C(G))$. We call

$$
U C(G)=L U C(G) \bigcap R U C(G)
$$

the set of uniformly continuous functions. All three spaces $L U C(G), R U C(G)$ and $U C(G)$ are Banach subalgebras of $C^{b}(G)$.

Theorem A.0.6. If $f \in U C(G)$, the $\operatorname{map} G \times G \longrightarrow C^{b}(G),(s, t) \mapsto L_{s} R_{t} f$, is continuous.

Proof. Suppose $\left(s_{\alpha}, t_{\alpha}\right)$ is a net in $G \times G$ such that $\left(s_{\alpha}, t_{\alpha}\right) \rightarrow(s, t)$. Then

$$
\left\|L_{s_{\alpha}} R_{t_{\alpha}} f-L_{s} R_{t} f\right\|_{\text {sup }} \leqslant\left\|L_{s_{\alpha}} R_{t_{\alpha}} f-L_{s} R_{t_{\alpha}} f\right\|_{\text {sup }}+\left\|L_{s} R_{t_{\alpha}} f-L_{s} R_{t} f\right\|_{\text {sup }}
$$

$$
\begin{aligned}
& =\left\|R_{t_{\alpha}}\left(L_{s_{\alpha}} f-L_{s} f\right)\right\|_{\text {sup }}+\left\|L_{s}\left(R_{t_{\alpha}} f-R_{t} f\right)\right\|_{\text {sup }} \\
& =\left\|L_{s_{\alpha}} f-L_{s} f\right\|_{\text {sup }}+\left\|R_{t_{\alpha}} f-R_{t} f\right\|_{\text {sup }} .
\end{aligned}
$$

Since $f$ is both left and right uniformly continuous, it follows that the right hand side tends to 0 as $\left(s_{\alpha}, t_{\alpha}\right) \rightarrow(s, t)$.

## APPENDIX B

## Stone-Weierstrass Theorem

In this appendix we state and prove the Stone-Weierstrass approximation theorem. This result is used in Section 3.5 of this thesis. Our reference for this appendix is Rudin [41].

LEmMA B.0.1. If $f$ is a continuous complex function on $[a, b]$, there exists $a$ sequence of polynomials $P_{n}$ such that

$$
\lim _{n \rightarrow \infty} P_{n}(x)=f(x)
$$

uniformly on $[a, b]$. If $f$ is real, the $P_{n}$ may be taken real.
Proof. Without loss of generality, we assume that $[a, b]=[0,1]$ and $f(0)=$ $f(1)=0$. For if the theorem is proved for this case, consider

$$
g(x)=f(x)-f(0)-x[f(1)-f(0)] \quad(0 \leqslant x \leqslant 1)
$$

It is trivial that $g(0)=g(1)=0$. We define $f(x)$ to be zero outside $[0,1]$. Then $f$ is uniformly continuous on the whole line. We put

$$
Q_{n}(x)=c_{n}\left(1-x^{2}\right)^{n} \quad(n=1,2,3, \ldots)
$$

where $c_{n}$ is chosen so that

$$
\begin{equation*}
\int_{-1}^{1} Q_{n}(x) d x=1 \quad(n=1,2,3, \ldots) \tag{B.0.34}
\end{equation*}
$$

Since

$$
\int_{-1}^{1}\left(1-x^{2}\right)^{n} d x=2 \int_{0}^{1}\left(1-x^{2}\right)^{n} d x
$$

$$
\begin{aligned}
& \geqslant 2 \int_{0}^{1 / \sqrt{n}}\left(1-x^{2}\right)^{n} d x \\
& \geqslant 2 \int_{0}^{1 / \sqrt{n}}\left(1-n x^{2}\right) d x \\
& =\frac{4}{3 \sqrt{n}}>\frac{1}{\sqrt{n}},
\end{aligned}
$$

it follows from (B.0.34) that

$$
\begin{equation*}
c_{n}<\sqrt{n} \tag{B.0.35}
\end{equation*}
$$

For any $\delta>0$, (B.0.35) implies

$$
\begin{equation*}
Q_{n}(x) \leqslant \sqrt{n}\left(1-\delta^{2}\right)^{n} \quad(\delta \leqslant|x| \leqslant 1) \tag{B.0.36}
\end{equation*}
$$

so that $Q_{n} \rightarrow 0$ uniformly in $\delta \leqslant|x| \leqslant 1$. Now, set

$$
\begin{equation*}
P_{n}(x)=\int_{-1}^{1} f(x+t) Q_{n}(t) d t \quad(0 \leqslant x \leqslant 1) \tag{B.0.37}
\end{equation*}
$$

Given $\epsilon>0$, we choose $\delta>0$ such that $|y-x|<\delta$ implies

$$
|f(y)-f(x)|<\epsilon / 2
$$

Let $M=\sup |f(x)|$. Using (B.0.34) and (B.0.36), and the fact that $Q_{n}(x) \geqslant 0$. We see that for $0 \leqslant x \leqslant 1$,

$$
\begin{aligned}
\left|P_{n}(x)-f(x)\right| & =\left|\int_{-1}^{1}[f(x+t)-f(x)] Q_{n}(t) d t\right| \\
& \leqslant \int_{-1}^{1}|f(x+t)-f(x)| Q_{n}(t) d t \\
& \leqslant 2 M \int_{-1}^{-\delta} Q_{n}(t) d t+\epsilon / 2 \int_{-\delta}^{\delta} Q_{n}(t) d t+2 M \int_{\delta}^{1} Q_{n}(t) d t \\
& \leqslant 4 M \sqrt{n}\left(1-\delta^{2}\right)^{n}+\epsilon / 2<\epsilon
\end{aligned}
$$

for all large enough $n$, which proves the theorem.

Corollary B.0.2. For every interval $[-a, a]$, there is a sequence of real polynomials $P_{n}$ such that $P_{n}(0)=0$ and such that

$$
\lim _{n \rightarrow \infty} P_{n}(x)=|x|
$$

uniformly on $[-a, a]$.
Proof. By Lemma B.0.1, there exists a sequence $\left\{P_{n}^{*}\right\}$ of real polynomials which converges to $|x|$ uniformly on $[-a, a]$. In particular, $P_{n}^{*}(0) \rightarrow 0$ as $n \rightarrow \infty$. The polynomials

$$
P_{n}(x)=P_{n}^{*}(x)-P_{n}^{*}(0) \quad(n=1,2,3, \ldots)
$$

satisfy the conditions.
Definition B.0.3. Let $A$ be a family of functions on a set $E$. Then $A$ is said to separate points in $E$ if to every pair of distinct points $x_{1}, x_{2} \in E$ there corresponds a function $f \in A$ such that $f\left(x_{1}\right) \neq f\left(x_{2}\right)$.

If to each $x \in E$ there corresponds a function $g \in A$ such that $g(x) \neq 0$, we say that $A$ vanishes at no point of $E$.

If $A$ is an algebra and has the property that $f \in A$ whenever $f_{n} \in A(n=$ $1,2,3, \ldots)$ and $f_{n} \rightarrow f$ uniformly on $E$, then $A$ is said to be uniformly closed. Let $B$ be the set of all functions which are limits of uniformly convergent sequences of $A$. Then $B$ is called the uniform closure of $A$.

Theorem B.0.4. Suppose $A$ is an algebra of functions on a set $E$, $A$ separates points on $E$, and $A$ vanishes at no point of $E$. Suppose $x_{1}, x_{2}$ are distinct points of $E$, and $c_{1}, c_{2}$ are constants (real if $A$ is a real algebra). Then $A$ contains a function $f$ such that

$$
f\left(x_{1}\right)=c_{1}, \quad f\left(x_{2}\right)=c_{2}
$$

Proof. the assumptions show that $A$ contains functions $g, h$ and $k$ such that

$$
g\left(x_{1}\right)=g\left(x_{2}\right), \quad h\left(x_{1}\right) \neq 0, \quad k\left(x_{2}\right) \neq 0 .
$$

Let

$$
u=g k-g\left(x_{1}\right) k, \quad v=g h-g\left(x_{2}\right) h .
$$

Then $u, v \in A, u\left(x_{1}\right)=v\left(x_{2}\right)=0, u\left(x_{2}\right) \neq 0$, and $v\left(x_{1}\right) \neq 0$. Therefore

$$
f=\frac{c_{1} v}{v\left(x_{1}\right)}+\frac{c_{2} u}{u\left(x_{2}\right)}
$$

satisfies the properties.
Theorem B.0.5. Let $A$ be an algebra of real continuous functions on a compact set $K$. If $A$ separates points on $K$ and if $A$ vanishes at no point of $K$, then the uniform closure $B$ of $A$ consists of all real continuous functions on $K$.

Proof. The proof has four steps.
Step 1: If $f \in B$, then $f \in|B|$.
Let

$$
\begin{equation*}
a=\sup |f(x)| \quad(x \in K) \tag{B.0.38}
\end{equation*}
$$

and let $\epsilon>0$ be given. By Corollary (B.0.1) there exist real numbers $c_{1}, c_{2}, \ldots, c_{n}$ such that

$$
\begin{equation*}
\left|\sum_{i=1}^{n} c_{i} y^{i}-|y|\right|<\epsilon \quad(-a \leqslant y \leqslant a) \tag{B.0.39}
\end{equation*}
$$

Since $B$ is an algebra, then function

$$
g=\sum_{i=1}^{n} c_{i} f^{i}
$$

is a member of $B$. By (B.0.38) and (B.0.39), we have

$$
|g(x)-|f(x)||<\epsilon \quad(x \in K)
$$

Since $B$ is uniformly closed, this shows that $|f| \in B$.
Step 2: If $f \in B$ and $g \in B$, then $\max (f, g) \in B$ and $\min (f, g) \in B$.
As we know,

$$
\max (f, g)=\frac{f+g}{2}+\frac{|f-g|}{2}, \quad \min (f, g)=\frac{f+g}{2}-\frac{|f-g|}{2},
$$

Therefore if $f_{1}, \ldots, f_{n} \in B$, then

$$
\max \left(f_{1}, \ldots, f_{n}\right) \in B \quad \text { and } \quad \min \left(f_{1}, \ldots, f_{n}\right) \in B
$$

Step 3: Given a real function $f$, continuous on $K$, a point $x \in K$, and $\epsilon>0$, there exists a function $g_{x} \in B$ such that $g_{x}(x)=f(x)$ and

$$
\begin{equation*}
g_{x}(t)>f(t)-\epsilon \quad(t \in K) \tag{B.0.40}
\end{equation*}
$$

Since $A \subset B$ and $A$ satisfies the hypotheses of Theorem B.0.4 so does $B$. Hence, for every $y \in K$, we can find a function $h_{y} \in B$ such that

$$
\begin{equation*}
h_{y}(x)=f(x), \quad h_{y}(y)=f(y) . \tag{B.0.41}
\end{equation*}
$$

By the continuity of $h_{y}$ there exists an open set $J_{y}$, containing $y$, such that

$$
\begin{equation*}
h_{y}(t)>f(t)-\epsilon \quad\left(t \in J_{y}\right) . \tag{B.0.42}
\end{equation*}
$$

Since $K$ is compact, there is a finite set of points such that

$$
\begin{equation*}
K \subset J_{y_{1}} \cup \cdots \cup J_{y_{n}} \tag{B.0.43}
\end{equation*}
$$

Let

$$
g_{x}=\max \left(h_{y_{1}}, \ldots h_{y_{n}}\right) .
$$

$g_{x} \in B$, and $g_{x}$ has the other properties according to Step 2 and (B.0.41) to (B.0.43). Step 4: Given a real function $f$, continuous on $K$, and $\epsilon>0$, there exists a function
$h \in B$ such that

$$
\begin{equation*}
|h(x)-f(x)|<\epsilon \quad(x \in K) . \tag{B.0.44}
\end{equation*}
$$

Since $B$ is uniformly closed, this statement is equivalent to the conclusion that $B$ consists of all real continuous functions on $K$. Let us consider the functions $g_{x}$, for each $x \in K$, constructed in step 3 . By the continuity of $g_{x}$, there exist open sets $V_{x}$ containing $x$, such that

$$
\begin{equation*}
g_{x}(t)<f(t)+\epsilon \quad\left(t \in V_{x}\right) . \tag{B.0.45}
\end{equation*}
$$

Since $K$ is compact, there exists a finite set of points $x_{1}, \ldots, x_{m}$ such that

$$
\begin{equation*}
K \subset V_{x_{1}} \cup \cdots \cup V_{x_{m}} \tag{B.0.46}
\end{equation*}
$$

Let

$$
h=\min \left(g_{x_{1}}, \ldots, g_{x_{m}}\right) .
$$

By step 2, $h \in B$, and (B.0.40) implies

$$
\begin{equation*}
h(t)>f(t)-\epsilon \quad(t \in K) \tag{B.0.47}
\end{equation*}
$$

whereas (B.0.45) and (B.0.46) imply

$$
\begin{equation*}
h(t)<f(t)+\epsilon \quad(t \in K) \tag{B.0.48}
\end{equation*}
$$

Finally, (B.0.44) follows from (B.0.47) and (B.0.48).
We say that an algebra $A$ is self-disjoint if for every $f \in A$, its complex conjugate $\bar{f}$ also belongs to $A$, where $\bar{f}$ is defined by $\bar{f}(x)=\overline{f(x)}$.

Theorem B.0.6 (Stone-Weierstrass). Suppose A is a self-adjoint algebra of complex continuous functions on a compact set $K$, $A$ separates points on $K$ and $A$ vanishes at no point of $K$. Then the uniform closure $B$ of $A$ consists of all complex continuous functions on $K$. In other words, $A$ is dense in $C(K)$.

Proof. Let $A_{R}$ be the set of all real functions on $K$ which belong to $A$. If $f \in A$ and $f=u+i v$, with $u, v$ real, then $2 u=f+\bar{f}$, and since $A$ is self-adjoint, we see that $u \in A_{R}$. If $x_{1} \neq x_{2}$, there exists $f \in A$ such that $f\left(x_{1}\right)=1, f\left(x_{2}\right)=0$; hence $0=u\left(x_{2}\right) \neq u\left(x_{1}\right)=1$, which shows that $A_{R}$ separates points on $K$. If $x \in K$, then $g(x) \neq 0$ for some $g \in A$, and there is a complex number $\lambda$ such that $\lambda g(x)>0$; if $f=\lambda g, f=u+i v$, it follows that $u(x)>0$; hence $A_{R}$ vanishes at no point of $K$.

Thus $A_{R}$ satisfies the hypotheses of Theorem B.0.5. It follows that every real continuous function on $K$ lies in the uniform closure of $A_{R}$, hence lies in $B$. If $f$ is complex continuous function on $K, f=u+i v$, then $u \in B, v \in B$, hence $f \in B$. This completes the proof.

Stone-Weierstrass theorem implies the classical Weierstrass trigonometric approximation theorem. Recall that a trigonometric polynomial on $\mathbb{R}$ is a function of the form

$$
\sum_{k=0}^{n}\left(a_{k} \cos k x+b_{k} \sin k x\right)
$$

where $a_{k}, b_{k}$ are complex numbers. Using the identity $e^{i k x}=\cos k x+i \sin k x$, a trigonometric polynomial can be written as

$$
\sum_{k=-n}^{n} c_{k} e^{i k x}
$$

where $c_{k} \in \mathbb{C}$.
With the help of the Stone-Weierstrass theorem, it is easy to drive the following trigonometric approximation theorem due to Weierstrass.

Theorem B. 0.7 (Weierstrass). Trigonometric polynomials are dense in $C(\mathbb{T})$.
Since elements of $C(\mathbb{T})$ are identified with continuous $2 \pi$-periodic functions on $\mathbb{R}$, we may also say that every such function can be uniformly approximated by trigonometric polynomials.

Proof. Trigonometric polynomials $\sum_{k=-n}^{n} c_{k} e^{i k x}$ form a subalgebra of $C(\mathbb{T})$ containing the constants and closed under complex conjunction. Also, the function $e^{i x}$ separates the points of $\mathbb{T}$. Thus Stone-Weierstrass theorem applies the result.

Since $\widehat{\mathbb{T}} \cong \mathbb{Z}$ consists of the 1-dimensional representations $e^{i x} \mapsto e^{i k x}, k \in \mathbb{Z}$, the trigonometric polynomials $\sum_{k=-n}^{n} c_{k} e^{i k x}$ can be viewed as the coordinate functions of representations in $\widehat{\mathbb{T}}$. From this point of view, we may regard Peter-Weyl theorem as generalization of the trigonometric approximation theorem of Weierstrass.
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