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ABSTRACT

THE ASSOCIATION BETWEEN ARBITRAGE
PRICING THEORY RISK MEASURES AND TRADITIONAL
ACCOUNTING VARIABLES
by
Theophanis Stratopoulos
University of New Hampshire, December, 1994

According to the Arbitrage Pricing Theory (APT), actual security returns
depend on a variety of pervasive economic and financial risk factors; as well as firm
or iﬁdustry specific influences. The sensitivity of an asset’s returns to unanticipated
changes in the pervasive risk factors reflects the security’s measure of systematic risk.

_ In equilibrium, the expected security return is a linear function of the sensitivities of
actual security returns to unanticipated changes in the pervasive risk factors.

The APT does ﬁot specify the number or the nature of the pervasive risk
factors. Factor analysis of stock returns can be used to determine sensitivities of
individual securities to pervasive risk factors without having to identify these risk
factors.

In this dissertation we empirically tested the following question: ’Can we use
traditional accounting risk measures from the current period to explain cross-sectional

variations of the APT risk measures (sensitivities) in the next period?’

xiii
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The empiricaJ' analysis was carried out using a sample of manufacturing
companies from the Compustat data tapes. The study covered two time periods:
1983-1986 and 1988-1991.

The dependent variables were the APT risk measures, derived from a principal
factor analysis of daily stock returns. The set of independent variables was an
extensive list of traditional accounting risk measures associated with a firm’s
operating and financial activities. The accounting risk measures used in this study
represented the firm’s liquidity, debt management, profitability and efficiency,
business risk, and market value ratios, as well as the size of the company.

Relying on predictive correlation analysis and multiple regression analysis, an
association was established between a firm’s basic operating and financial
characteristics, and the variations of the APT risk measures across a sample of
individual companies as well as portfolios of manufacturing companies.

Several variables measuring various characteristics of firms were found to be
significant in explaining each one of the APT risk measures. Traditional accounting
variables, can be used to explain the APT risk measures across different sample
specifications, as well as across different time periods. In this respect variables
showing the greatest promise are measures of size, business risk, financial risk, and-

market power.

xiv
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INTRODUCTION

The objective of this dissertation is to examine the association between the
Arbitrage Pricing Theory (APT) risk measures and traditional accounting risk
measures.

Long before the development of modern portfolio theories, risk analysis
concentrated on business and financial risk. The risk specifications were measured
with the aid of financial accounting variables and/or financial ratios. With the advent
of portfolio theories, risk was partitioned into systematic and non-systematic
components. Portfolio theories conclude that in a well-diversified portfolio, only the
systematic component of risk matters. According to the Capital Asset Pricing Model
(CAPM), the systematic risk of a portfolio - also known as market risk - can be
measured by the covariation of the portfolio’s asset return with the return of the
market portfolio of all risky assets. There is an extensive literature on the association
and prediction of the CAPM specification of market risk, known as ’Beta,’ with
traditional accounting and economic variables.

For several years the CAPM was the undisputed favorite theoretical model for
the academic community and investment tool for professional investors. In more
recent years, researchers have questioned the theoretical and empirical validity of this
model. The APT, introduced by professor Steven Ross in 1976, has been offered as
the most prominent alternative to replace the CAPM. According to the APT, actual

security returns depend on a variety of pervasive economic and financial risk factors;
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as well as firm or industry specific influences. The sensitivity of an asset’s returns to
unanticipated changes in the pervasive risk factors reflects the securityfs measure of
systematic risk. In equilibrium, the expected security return is a linear function of the
sensitivities of actual security returns to unanticipated changes in the pervasive risk
factors.

The APT does not specify the number or the nature of the pervasive risk
factors. Factor analysis of stock returns can be used to determine sensitivities of
individual securities to pervasive risk factors without having to identify these risk
factors.

This study, therefore, proposes to find company specific characteristics that
can explain the differences in sensitivities relative to the APT risk factors across
firms. More specifically the objective of this study is to establish whether or not the
traditional accounting risk measures, such as measures of liquidity, profitability,
leverage and turnover, from the current period can be used to explain the cross-
section variation of the APT risk measures.

Using a sample of 373 (292) firms over the 1983-1986 (1987-1991) period,
principal factor analysis results show that five factors are adequate in representing the
return data. Stepwise regression of the factor sensitivities on 27 risk accounting
variables indicates that traditional accounting risk measures, reflecting almost all
aspects of a firm’s operations, can be used to explain the APT risk measures across

different sample specifications, as well as across different time periods.
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The dissertation is organized as follows. In Chapter I, review is made of the
literature on the association and prediction of the CAPM specified market risk with
accounting and other variables. An overview of the theoretical model, assumptions,
implications, criticism and empirical testing of the APT is furnished in Chapter II. In
Chapter III, the outline of the theoretical model and a detailed description of the data
set are presented. In Chapter IV, empirical results from correlafion and regression
analyses of a sample of manufacturing companies for the period 1983-1986 are
presented. In chapter V, the empirical tests are run on another sample of
manufacturing firms for a more recent period, i.e., 1988-1991. The final chapter

summarizes the study and will offer some concluding remarks.
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CHAPTER 1

AN OVERVIEW OF THE LITERATURE ON THE ASSOCIATION OF

CAPITAL ASSET PRICING MODEL SPECIFIED MARKET RISK

WITH ACCOUNTING AND OTHER VARIABLES

The objective of this chapter is to review the literature on the association and
prediction of Capital Asset Pricing Model (CAPM) specified market risk with
accounting and other variables.

The ground for research in this area was laid with the work of Beaver, Ketller
and Scholes (1970) on the association between market-determined and accounting-
determined risk measures. Several studies followed this pioneering work, the last
published study in the area having appeared in 1989'. Although the central issue
remained the same, these studies differed in one or more of the following aspects:

' speciﬁcétion of the hypothesis tested (contemporaneous association versus prediction),
specification of the exPlanatory variables (accounting and other variables), choice of
statistical methodology, and/or sample specification.

The varying characteristics mentioned above are used to form a framework
within which the previous literature is examined. More specifically, based on the
description of the set of explanatory variables used in empirical analysis we classify
the literature in two major groups: first, studies that used accounting and other

variables; and second, studies that focused on specific accounting risk measures.

'Ismail and Kim (1989).
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The outline of this review will be as follows. In part one, we examine the
significance of these studies. Alternatively, this can be seen as reasons justifying why
this issue having attracted so much attention in the past. A presentation of the
theoretical model used is furnished in part two. In part three, we proceed with the
review of explanatory variables used in most empirical analysis. As was mentioned
earlier, we distinguish the following two classes: first, studies using a wide range of
explanatory variables; and second, studies confined to the examination of a specific
accounting variable. Different technical aspects of previous studies, such as sample
specification and period covered, are presented in part four. Finally, the results

achieved are discussed in part five.

1. Significance of These Studies

Studies on the association and prediction of market risk with accounting and
other variables have reported several theoretical and practical benefits.? At the
theoretical level, these studies can be seen as an attempt to integrate portfolio analysis
(based on utility maximization) with corporate financial theory (based on share price
maxirnization). Breen and Lerner (1973) use the following argument: If the market
perceives that changes in a firm’s financial and operational decisions will be
influential on corporate returns and risk, the market risk (8, will fluctuate in response

to these actions, "; therefore provides a link between corporate behavior and the

*The distinction between theoretical and practical benefits is not always clear.
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market for corporate shares."* At the practical level, by far the most often cited
benefit is that both corporate managers and investors will be able to understand how
corporate decisions affect the systematic component of risk.

Several studies refer to benefits resulting from risk prediction.* This is
important because investors equipped with this knowledge will be able to maintain or
revise the risk exposure of their portfolios so that it complies with their risk
preferences. Logue and Merville (1972) even argued that investors should ask for the
publication of information on future financial and operational policy in their annual
reports. Inclusion of "forecasted" financial data would help investors in detecting
potential changes in the financial and operational policies which might affect return,
risk, and, in turn, the price per share of the firm.

Thompson (1976) claimed that these studies would help accountants to develop
new tools (measures) to aid in the quest toward risk prediction. Hill and Stone (1980)
argued that it would help accountants to assess the usefulness of already existing
accounting measures. Logue and Merville (1972) claimed that managers would
consider the share price impact of their financial and operational decisions. This
would introduce the influence of investor’s expectations into the firm’s planning
process.

Several other important benefits are mentioned in the study of Hill and Stone

(1980). The authors refer to the use of beta-based capital decisions "by imputing a

*Breen and Lerner (1973), p. 339

4 Beaver et al. (1970), Elgers (1980), and Hill and Stone (1980).
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project’s beta from its financial projection".® This is crucial when it comes to risk
prediction to be used either in capital budgeting or for the valuation of non-public
companies. Foster (1986) referred to the advantage of estimating the betas of firms
for which we do not have enough historical stock return data.’ Hill ax;nd Stone point
to another area that can benefit from these studies; namely, that of "rate regulation
based on accou;lting measures of fair return."’

According to Logue and Merville (1972), "firms may target beta and take
appropriate steps to achieve it through some combination of financial, marketing, and
production policies during the capital budgeting process." The study of Blume (1975)
could be seen as lending support to this argument. Blume presents the mean
reversion tendency of betas, i.e., the tendency of estimated betas towards a mean of
one. This is attributed to statistical and economic factors. Economic factors may
indicate a firm’s preference to undertake new projects with a beta closer to the mean
of one.

The potential benefits from these works came under attack in the studies of
Eskew (1979) and Elgers (1980). The latter argued that beta prediction models using
accounting variables do not enable risk predictions that are superior to market based
forecasts. Eskew (1979) and Elgers (1980) claimed that the superior results of

models based on accounting variables should be attributed to the instability over time

*Hill and Stone (1980), p. 595

%" The multivariate model ... could be used to estimate the betas of the firms that are newly
listed." Foster (1986), p. 350.

"Hill and Stone (1980), p. 595.
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of market risk and the "shrinking effect" of the ordinary least squares regression
model.

However, even if one accepts this criticism, there is still an undisputed benefit
to be had from the methods presented in this literature. The use of accounting
variables enables the estimation of both the systematic risk associated with, and, the

market value of non-public or newly listed companies.

2. The Theoretical Model
According to the Capital Assets Pricing Model,} in equilibrium there is a
direct linear association between expected return of a security and market risk (83)),
ie.,’
E(R,)=R, +[E(R, )-R/ 1B, .1
where
E(R;) is the equilibrium expected return for asset i during period ¢,
R, is the rate of return on a risk free asset,
E(R,) is the expected return from the market portfolio during period ¢,
B; is the measure of the systematic component of risk,

Market risk (8) is estimated in practice by applying least squares regression

analysis to the time series of individual ex-post stock returns versus the ex-post

8See Sharpe (1964) and Sharpe (1991).
°Although there are several studies which summarize the CAPM, Modigliani and Pogue

(1974a and 1974b) in a series of two articles in the Financial Analysts Journal provide an
intuitive presentation of the model.
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returns of the market portfolio. This estimated regression model, known as the
market model is given by (1.2)"°

Ry =a +bR, +e¢ (1.2)
where

R, are the ex-post returns for the asset i during period ¢,

R,, are the ex-post returns from the market portfolio during period ¢,

e, represents the non-systematic component of stock returns,

b; is the estimated (3;, and

a, is the estimated intercept associated with the linear relationship.

The estimated slope coefficient is the measure of market risk or the degree of
covariation of the individual security with the market portfolio. The values of b;
reflect a proportional relation with risk in the sense that higher betas will imply a
higher exposure to systematic risk. Since the market has by definition a beta of one,
this serves as a benchmark facilitating further comparisons. Thus, an estimated market
risk (b) equal to one iinplies a riskiness for the security equal to that of the market.

Beta is the result, it is the measure of risk. Portfolio theory does not explain
why security A varies more with the market portfolio (has a higher beta) than security
B. What are the underlying factors that determine a security’s risk level? The

answer to this question is important for the investment community.

""Basically equation (1.2) is the empirical estimation of the Market Model. CAPM and the
Market Model are compatible under certain restrictive assumptions. See Beaver (1972) and
Fama (1968).
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According to Capital Market theory, market risk is determined solely in the
market based on security prices. Furthermore, market efficiency implies that stock
prices do reflect all available information. In other words, preferences of the
investment community, economic and political events, and corporate decisions
(financial, production and marketing) are impounded in stock prices. Therefore,
market risk is ultimately determined by all of these economic factors, political events
and corporate decisions to the extent that they are systematic, i.e., have a pervasive
influence on market prices.

Beaver et al. (1970) claim that relying solely on market prices in order to
determine market risk is not enough.

"Our knowledge of risk determination is incomplete as long as we do

not know what exogenous variables (i.e., data) are impounded in

assessments of security prices and price changes. Observed prices (and

price changes) are the net result of the decision process of the entire

investment community. "

Attempts to explain and predict_ a firm’s exposure to total risk were existent
long before the development of the portfolio theory. Financial-statement-based ratios
have been associated with risk since the previous century. Horrigan (1968) refers to
the work of Winakor and Smith, "A Test Analysis of the Unsuccessful Industrial

Companies," as the first systematic work in pursuit of finding indicators of business

failure from the financial statement.’> Besides prediction of financial distress,

"Beaver et al. (1970), p. 654.

“Horrigan (1968), p. 288.
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studies were developed relating accounting information with several other aspects of
risk.?

Traditional accounting risk measures reflect decisions of the entity to change
its policy (financial and/or operational). If the market perceives that these changes
will alter the company’s returns, stock prices will respond accordingly. In addition,
changes in the firm’s policy could also influence the level of the company’s market
risk.

Such simplified reasoning ignores an important factor; however. Changes in
the corporate decisions affect the market risk only to the extent that this influence is
systematic (non-diversifiable). Hence, it is unrealistic to expect a perfect association
between market risk and accounting risk measures. We find this argument in Beaver
et al. (1970), as well as in Bildersee (1975), which state that accounting risk measures
are capturing the total risk while market risk reflects only the systematic component
of risk. More specifically, Beaver et al. write,

"If the systematic and individualistic components of risk are positively

correlated (at the extreme perfectly correlated) then it is reasonable to

view the accounting measures as surrogates for systematic risk as well.

... The evidence indicates that positive correlation does exist."!

We continue this review with a theoretical model that has been the underlying

foundation for the majority of these studies. The model assumes that the true

Barnes (1987) has provided an excellent review of the basic attributes of financial ratios
and uses of ratios in several areas.

“Beaver et al. (1970), p. 659.
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regression model relating market risk with the accounting and other variables is given
by the following equation:
B, =flF,) + | (1.3)
where
B; stands for the true measure of market risk for the i security as
defined in equation (1.1),
F,; stands for the relevant accounting and other variables assumed to be
determining G;,
§; is the error term associated with the specification of the model.
For b;, the ordinary least squares estimate of 3, we assume that:
b= B8+ &, (1.4)
where #, is the error term associated with the measurement (estimation) of 8, We
further assume that Cov(#,F,)=0, i.e., the measurement errors and the explanatory
variables used in the regression model (1.3) are independent. The regression model -
used for the empirical analysis of this study - is estimated with b, as the dependent
variable. Adding the measurement error term in both sides of equation (1.3) yields

the foliowing model:

b =AF) + ({+ &) (1.5)
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Given these assumptions, the estimated slope parameters will be unbiased and
consistent since E(%,F)=0."" A model specified in a manner similar to equation
(1.5) was used in the majority of studies employing empirical analysis.

Rosenberg and Guy (1976), using a numerical example, derived a model that
explains the level of a firm’s market risk as being determined by two components: the
proportional contribution of economy wide events to market variance, and the

response of security returns to these events. They write that:

B.==% [_V_] Yiis (1.6)
v

where V; is the contribution of j* economy wide event to market variance, and vy; is
the response coefficient of the security i to these events compared to the market
response.

With equation (1.3) we attempt to predict/measure the relative response
coefficient (v;). The first term of (1.6) is common across all securities. It is the.'yji
which is a stochastic function of the firm’s financial and operational policies.

In the following section we proceed with the review of the set of explanatory

variables used for the empirical implementation of these studies.

%One more assumption implied by the structure of the error term in equation (1.5), is that
of the additivity of errors.
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3. Explanatory Variables.

Classification of studies based on their choice of explanatory variables leads to
the formation of two major groups: studies using a wide range of explanatory
variables and studies which are confined to the examination of some specific
accounting variable. -

3.A. Studies Using a Wide Range of Explanatory Variables

The majority of these studies use accounting risk measures covering the entire
spectrum of financial statement analysis. A high degree of generalization forces them
‘to employ the linear association between market risk and explanatory variables. As a
result, there is no strong theoretical justification for the variables used in each model.
Most of the time, the choice of the explanatory variables is based either on previously
conducted correlation analysis or some stepwise regression procedure.

Groundwork for this type of analysis was laid by the study of Beaver e¢ al.
(1970) in which they introduce a set of accounting risk measures that has been used as
a basis by most subsequent studies. In their study, Beaver et al. used a set of
explanatory variables that attempts to capture "most of the important relationships
suggested in the literature"!® In order to justify their choice of explanatory
variables, they used arguments from security valuation theory for dividend payout, the
theory of Modigliani and Miller (MM) for use of leverage, empirical findings for
size, and portfolio theory variability and covariabiltiy of earnings.

The explanatory variables and their specifications were as follows:

“Beaver et al. (1970), p. 660.
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1. Average dividend payout. It was defined as the sum of distributed
dividends over the time period, divided by the sum of earnings over the same
period.

2. Average growth of total assets. It was specified as the natural log of the
asset size at the end of the period, divided by the log of the assets at the
beginning of the period. This ratio was subsequently divided by the number of
years within the time period.

3. Average leverage ratio. For each year in the examined period, the ratio of
total senior securities to total assets was calculated. The arithmetic average of
these ratios over the specified time period was used in their empirical analysis.
4. Average liquidity. It was defined as the average annual current ratios over
the period under examination.

5. Average size of total assets. This was specified as the average of the
natural log of total assets over the relevant time period.

6. Variability of earnings. It was defined as the (population) standard
deviation of the earnings-price ratio. The ratio was defined as income
available for common stockholders to market value of common stocks.

7. Covariability of earnings (accounting beta).'” This variable was defined

as the slope coefficient from the regression of firms’ earning-price ratio on the

average earnings-price ratio of the NYSE, COMPUSTAT firms.

""The specification of the accounting beta as the covariability of earnings was influenced
from portfolio theory. It is known as the accounting beta in order to distinguish it from the
market risk beta.
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Shortly after the study of Beaver et al., (1972), Logue and Merville presented
their study on the association between market risk and accounting variables. They
justified the set of explanatory variables used in their empirical analysis with the
following argument:

" B; ... embodies the collective judgment of investors concerning the

degree to which macroeconomic conditions will affect the corporation.

In particular financial policies may mitigate or amplify changes in the

economic climate. ...After going through myriad interfirm

comparisons, the market as a whole determines the relative volatility or

security of each firm’s securities to a broad based market index

reflecting aggregate conditions and expectations. "!®

As a result, 8; depends on all the policies/characteristics by which firms may
be compared. In their empirical implementation, Logue and Merville, focused on S;
as a function of financial information because all other corporate characteristics are
reflected in the financial policy of the entity. They used the following ratios:*

1. Liquidity ratio (current ratio).

2. Leverage ratio. They used two specifications, (i) short term liabilities to

total assets, and (ii) long term liabilities plus the par value of preferred stock

to total assets.

3. Dividend ratio (payout). It was defined as per share dividend divided by

earnings per share.

4. Investment ratio. It was specified as the annual compounded growth rate of

total assets.

¥ ogue and Merville (1972), p.

"All of the ratios used were specified as the average value of the relevant variable over
the examined time period.
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5. Profitability ratios. They experimented with two specifications, the total

assets turnover (Sales to Total Assets) and profit margin (Operating Earnings

to Sales).

6. Size. It was defined as the natural log of total assets.

Compared to the study of Beaver et al., the authors differentiate their set of
explanatory vaﬁables in the following ways. First, regarding the leverage ratios, they
distinguish between short term and long term liabilities. They argued that investors,
in their interfirm comparisons, have a different perception of the importance of these
two leverage ratios. Second, they introduced two profitability measures, total assets
turnover and profit margin. These ratios represent profitability aspects of financial
management and control in interfirm comparisons. They did not include in their
empirical analysis the two specifications of earnings, variability and covariability.
The authors claim that at empirical level, both of these variables were "devoid of
explanatory power." Besides these minor alterations their set of explanatory variables
is similar to the one in Beaver et al.

Breen and Lerner (1973) rely on the asset valuation models in order to justify
the set of explanatory variables that they used in their study.

"Within the context of direct valuation médels, several important

studies have emphasized earnings growth and dividends payout as

important determinants of price or price earnings ratio. The basic

Gordon valuation model of course stresses growth and dividend payout.

Other variables common to these valuation studies include a

marketability factor, some measure of volatility of explanatory variables
and a measure of leverage."%

®Breen and Lerner (1973), p.
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They use a set of seven explanatory variables specified as follows:

1. The ratio of debt to equity. It was defined as long term debt to equity.”!
2. The debt to equity ratio squared.

3. The growth of earnings. It was calculated as "the slope of the least
squares trend line through the earnings per share available to common equity
holders over a moving five year period. "

4. The stability of the growth of earnings. It was measured by the value of
the coefficient of determination for the equation used to estimate the growth of
earnings.

5. Size of company. It was specified as the number of shares outstanding,
multiplied by the market price of the company’s stock on the terminal date of
the period.

6. Dividend payout ratio.? The dividend paid during the firm’s fiscal year
divided by the reported earnings for the year.

7. Trading volume. It was measured as the number of shares traded durihg
the twelve month period ending when the firm reported its financial data.

A careful examination of the set of explanatory variables used by Breen and

Lerner reveals that their contribution lies in the use of the following variables. First,

“'They experimented with one more form of leverage ratio. They defined the numerator to
include the sum of reported liabilities capitalized leases and preferred stock. The retained only
the long term debt to equity ratio since both specifications showed similar results.

ZBreen and Lerner (1973); p. 342. It is just another version of the accounting beta.

®The authors experimented with the ratio of the sum of dividends divided by the sum of
earnings; each calculated over a three year period. Both specifications gave similar results.
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relying on the empirical work of Modigliani and Miller (1958), they introduced the
square of the leverage ratio. Second, they examined the impact on the market beta of
a measure of the stability of the growth of earnings. Finally, they added the market
based measure of size and trading volume.

Rosenberg and McKibben (1973) used one of the most extensive sets of
explanatory variables for their regression analysis. This set contained 32 descriptors
that "were selected without any prior fitting to the data on the basis of studies
reported in the literature and authors’ intuition." They classify their independent
variables into three categories: accounting based, market based, and market valuation
descriptors.

They initially regressed all 32 descriptors on the market risk measure. After
deleting those which were insignificant, they retained the following ten explanatory
variables;

1. Standard deviation of a measure of growth of earnings per share.

2. Accounﬁné beta, defined as the covariability of earnings with overall
corporate earnings.

3. Latest annual proportional change in per share earnings.

4. Dividend payout ratio.

5. Log of mean of total assets.

6. Standard and Poor quality rating.

*The complete list of 32 descriptors appears on Rosenberg and McKibben (1973), p. 325.
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7. Historical beta, derived from a regression of stock return on market return
over preceding calendar years in the sample, assuming alpha equals zero.

8. Share turnover as a percentage of shares outstanding.

9. Log of unadjusted share price.

10. Book value of common equity per share price.

The study of Rosenberg and McKibben (1973) and a subsequent study of
Thompson (1976) used the largest number of explanatory variables. Rosenberg and
McKibben introduced several new factors into the set of explanatory variables that we
had seen so far; one of them is the Standard and Poor’s quality rating. Compared to
Breen and Lerner (1973), who used shares outstanding and shares traded in order to
capture trade volume, Rosenberg and McKibben prefer shares’ turnover, log of the
price of shares, and book value.

Lev and Kunintzky (1974) argued that a firm will attempt to buffer its
operations from uncertainties in both markets of inputs and outputs in order to attain
its maximum efficiency. As a result, the variables that they used reflect a wide range
of operations. They distinguish the following groups:

1. Production decisions; such as, production measured as sales plus the

change in inventory, sales, and net earnings.

2. Investment decisions; such as, capital expenditure and the ratio of capital

expenditures to end-of-year plant and equipment balance.

3. Financing decisions; such as, working capital, the current ratio, the capital

structure (measured by the debt/equity ratio), and dividends (measured by
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three different series: annual dividends, the dividend payout ratio, and the

dividends per share).

Lev and Kunitzky argue that "... managements’ success in decreasing
uncertainty associated with the firm’s operations by various smoothing and buffering
activities should be reflected in the perceived risk of the firm from an investor’s point
of view. Accordingly we hypothesize that the extent of smoothness of the firm’s
operations will be negatively associated with its common stock risk."

Melicher (1974)% was the first to apply the findings of the study of Pinches,
Mingo and Caruthers (1973). He used principal component analysis in order to
reduce the size of the explanatory variables and identify a smaller set of latent
accounting risk measures. Melicher computed twenty-eight different variables for
electric utilities for which all financial data were available. Using principal’
component analysis he found that the following seven factors (principal components)
account for 85% of the variation:

1. Financial leverage,

2. size,

3. earnings trend and stability,

4. operating efficiency,

5. financial policy (investments),

PLev and Kunitzky (1974), p. 262. The degree of smoothness is measured by the mean
absolute percentage deviation of the actual changes in the variable from the trend.

*We do not discuss the study of Melicher and Rush (1974) because it is similar to the
Melicher (1974).
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6. return on investment, and

7. market activity.

Although a comparison between the principal components in Melicher and the
explanatory variables in the previous studies is difficult to make, it can be seen that,
with the exception of the dividends, all the other major categories are reflected in
Melicher’s set.

The idea of combining accounting and other variables was first introduced in
the study of Logug and Merville where they argued that market risk, "functionally
depends on the itembs by which the firms may be compared." As such, they name the
"financial policy, market policy, production policy, and corporate policies and
decisions which do not specifically relate to any of the functional areas, but are
comparable from corporation to corporation." Later in their analysis, however, the
authors focus on financial policy variables because the influence of the other variables

'is reflected in the financial measures of the firm.

It was the study of Bildersee (1975) that attempted to combine accounting
variables and decision variables in an empirical analysis. Based on previous studies,
theoretical postulates, and empirical findings, Bildersee uses the following eight
accounting variables:?’

1. As a measure of profitability he used the income available for commbn

over common equity.

2. Liquidity was measured by the current ratio.

THe selects only one ratio from each of the several generally accepted classes of ratios.
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3. Efficiency was represented from the ratio of sales to common equity.

4. Coverage of fixed obligations from operations, was given from the ratio of

cash flow to debt plus preferred stock.

. 5. Common equity was used as a measure of firm’s size.

6. The growth rate of firm. This variable was represented by the geometric

average of the annual growth of the assets of the firm.

7. A measure of variability of earnings. As such the author used the standard

deviation of the earnings/price ratio.

8. The accounting beta.

Up to this point Bildersee’s contribution was the introduction of the cash flow
to debt ratio into the set of explanatory variables. This ratio had an impressive record
in bankruptcy prediction studies. However, the real path-breaking aspect of
Bildersee’s study, as far as the explanatory variables are concerned, came from the
set of the decision variables that he introduced into the empirical analysis.

He used the following decision variables:

1. The firm’ s decision to change its dividend policy on its preferred stock by

beginning or ending an arrearage.

2. The firm’s decision to reduce its regular common dividend payment to

zero.

3. The firm’s ability to cover its interest and preferred dividend obligations

during every year of the sample period.

4. The firm’s diversification within its industry.
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The following study that we review by Thompson (1976) brings together
several of the previous works considered. He created covariant forms, variances,
means and trends of the explanatory variables to be used in the empirical analysis.

Influenced by portfolio theory, he introduced covariant forms for all of the
explanatory variables. Previous studies had used only the earnings in covariant form
(accounting. beta). Thompson expanded this practice to the rest of the explanatory
variables. Other than covariant forms, he specified the set of explanatory variables in
variance form. The reasoning behind this specification was that smaller variances for
accounting variables would reflect an attempt on the part of the company to reduce
environmental risk. Explanatory variables expressed in the form of variance are seen
as a measure of smoothness.?® Finally, following the tradition of most previous
work he introduced means and trends.

Thompson gives an elaborate explanation of why he used the above mentioned
specifications of explanatory variables, but he did not explain the choice of the
specific set of variables. For means and trends, he mentions that previous research
associates them with systematic risk.

Out of a total of forty five considered variables, Thompson uses the following
thirteen variables.

The first one called the model, combines dividends, earnings’ multiple,

and earnings’ stability factors simultaneously in the following formula:

*The idea of examining the impact of smoothing on market risk was first introduced by
Lev and Kunitzky (1974). The authors provide a more detailed justification for the use of
variances.
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cov(d,d,) +Cov(§,E,) +Cov(k, K, ) ) .
o?(d,) +0%(&,) +0*(k,,) ’ '

where
d, d, are the dividend yields for security i and the market portfolio m
respectively,
€, €, are the earnings’ relative changes for security i and the market portfolio
m respectively, and -
K, %k, are the multiple of earnings’ relative changes (forecasted) for security i
and the mar‘ket portfolio m respectively.

The second and third dependent variables were two specifications of the
dividend stability factor. One specification was the mean of the dividend
payout ratio, the other was the dividend’s beta.

The fourth and fifth explanatory variables were two specifications of
the earnings’ multiple stability factor. One specification was the variance of
the earnings’ multiple, and the second was the beta of the multiple of |
earnings.

Two specifications of the earnings’ stability factor were the sixth and
seventh dependent variables. The two specifications were earnings’ variance
and the beta 6f earnings.

The eight and ninth explanatory variables reflected the operating
income stability factor. They appeared in the empirical analysis as the

variance and beta of operating income respectively.
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The tenth variable used was the growth factor (asset’s growth), while

common stock marketability factor (market volume) was the eleventh one.

Finally, financial leverage factor (mean debt to total assets) and mean pre-tax

income coverage were the last two explanatory variables.

Rosenberg and Guy (1976) used a numerical example to show that the level of

beta is determined by two kinds of parameters: the degree of uncertainty attached to

various categories of economic events (the proportional contribution of the events to

market variance) and the response of the security returns to these events (relative

response coefficients).

They used the following set of explanatory variables in their attempt to

predict/measure the response coefficient.?

1.

2.

6.

Variance of cash flow

Variance of earnings

. Growth of earnings per share

Market. capitalization

. Current dividend yield

Total debt to assets.

Obviously, their contribution in this literature lies in the development of the

formula that presents the response coefficient of market risk. The set of explanatory

variables used does not differentiate their work from earlier studies.

#The authors did not justify the choice of the variables used. Table 3 on page 67 reports this
partial list of the variables that they use.
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Eskew (1979) used nine accounting variables in the empirical implementation
of his study. The same seven that appeared in Beaver ez al. (1970), plus earnings’
variability and earnings’ covariability. However, Eskew’s study can be differentiated
from Beaver et al. (1970) in defining the following variable: "earnings, divided by
net worth,,; instead of earnings, divided by market value,,."°

Elgers’ (1980) initial set of explanatory variables contained those variables
suggested by Beaver ef al. (1970) and Eskew ( 1979); The author used stepwise
regression and principal components analyses in order to derive the final set of
explanatory variables. Out of a list of twenty-eight specifications of accounting
variables based on the stepwise regression procedure he used the following five:*!

1. Sales beta (adjusted covariant form),

2. dividend payout,

3. cash flow beta,

4. assets squared, and

5. sales variability.

The second approach based on principal components analysis suggested the use
of a set of nine principal components for use in the regression analysis.
Unfortunately, he did not specify either the weights or the variables used, thus we
cannot make any comparisons with the study of Melicher (1974) and Melicher and

Rush (1974).

YEskew (1979), p.

*'Table B-1 in Elgers (1980), p. 406 provides the list of the twenty eight variables.
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The description of studies using a wide range of accounting and other variables
to explain and predict the systematic risk of common equities will be closed with a
discussion of the work of Hockman (1983). He used the following three variables
in his "fundamental model" for predictions of market risk.

1. Average annual financial leverage. It was specified as long term debt plus

current liabilities plus preferred stock divided by total senior securities plus

market value of equity.

2. Average dividend yield. The annual measure was defined as annual

dividend divided by share price at the end of the estimation period.

3. Systematic business risk. It was based on a regression of seasonal change

in after tax operating income over book value on the economy wide index for

the same variable.

With Table 1.1 we attempt to summarize the sets of explanatory variables that
have been suggested and used in the studies reviewed here. In this table the
explanatory variables are classified as variables which are based on or represent
dividends, size or investment, leverage, liquidity, earnings, profitability or efficiency,
or the stock market.

From the dividends category of explanatory variables, dividend payout is the
most popular variable. Beaver et al. justify the use of this ratio as "a surrogate for
management’s perception of the uncertainty associated with firm’s earnings. "3 They

argue that companies will try to maintain a more or less stable level of dividend

*Beaver et al.(1970), p. 660.
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payments. In order to avoid having to cut back future dividend payments associated
with lower earnings, companies that experience high volatility of earnings tend to
establish low dividend payments. Thus, an inverse relationship exists between
volatility of earnings and dividend payments. All other speciﬁcatibns used - such as
dividend beta, dividend yield - could be justified by similar reasoning.

The.second major category of variables that has been suggested and used
reflects some measure of size. The most popular measure is total assets and its
specifications range from simple growth rate and log of total assets to a geometric
average. Sales is the second choice used as a measure of size. Again, we rely on

Beaver et al. for a theoretical justification for the use of size-related variables. They
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COMPARATIVE PRESENTATION OF SETS OF EXPLANATORY VARIABLES

DIVIDENDS

SIZE or LEVERAGE LIQUIDITY
INVESTMENTS
BEAVER Dividend 1.Growth TA Senior CR
et al. Payout 2. Log TA Securities to
TA
LOGUE- Dividend l.Growth TA 1. CL/TA CR
MERVILLE Payout 2. Log TA 2. CL + Pr.
Stock to TA
BREEN- Dividend 1.(D/E)
LERNER Payout 2.(D/E)?
ROSENBERG- Dividend Log TA '
McKIBBEN Payout
LEV- l1.Dividend 1. Capital (D/E) 1. CR
KUNITZKY Payout Expenditure 2. Working
. 2.Annual to Fixed Capital
Dividends Asgets
3.Dividends 2.Sales+Inv
per Share 3. Capital
Expenditure
4. Sales
MELICHER l.8ize Leverage
2.ROI
3.Financial
Policy
BILDERSEE 1.Geometric Cash Flow to CR
Average TA (D + Pr.
2.Common Stock)
Equity
THOMPSON Dividend Growth TA 1. D/TA
Payout 2. Coverage
ROSENBERG- Dividend D/TA
GUY Payout
ESKEW Dividend l.Growth TA Securities to | CR
Payout 2.Log TA TA
ELGERS Dividend l.Sales b
Payout 2.Var Sales
3.Ta?
HOCKMAN Dividend Fixed
Yield Obligations
to Equity

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.




TABLE 1.1 (Cont'd)

31

COMPARATIVE PRESENTATION OF SETS OF EXPLANATORY VARIABLES

2. Accounting £

EARNINGS PROFITS MARKET
BEAVER 1. Var. Earnings
et al. 2. Accounting £
LOGUE- l.sales/Ta
MERVILLE 2.EBIT to
Sales
BREEN- 1. Accounting @ 1.# Shares
LERNER 2.Stability Outstanding
of Earnings 2.# Shares
Growth Traded
ROSENBERG- 1. SD of Earnings 1.share
McKIBBEN Growth Turnover as %
2. Accounting f of shares
3. % change in EPS Outstanding
2.Log Price of
Share
3.Book Value
LEV- Net Earnings
. KUNITZKY
MELICHER Earnings Trend and Operating
Stability Efficiency
BILDERSEE 1. &t. Dev. of E/P l1.Income for
2. Accounting g Common
2. Sales to
Equity
THOMPSON 1. Var of Earnings Market Volume
2. Accounting f
*3. Var of Earnings
Multiple
4. B of Earnings
Multiple
5. Var of OI
6. f of oI
ROSENBERG- Using Price Market
GUY 1.Var of Earnings Capitalization
2.Growth of EPS
Using Net Worth
3.Var of Earnings
4.Growth of EPS
ESKEW 1. Var of Earnings
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argue that historical data reported in Dun and Bradstreet indicate that large firms have
a lower probability to default. Besides this, Beaver er al. refer to the findings of
Horrigan (1966), in which total assets are credited as being the most important
variable in predicting bond ratings.

In the category of leverage ratios, there are several different specifications.
Debt to equity or debt to total assets are the most often suggested and used ratios.
The rationale for each is that a higher degree of financial leverage will increase the
variability of earnings for common shareholders.

Another major category of ratios is associated with earnings. The specification
of market risk as the covariability of stock returns with market wide returns has
inspired the specification of the most popular variable from the earnings set, namely
the accounting beta. This is defined as the covariability of earnings with market
earnings. Therefore, the end justifies the means could have been the reason why the
accounting beta is the most often used variable in the category of earnings. Other
specifications for earnings related variables include the variance and standard
deviation of earnings.

In the following section we continue with studies that concentrate on the
explanatory power of specific accounting risk measures. Specifically, they examine

the influence of operating and financial risk.
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.B. _Studies Usin ific Accounting Risk Measures

In this section we concentrate on studies that use certain measures from the
financial statement in their prediction models. We review studies that examine the
explanatory power of financial leverage®, operating leverage®, the combined
influence of both*, and most recently the additional explanatory power of cash flow
risk measures®. With the exception of Ismail and Kim (1984), the empirical work
in each one of these studies is based upon a theoretical model proposed by the
respective authors.

Hamada (1972) attempts to estimate the effect of a firms’ leverage (capital
structure) on the systematic risk of common stocks. Hamada used both portfolio
theory and the MM theory to derive the result that, given two firms from the same
risk class, the firm with the higher debt-to-equity ratio, should have the-higher market
risk. He makes the distinction between the observed rate of return of a stock (Rg,)
and the adjusted rate of return (R,). The latter reflects what would have been the
return over the same time period if the firm was without fixed obligations or
preferred stock in its capital structure. To each one of these returns corresponds a
measure of systematic risk. If the MM theory is correct, the difference between these

two risk measures can be attributed to financial leverage.

®Hamada (1972)
HLev (1974)
*Hill and Stone (1980), and Mandelker and Rhee (1984).

% Ismail and Kim (1984).
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In order to test this argument, Hamada estimated the two measures of
systematic risk: the observed systematic risk (8;) and the adjusted measure of risk
(B;"). The difference between the two measures lies in the fact that the latter
corresponds to a firm without debt or preferred stock in its ﬁnanciﬂ structure.

For the empirical analysis he derived the following functional specifications of

the observed (Rp) and adjusted (R,,) rates of return.

d, + cg
Ry = __’Tg___’_
Diu (1.8)"

d, +cg,+p,+I,(1-1),

R =
A (V-7D),_, 1.9)

where,
d, are the common shareholders dividends,
cg, are the common shareholders capital gains,
Spey 1 the observed market value of common stock,
p, are preferred dividends paid,
I, represent interest and other fixed charges,
7 is the corporate income tax rate,
V.. is the observed market value of the firm, and
D,, is the market value of debt (7D reflects the tax subsidy for debt

financing).
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Lev (1974) examined the effect of operating leverage on the total and
systematic risks of stock returns. Under certain ceteris paribus assumptions,”’ Lev
derived a positive relationship between operating leverage and both risk specifications.
Since operating leverage was defined as the ratio of fixed to variable operating costs,
the previous conclusion was restated as follows: there is a negative association
between a firm’s level of variable cost and its systematic risk.

It was this last version that Lev tested empirically. In other words, variable

cost was the explanatory variable used in the regression model,

By=a+b? +e¢ (1.10)

’

where ¢ is the unit variable cost. Since there were no variable cost data available in
a firm’s financial statement, Lev used the following time series regression model in
order to derive an estimate of variable cost,
TC, = a; + V; Q, + u,, (1.11)

with

TC,, standing for the total operating cost for the firm j during year ¢, and

Q, standing for either the physical output (electric utilities) or volume of sales

(steel and oil companies).

The next genération of studies Hill and Stone (1980), and Mandelker and Rhee

(1984) used the formulae developed by Hamada (1969 and 1972) and Rubinstein

He makes the following assumptions: two firms from a homogeneous industry,
with identical patterns of sales across states of nature, and equality of total stock value of the
firms. They differ on the degree of operating leverage.
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(1973). These formulae separate market risk into two components. The first one is
intrinsic operating risk or business risk, which is measured by what would have been
the market risk for a firm without debt or preferred stock. The second component is
financial risk and it measured the impact of debt financing (financial structure) on
market risk. According to the Hamada-Rubinstein formulae, financial structure
amplifies the impact of business risk on market risk in a multiplicative way.

Hill and Stone (1980) derived what they called the ’accounting analogue’ of
the Hamada-Rubinstein formula. They developed the accounting equity beta (8% ) as
a function of the intrinsic operating risk and an accounting measure of financial risk.

For their regression analysis they assume the existence of a stable
transformation,

Bi = f (BY)+ € (1.12)
relating the market measure of risk with the accounting based beta. For the empirical
analysis, a version of equation (1.12) is differentiated and the following testable

model results:

A8, = a, + a, [ AL, ]BR,. + a, [ABBO‘] + a, AFLy

BR,
FLy ] (1.13)

1-1, 0

¢ i

where,
B; is the market-measure of equity risk,
B®, is the accounting-measure of market risk,

i

B is the accounting-measure of systematic operating risk,
i g y pe
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Jfi = (Non Common Equity / Total Assets) is the proportion of non-common

equity financing, and

FLy = (X%, B% (1-f,)/N) isan accounting measure of financial

leverage, i.e., FL,, it is a measure of the magnification of operating results

arising from the substitution of nonequity financing for common equity.
Their regression model explained changes in market betas as a function of changes in
both the firm’s financial structure and operating risk.

Mandelker and Rhee (1984) presented a similar empirical analysis. They
started from the Hamada-Rubinstein formulae and derived another operational
relationship that showed how the two measures of leverage contributed to market risk.

B; = (DOL;) ( DFL;) £, (1.14)
where "Degree of Operating Leverage" (DOL) is measured by the percentage change
'in earning, before interest and taxes, that is associated with a given percentage change
in units produced and sold. "Degree of Financial Leverage" (DFL) is defined as the
percentage change in earnings, after interest and taxes, that results from a change in
earnings before interest and taxes. Finally, 8% is the intrinsic business risk of
common stocks.

They investigated the combined effects of the degrees of the two types of
leverage on systematic risk using the following equation,

Ing = 4 + v In(DOL) + v, In (DFL) + e. (1.16)
The independent variables in this model are specified in two ways. First, the authors

run the following regressions in order to estimate DFL and DOL.
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In (EBIT,) = a; + ¢;In ( SALES; ) + ¢, (1. 17)
In ( Net Income ;) = b, + d; In (EBIT, ) + e, , (1. 18)
where
¢, is the DOL, and
d; is the DFL.
Their second choice was use of instrumental variables highly correlated with the two
independent variables which can be observed independently of the DOL and DFL.
The authors considered as natural candidates for this job the operating leverage and
financial leverage measured in book values. More specifically, they chose the 20-
year average of the ratio of net fixed assets to total assets and the ratio of total debt to
total assets as appropriate instrumental 'variables for DOL and DFL respectively.
The most recent study in this area was conducted by Ismail and Kim (1989).
They concentrated on cash flow related variables, examining the additional
explanatory power that funds and cash flow specified risk measures (accounting betas)
posses over that of earnings risk measures in explaining the variability of market risk.
Ismail and Kim used multiple regression analysis with market risk as the
dependent variable and independent variables taken from the following set of
accounting betas:
1. Earnings beta, where earnings were defined as income available to

common equity divided by beginning-of-period market value of common

equity.
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2. First Version of Funds Flow beta, where funds flow was defined as income

available to common plus depreciation divided by beginning-of-period market

value of common equity.

3. Second Version of Funds Flow beta, where funds flow was specified as

income available to common plus depreciation and deferred taxes divided by

begihning-of-period common equity.

4. Cash Flow beta, where cash flow was defined as income available to

common plus depreciation, deferred taxes, and the change in non-cash working

capital.

In the following section we continue our literature review with a discussion of
the sample specifications used in these studies. More specifically, we look at the type

of companies included and the periods covered across these studies.

4. Sample Specifications

The nature of these studies requires both financial accounting data and stock
returns for their empirical implementation. For the group of studies that attempts to
explain variations in market beta using a wide range of accounting variables, the
availability of financial data in COMPUSTAT tapes has been the principal binding
constraint in sample selection. According to Beaver er al. (1970) sample selection
based on "availability" will lead to firms which are relatively large, old, and more
successful in the economy. Eskew (1979) raises the same concern regarding sample

bias as well as the observation that these firms may be on average less risky. Some
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studies imposed another constraint beyond the availability of data; i.e., considering
only those companies with similar fiscal end-of-year (December 31). The criterion
was used in order ensure that information set at any given time contained only present
and past data.’®

Another approach to sample specification was that of concentration upon
specific industries for empirical analysis. The most popular groups for this analysis
have been the manufacturing groups (most of the studies that have been classified as
’based on availability’ were confined to the use of the COMPUSTAT Industrial
tapes). Other specific industries chosen were public utilities (Melicher, Lev,
Bildersee), transportation (Bildersee), steel, and oil production (Lev).

As far as the periods covered in the empirical analyses are concerned, with the
exception of Logue and Merville, all other studies base their analyses on the
availability of contemporaneous data for both financial variables and stock returns.

Logue and Merville chose the period to be considered in their study (1966-70)
after having recognized that "the finance function played an important role for most
corporations owing to the liquidity squeeze of 1966; inflation, and the vearly part of

the recent recession."

*Breen and Lerner (1973), p. 342.

¥Logue and Merville (1972), p. 42.
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5. Comparative Results
In this section, we follow the same framework we used when we reviewed the
set of explanatory variables used in empirical analyses. Initially, we summarize the
results of studies that use a wide range of explanatory variables. Subsequently, we
report the results of studies that concentrate on specific accounting risk measures. In

both cases, we discuss only the regression analysis results.

3.A. Studies Using a Wide Range of Explanatory Variables

The results that these studies report are generated by either ’predictive’
regression models (they use accounting and other variables from period ¢-1, to
forecast the beta in the period ¢) or *contemporaneous’ regression models (they use
simultaneous data for both dependent and independent variables). The studies of
Beaver et al. and Elgers are predictive ones. The rest of the studies attempt to
explain fluctuations in market risk with accounting and other explanatory variables
from the same perlod. Another variation regarding the way empirical results are
reported is the degree of aggregation in the analysis. We have results at individual
security levels, results within industries, and across industries and portfolios.

Regarding the predicted signs of the independent variables, the results vary
from one study to another. Most of these studies e.g., Beaver ef al., Logue and
Merville, and Lev and Kunitzky, report that the predicted signs are in accordance

with the theoretically anticipated ones. For others, like Rosenberg and McKibben,
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the signs are mixed. They report that some of the estimated regression signs comply
with the theoretically anticipated ones, but others do not.

Overall the core of significant explanatory variables remains the same across
most of these studies. Dividend and size related variables show up with a statistically
significant sign. The third category of variables that enters several regression models
with a significant sign are earnings. We should mention that this variable appears in
many different forms across studies (earnings, earnings beta, variability of earnings,
etc.). Other variables appearing to have a significant impact on market risk, as
reported in several studies, are leverage and profitability related variables.

Rosenberg and McKibben suggest that both accounting information and
historical price behavior of betas should be used to predict future betas. Bildersee
argues that accounting and decision variables are associated with similar aspects of
systematic risk. However, it appears that the explanatory power of the two types of

| variables are distinct from each other. Therefore, by adding a set of decision
variables to accounting data we could potentially increase the explanatory power of
our models.

Breen and Lerner report that estimated regression coefficients (in the
accounting variables based beta prediction model) vary across groups of companies
with different month selected as its fiscal end-of-year. Melicher reports that there is
some indication that the relationships may vary by industry and possibly, by time

period. The same comment appears in Bildersee, Eskew and Elgers.
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EskeW finds a small, but consistent superiority in beta prediction of the
accounting based models over their beta data only counterparts. Elgers, on the other
hand, finds that accounting risk measures do nor improve upon market based
systematic risk predictions. He claims that the findings of previous studies showing
"superior predictive ability for accounting based forecasts" can be " reinterpreted as
due to the instability over time of systematic risk, coupled with the fortuitus
"shrinking effect" of the ordinary least squares regression model." He warns that
attempts to generalize over time the predictive ability of accounting risk variables as
. well as the relevance of specific accounting ratios to explanations or predictions of
systematic risk, should be done with caution.

Accounting risk measures, when used as explanatory variables, may serve as
a proxy for some set of omitted economic variables. According to Elgers the initial
choice of the set of explanatory variables was arbitrary since the best set of variables
cannot be identified deductively. Therefore, inferences from empirical analyses are
conditional on the set of independent variables used. He further states that we cannot
expected accounting risk measures to reflect the "combination of firm specific and

exogenous economic variables which determine systematic risk."

5.B._Studies Using Specific Accounting Risk Measures

Hamada (1972) found that the estimated mean systematic risk (for the 304
firms in his sample) was higher than the systematic risk of the unlevered firm.

Specifically, he argues that if the Modigliani-Miller corporate tax leverage
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propositions are correct, then approximately 21% to 24 % of the observed systematic
risk of common stocks (when averaged over 304 firms) can be explained merely by
the added financial risk taken in by the underlying firm with its use of debt and
preferred stock. Therefore, corporate leverage does impact considerably.

Lev (1974) concluded that the empirical results are indeed consistent with the
hypothesized relationship. Empirical analysis indicated that the average variable cost
component is negatively associated with the systematic risk measures for all three
industries examined. The explanatory power of the variable cost component in terms
of the coefficient of multiple determination, R?, was modest. The evidence did not
support the use of operating leverage as the only variable contributing to cross
sectional risk differentials. Lev claimed that the poor performance of the variable
cost measure with respect to the systematic risk of oil producers may be explained by
the relative heterogeneity of this industry.

The empirical tests of the study of Hill and Stone (1980) supported a
conclusion that changes in both financial structure and systematic operating risk are
significant determinants of period-to-period changes in market betas. Hence,
forecasts of future market betas can be significantly improved if one can predict
future financial structure and operating risk.

Mandelker and Rhee (1984) claimed that the empirical results of their study
were consistent with their postulate that the regression coefficients of DOL and DFL
are consistently positive, suggesting that both are positively associated with the

relative riskiness of common stock. The explanatory power of both operating and
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financial leverage was relatively high for these types of studies (ranging between
thirty eight and forty eight percent).

Finally, Ismail and Kim (1989) found that the addition of either funds or cash
flow based risk measures significantly improved the explanatory power of regression
models which use an accrual earnings based risk measure. The major implication of
the results of this study is that, within the confines of explaining market risk, the
information in accrual earnings may be largely a subset of the broader set of
information included in cash flows.

Overall, the literature review reveals that accounting based risk variables
possess significant explanatory power over the cross sectional variation of market
risk. Our study, which is an extension of this literature, examines the ability of
accounting risk variables in explaining Arbitrage Pricing Theory risk measures. In
the following chapter, we continue with the literature review of the Arbitrage Pricing

Theory.
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CHAPTER II

OVERVIEW OF
ARBITRAGE PRICING THEORY
Introduction

Blaug (1968) writes that, "It takes a new theory and not just the destructive
exposure of assumptions or the collection of new facts to beat the old theory."' In -
the context of this chapter, the Capital-Asset Pricing Model (CAPM) is the old
theory. The studies of Roll (1977), and more recently, Fama and French (1992)
expose the weaknesses of the CAPM. The Arbitrage Pricing Theory (APT)
developed by Ross (1976), extended by Huberman (1982), and generalized by
Chamberlain and Rothschild (1983), plays the role of the new theory, challenging the
CAPM. |

Blaug’s quote serves as the outline of the chapter. More specifically, the
chapter deals with the following issues: In part one, we review the criticisms of the
CAPM. These criticisms were the prelude to the introduction of the APT. The
second part examines the APT. More specifically, we discuss the theoretical model,
its assumptions, implications, and criticism of the APT. The empirical
implementation of the APT appears in part three. In part four, we evaluate the
literature relating the APT risk measures with accounting, financial and economic

variables.

'Blaug (1968), p. 681.
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1. Criticism of the Capital Asset Pricing Model

For several years, the CAPM and more specifically its beta measure of
systematic risk, were the everyday tools for the investment community. At the same
time, in the academic community numerous studies were conducted for the empirical
implementation and the theoretical refinement of the model. The CAPM was
challenged on theoretical grounds by Roll (1977), and more recently by the empirical
findings of Fama and French (1992).

Roll challenged our ability to empirically test the CAPM. He argued that
whenever we test the CAPM, we basically test the mean-variance efficiency of the
market portfolio. In order to carry out tests of the CAPM, we need to know the
exact structure of the market portfolio. Theoretically, the market portfolio contains
all risky assets. It is an index of all risky assets on earth, and naturally, it is difficult
to observe. This implies that the theory is not testable unless all individual assets are
included in the sample. Therefore, we can not empirically test the CAPM.?

At the empirical level, the study of Fama and French (1992) claims that beta is
not adequate in explaining stock returns. The following cite, from The Economist , is
phrased in the same spirit as the quote from the Blaug that we used in the introduction

of this chapter.

Roll’s critique is more elaborate and deals with several other aspects such as the linearity
of the relation between expected return-beta, and the use of a proxy for the market portfolio.
When using market proxies such as the S&P 500 index, he argues that estimated betas
actually measure S&P 500 related risk. Therefore use of a proxy, that is itself an inefficient
portfolio, may cause incorrect separation of total risk.
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"A new paper by two Chicago economists, Eugene Fama and Kenneth French,

explodes that model (CAPM) by showing that its key analytical tool does not

explain why returns on shares differ."

Fama and French argue that variables such as firm size and the ratio of book
value to market value of equity have better explanatory power than market beta.
There is no reliable relation between beta and average stock returns. In order to
support their arguments, they create different portfolios ranked by book to market
value, size, and beta. The difference between the returns of portfolios ranked by
book to market value ratios were wider than any other type of ranking.*

Though not free of criticism itself, the APT is regarded as the natural
alternative to the CAPM. Compared to the CAPM, the APT uses a set of simpler
assumptions for its development. As far as the theoretical criticism on the testability
of the CAPM is concerned, the APT does not require or use at any point the market
portfolio.

In the following sections we provide an outline of the APT. We discuss the

theoretical model, implications, and criticism of the APT.

*This quote is from an article titled "Beta Beaten," The Economist, March 1992, p. 87.

A recent study by Mei (1993) replicates in some way the Fama-French study using APT.
He tests whether "a multi factor model such as the APT of Ross (1976), offer a
comprehensive explanation of the cross-section average returns? That is, can the multiple
betas from a multi factor model absorb the role of size and book to market equity so that asset
returns are still determined ultimately by systematic risk instead of firm-specific variables?
... It is found that the model is capable of explaining the “size effect” and the "dividend yield
effect”, but is incapable of explaining the "book to market effect” and the "earnings price
ratio effect.” pp. 331-332.
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2. The Arbitrage Pricing Theory
The APT, as developed by Ross (1976), assumes an economy with n-risky

assets whose returns are generated by a strict k-factor ( k < n ) linear process of the

form:
— k —
R, = R, +j.3 b; (F;,-F;) + e; (2.1
where,
R; = the random returns on asset i,
R, = the ex-ante expected return on asset i,

b; = the sensitivity of the i" asset to changes in the j* factor, which measures
the asset’s systematic risk,

F.

;= the j* common factor that affects the i asset’s returns,

F, = the expected value for the j factor,

¢; = a random idiosyncratic term with an expected value equal to zero and

bounded variance.

All the error terms are assumed to be uncorrelated among themselves and
uncorrelated with the common factors. It is also assumed that the expected value of

the unanticipated changes of these factors from their mean will be zero, i.e.,
E(F-F)=0,
In simple terms (2.1) conveys that investors have formulated appropriate

expected returns for each asset (ex-ante expected returns R,). The actual returns (R)
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will deviate from what investors had expected due to the influence of unanticipated
changes in certain pervasive economic and financial risk factors.

Assuming that there is an adequate number of assets in the economy so that we
can create portfolios with zero investment (sum of weights equal to zero) and zero
exposure to all pervasive risk factors, the expected return for this portfolio should be
equal to zero. If the expected return for this type of portfolio is different than zero,
arbitrageurs will buy or sell them in order to exploit this situation. As a result of
arbitrage, the expected returns for these portfolios will gravitate towards zero.

We can 'summarize the previous argument using vector notation as follows:

Zero investment,

Yw,=0
=i 2.2)
and zero risk,
Swby=0, j=1,...,k @2.3)
im1 .

imply that the expected level of returns should be zero, i.e.,

Yw, R, =0 (2.4)
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In other words, if the vector of weights (W) is orthogonal to a vector of 1s (as
in 2.2 ), and orthogonal to the k vectors of risk sensitivities (as in 2.3 ) they will also
be orthogonal to the vector of expected returns (as in 2.4 ). A well known theorem
in linear algebra states that, if a vector is orthogonal to n vectors then the n® vector
can be expressed as linear combination of the other n-1 vectors. In our case, the n®
vector which is the vectq}' of expected returns can be expressed as a linear

combination of the vector of 1s and the vector of b;’s, i.e.,

- k
R, =N + E \; by 2.5)

' :
jmi

where,

Ao = R;, when risk free borrowing and lending is assumed, and

A= 1_?, - R, is the excess return (risk premium) on a portfolio exposed only

to risk associated with the j economic factor, i.e., if j=1, then b,=1, and

b;=0 for all j=1.

Therefore, assuming a well diversified economy and utilizing the law of one
price (no arbitrage opportunities), equation (2.5) gives the equilibrium relationship for
any asset or portfolio. The APT does not specify either the number or nature of the
factors generating asset returns or the sign or size of the associated risk premia.

The basic theme of the APT may be summarized as follows:

The actual security returns will depend on a variety of pervasive economic and

financial risk factors, as well as firm or industry-specific influences. As pervasive
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risk factors, the literature on the APT names industrial production, inflation rate, the
term structure of interest rates, and default risk premium. If these pervasive
economic factors are anticipated, their influence will be incorporated by individual
investors into the formation of the expected returns component of actual returns.

If economic and financial risk factors are unanticipated they will form the
second component of an asset’s actual return (second term on the right hand side of
equation 2.1). Each one of the unanticipated changes in the economic/financial risk
factors is multiplied by the corresponding sensitivity of the asset to this factor and
added to the expected return component in order to determine the portion of actual
returns which is explained by systematic factors in the economy.

The third and last component of asset returns (third term on the right hand side
of 2.1) is determined by events that are not systematic in the economy as a whole.
They are firm or industry-specific influences and they form the random, idiosyncratic
component of actual returns. Their influence on asset returns can be minimized by
diversification.

According to the APT the sensitivity of an asset’s returns to unanticipated
changes in the pervasive risk factors reflects the security’s measure of systematic risk.
The level of expected returns is a linear function of the sensitivity of actual returns to
unanticipated changes in the pervasive economic factors. As a result, any set of two
stocks or portfolios having the same systematic risk must have the same expected
return. Every time that an asset or portfolio has an expected return not proportional

to its risk level, arbitrageurs could step in and make a profit by buying assets with
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relatively high returns compared to their risk level, and selling those with relatively
low returns compared to their risk level. Furthermore, given the linear association
between expected returns and systematic risk, illustrated by 2.5, it is theoretically
and empirically possible to create portfolios which hedge specific risk type, e.g.,
inflation, based on the investor’s preferences.

Compared to the CAPM, the APT is more robust and requires fewer
assumptions while it has the same intuitive appeal. The APT seems to possess an
advantage over the CAPM on the following points:

First, the description of the equilibrium in the APT is driven by the
law of one price for substitute assets and is more general than in the CAPM
based models which assume that only means and variances influence asset
prices.

Second, the APT allows more than just one or two pervasive factors to
influence asset prices.

Third, the APT makes no assumptions about the distributions of asset
returns or the investor’s utility functions.

Finally, the market portfolio does not play any special role in the APT.

In spite of all these advantages, Shanken (1992)° - one of the most prominent
critics of the APT - claims that based on the results of Shanken (1982), and Reisman
(1992), "... there would appear to be no basis for the traditional view that the APT

is a viable alternative to equilibrium asset pricing models like the Sharpe-Linter

*This section is based on an outline of the criticism on APT found in Shanken (1992).
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CAPM or the intertemporal model of Merton (1973)."® According to Shanken
(1982), one of the major theoretical drawbacks of the APT is that in a well-defined
strict factor model, any set of variables could serve as factors. Shanken summarizes
his results in the following way: |
" First, equivalent sets of securities may conform to very different factor
strucfures. Second, the usual empirical formulation of APT, when applied to
these structures, may yield different and inconsistent implications concerning
expected returns for a given set of securities."’

In some way, Chamberlain and Rothschild (1983) address Shanken’s criticism.
They show that we can obtain results similar to those of Ross (1976) by assuming an
approximate factor structure. They utilized residual returns which are correlated
across securities if the eigenvalues of the residual covariance matrix are bounded as
the number of assets tends to infinity. This means that the assumption of an exact
factor structure is very strict. APT will hold if returns conform to an approximate
factor model.

In a more recent study, Reisman (1992) demonstrates that even with an
approximate factor structure, APT is still susceptible to the line of criticism first
introduced by Shanken (1982). Reisman demonstrates that, if an approximate factor
structure for security returns exists, then virtually any set of variables which are

correlated with the risk factors can serve as the benchmark in an approximate APT

SShanken (1992), p. 1570.

"Shanken (1982), p. 1134.
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expected return relation.  In addition, he shows that an approximation of the sort
first derived by Ross (1976) still holds even if these variables account for only a
trivial fraction of the common variation in security returns.

In spite of these criticisms, researchers have been very prolific developing new
procedures for the empirical implementation of APT.® It seems that more and more
people in the academic and investing community hold the view that "APT is a viable
alternative to CAPM".” Shanken int his most recent published work on APT admits
that, in spite of the criticism, " ... a casual glance at current finance text books (and

some of the academic literature) suggests that this view is still widely held. "'

3. Empirical Implementation of the APT

According to Kryzanowski and To (1983), the following four assumptions
must be verified in order to ensure that the APT can be tested unambiguously using
time series data. First, the mean vector and the variance-covariance matrix of
security returns must be inter-temporally stationary. Second, it must be true that
security returns are generated by an explicit underlying factor structuré that contains
at least one pervasive risk factor. Thirdly, this factor structure should be replicable
(congruent) across asset subsets and time periods, Fourthly, the variance of security

sensitivities to risk factors must be inter-temporally stationary.

*One of the most recent procedures, a semi-autoregression approach to the APT, was
introduced by Mei (1993).

“Shanken (1992), p. 1570.

"Shanken (1992), p. 1570.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



56

Empirical research has concentrated primarily on the testing of the second and
third assumptions. Two general procedures have been used in the previous research
to implement APT. The first one employs statistical analysis to identify the number
of risk factors in the generating process and then tests whether or not a given factor is
priced. The second approach relies on basic economic arguments to pre-specify the
risk factors and then tests the significance of the risk factor surrogates which are

represented by macro-economic and/or financial variables.

3.A. Empirical Implementation of the APT using Statistical Analysis

Factor analysis is the oldest statistical procedure used for the empirical
implementation of the APT. Although use of the factor analysis approach was first
introduced by Gehr (1975), it is the work of Roll and Ross (1980) which is

1 The center of interest in these

consjdered the locus classicus of this literature.
types of studies evolves around the following question: What is the number of
common risk factors in the asset return generating model? The answer to this
question is crucial for the APT. If the number of factors is small - only one factor -
the APT may not differ from CAPM. On the other hand, if the number of factors is
too large, the practical use of the model could be trivial.

Roll and Ross (1980) examined daily stock returns for 42 groups of 30 stocks

over the 1962-1972 period."? Utilizing maximum likelihood factor analysis they

""Dhrymes, Friend and Gultekin (1984), p. 345

"’The s