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ABSTRACT

ON THE CHARACTERISTICS OF SOLAR FLARES
OBSERVED WITH
THE BURST AND TRANSIENT SOURCE EXPERIMENT

by

Douglas Alan Biesecker
University of New Hampshire, December, 1994

This dissertation is an investigation of solar flare and microflare occurrence rates,
times, and sizes in the context of solar flare occurrence models and periods, and
coronal heating. Solar flares, explosive releases of energy with effects observed at
earth, are not fully understood. Microflares, smaller versions of typical solar flares,
were previously only observed during a short balloon experiment. They may provide
clues to understanding solar flares by allowing us to test what we already know about

large solar flares.

The Compton Gamma-Ray Observatory’s (GRO) Burst and Transient Source
Experiment (BATSE) is used to search for solar flares. This study differs from oth-
ers because it is the most sensitive with a long observing time. We have used an
automated algorithm to search thirteen months of BATSE discriminator data. This

algorithm enabled us to detect flares at the instrumental threshold.

In this work we extend the flare size frequency distribution down to sizes smaller
than previously observed in long-term experiments and find that the observed flares

xiv
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are not a significant heat source for the corona. We find that the power-law shape
previously measured applies to flares as small as the instrumental threshold. We
test the data for systematic variations in power-law index of the flare size frequency
distribution. There is only evidence for variation of the power-law index with the
phase of a 51-day period.

Time series analyses are used to uncover periodic features in the daily flare oc-
currence rate. There is evidence for a flare size threshold effect in periodic activity.
There are also characteristic activity time scales evident in the daily flare rate.

We test for randomness of solar flare occurrence and find no apparent correlation
between times of flare occurrence. We also find no correlation between flare size and
the time interval between flares. These findings support the avalanche flare model of
Lu and Hamilton (1991) but are inconsistent with the occurrence model of Rosner

and Vaiana (1978).

Xv
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CHAPTER 1

INTRODUCTION

Importance of Studying the Sun

The Sun, a G2 dwarf star, is quite average in its properties. The Sun holds a
special place in astrophysics for only one reason; it is close enough to observe in detail
with many instruments. Solar observations have been made from beneath the surface
of the earth to interplanetary space. Photons and particles have been counted and
images of the Sun have been constructed at all wavelengths. The Sun has even been

imaged in neutrons.

Even though other high energy sources are too far away to make detailed mea-
surements, a great deal of .data has been collected from astrophysical sources of all
kinds. There are two ways to interpret the data from these sources to determine
what is happening. One is to model the physics from a theoretical point of view. The
other is by direct observation of similar phenomena, either in a laboratory or as it
occurs naturally. In a laboratory solar temperature and magnetic field magnitudes
can be recreated, but the spatial scale of solar or astrophysical phenomena can never
be achieved. This is where the Sun acts as a window on the universe; a natural lab-
oratory providing a view of what processes may be taking place at remote places in
the universe.

Solar Flares and Microflares

Solar flares are intense bursts of energy in the solar atmosphere that emit particles

and radiation and are observable in wavelengths from radio to y-ray. Most flares have

1
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2
been observed as chromospheric brightenings in Ha. The radiation from different
wavelengths may last for just a few seconds or may continue for several hours. Solar
 flares occur in regions of strong magnetic fields that are intimately connected with
~ the whole flare process. The accepted idea is that a flare occurs when energy stored in
the magnetic fields is released (Gold and Hoyle, 1960). Many questions surrounding

flares remain unanswered; from what triggers the flare, to how the energy is released.

The general picture for solar flare X-ray production is that magnetic energy
(B?/87) is released and goes at least partly into accelerating electrons. These fast
electrons then produce high energy (hard) X-rays via non-thermal bremsstrahlung
radiation. The hard X-ray photon spectrum emitted in this scenario is a power-law
in energy I(e) = ac~" when the source electron beam energy distribution also has a

power-law distribution in energy F(E) = AE~(-1) (Brown, 1971).

Low energy (soft) X-rays are the result of thermal bremsstrahlung radiation.
In a thermal source, the energy of the plasma is determined by the characteristic
plasma temperature. The electrons in a heated plasmg, emit bremsstrahlung radiation
through collisions with protons. The soft X-ray photon spectrum emitted typically

has the form of an exponential in energy I(e) = e~le~¢/*T.

The initial work on small X-ray flares showed that the intensity curves of weak
flares consist of many short, similar spikes (van Beek et al., 1974). The concept Ele-
mentary Flare Bursts was introduced, where nonthermal solar flares are a superposition
of many smaller elementary bursts. If small flares, called microflares, are the elemen-
tary component of solar flares, then studying microflares is important since they are

a fundamental element of the process.

The word “microflares” was coined by Lin et al. (1984). During a balloon flight
in 1980 they observed approximately 25 hard X-ray bursts in 141 minutes of solar
observations. These flares had durations as small as a few seconds. The temporal

structure of the larger bursts was consistent with them being a superposition of
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smaller elementary bursts.

The advantages of investigating microflares as opposed to larger flares are that
smaller flares may have simpler boundary conditions, are probably more compact and
less likely to have varying properties across the flaring region, and are more likely to
release their energy via one mechanism (Simnett and Dennis, 1985). Interpreting

measurements of small flares should be simpler.

It has been suggested that dissipation of magnetic energy could heat the solar
corona (Gold, 1964; Parker, 1972; Tucker, 1973; Levine, 1974). The solar corona at
105 K degrees is much hotter than the 6000 K photosphere. Energy is transported
efficiently from the solar surface into the atmosphere, where it is deposited. It is not
known how this takes place. Microflares could provide the energy necessary to heat
the corona (Parker, 1981a, 1981b; Lin et al., 1984; Parker, 1988; Hudson, 1991).

Using BATSE to Observe Solar Flares

The Burst and Transient Source Experiment (BATSE) on board the Compton
Gamma Ray Observatory (GRO) can be used to observe small solar flares in X-rays.
BATSE was designed to study cosmic y-ray bursts. The instrument has a full-sky
view and a large area. The design of BATSE as a sensitive detector of y-ray bursts

also makes it a sensitive detector for solar flares.

The BATSE data have two features that are advantageous for microflare observa-
tions; a long timebase (more than 3 years at the time of this writing) and directional
information necessary to identify the origin of events. The independent identification
of events means that BATSE data can be used without relying on data from other

spacecraft or from the ground.

This study seeks to determine the characteristics of solar flare and microflare
occurrence rates, occurrence times, and sizes. Listed below are the investigations

reported in this thesis.

¢ The size distribution of flares is used to determine the role of small flares in
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4
coronal heating. A comprehensive BATSE flare list has been constructed. In ad-
dition, selections are made to optimize observing conditions in order to extend the
distribution down to the smallest flare sizes possible.

e The variability in the shape of the flare size distribution has been measured.
We measure the size distribution of flares as a function of time, solar activity levels,
and phase of a 51-day period.

o The data have been examined for periods in the flare occurrence rate as a
function of flare size. Do small flares and large flares always occur at the same
relative rates?

o Wavelet analysis is performed on the flare occurrence rate to determine the time
scales on which solar activity occurs.

o This study tests predictions of the avalanche model of solar flares (Lu and
Hamilton, 1991; Lu et al., 1993) that states that the time between successive flares is
independent of the size of either flare. Another prediction of the model is that the
flare size distribution has a constant power-law slope. We also test predictions of the

stochastic model of Rosner and Vaiana (1978).
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CHAPTER II

THE SUN

To completely understand solar flares one must understand the environment in
which they occur. Magnetic fields, which play such an important role in solar flares,
are present in both the solar interior and atmosphere. How these regions are connected
and influence flare activity must be understood. The development of solar flares and
magnetic fields in the solar atmosphere may depend on where and how the magnetic
fields are developed beneath the surface.

The Interior

The interior of the Sun is hidden from our view, however, researchers have been
able to deduce much about the interior from a paucity of data. The Sun’s size, mass,

surface temperature, and elemental composition are all determined relatively easily.

Recently, neutrinos and solar oscillations have been used to probe the solar in-
terior. These measurements are sufficient to confirm that the interior of the Suu is
composed of three distinct regions: the core, the radiation zone, and the convection
zone (Fig. 2.1). Most important for solar flares, the magnetic fields are generated in

the solar interior.

The primary energy source of the Sun is fusion of H into He (4'H — *He) within
the core. The mass lost in the conversion from four H nuclei to one He nucleus releases
4 x 10-5 ergs or 25 MeV of energy. At the Sun’s present luminosity, the hydrogen is
expected to last for 10 billion years. The core of the Sun has a radius of < 0.3 solar
radii (Rg) containing ~ 60% of the mass of the Sun.

5
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6
The radiation zone lies above the core and has a thickness of about 0.45Rg.
The properties of the region are such that radiation is the main energy transport
mechanism. The temperature, density, and pressure all decrease with radius. The
mean free path of photons in the radiation zone is only a few centimeters, so the
photons created in the core are scattered on the order of 10?* times on their journey
through the radiation zone. On average, photons lose energy in the scattering process,

starting out as y-rays and leaving the Sun at visible light energies.

CORONA
CHROMOSPHERE

PHOTOSPHERE
CONVECTION >
ZONE % o,
/ RADIATIVE K

ZONE
Qgs
%

T=1.5%107¢
p*1.6x10%)

'/ ',
CORE

N__-8x10°
> Radiative Diffusion

Radiation £, Convection Moo
N 6600/ Jo
Waves : // T

nergy Ganerated

8x10°3
Solar Wind
0=

P

Fig. 2.1. The overall structure of the Sun, indicating the sizes of the
various regions and their temperatures (in degrees K) and densities (in

kg m~-3). The thicknesses of the photosphere and chromosphere are not
to scale (Priest, 1982).

Above about 0.75R), convection becomes the dominant energy transport mecha-
nism. The opacity of the region increases because atoms are not fully ionized. The
temperature gradient becomes steep and the rising parcels of gas, which cool due to
expansion as they rise, remain hotter than the surrounding gas and continue to rise.
At the top of the convection zone the gas gives up some of the energy acquired at the

bottom of the convection zone and then sinks back down. Energy is thus convected
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through this region to the solar surface.

It is within or just below the convection zone that the magnetic field of the Sun
is believed to be generated. In what is known as a dynamo, magnetic fields are
maintained by currents induced by plasma motion. The motions in the convection
zone act to intensify the magnetic field by stretching and twisting it.

The Atmosphere

The solar atmosphere consists of the photosphere, the chromosphere, the transition
region, and the corona. The properties of each of these regions are different, but the
boundaries between the regions are neither clearly resolved nor static. The regions
are commonly identified in terms of densities anci temperatures.

The top of the convection zone occurs where the opacity of the gas drops to an
optical depth of one at a wavelength of 50004. 75000 = 1 is the surface of the Sun
that is seen with the naked eye. This is the lower edge of the photosphere, where
the temperature is about 6500 K. Above this altitude the temperature falls, but then
increases after a minimum of about 4400 K at an altitude of ~ 500 km above 75000 = 1.
The temperature profile for the solar atmosphere is illustrated in Figure 2.2. The

average density drops monotonically through all layers of the atmosphere.

PHOTO- C R LOW CORONA

SPHERE TION
REGION

1210% 13x20% 2x10%

LGT 8§ h 8600 28000 73000 |

X 1 ) 1 1 I 1

HEIGHT (km)

Fig. 2.2. An illustrative model for the variation of the temperature
with height in the solar atmosphere (Athay, 1976).

The chromosphere is bounded on the bottom by the temperature minimum and
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8
on the top by the transition region. The thickness of the chromosphere is only on the

order of 1000 km. The temperature increases slowly with height.

About 2000 km above the bottom of the photosphere lies the transition region.
The transition region is identified by an extremely rapid rise in temperature from
chromospheric values to coronal values of a few million degrees. There is a propor-
tional drop in density in the transition region. The thickness of the transition region
is hard to measure directly and is inferred to be a few 100 kilometers because of the

large temperature and density differences between the chromosphere and the corona.

The solar corona begins at the top of the transition region and continues out
into interplanetary space, where its extension is the solar wind. From a few million
degrees the temperature drops off slowly out into interplanetary space because of
dynamic expansion. It is not clear how the heating takes place to keep the corona
so hot. The high temperature of the corona results in a very high thermal and
electrical conductivity, keeping the corona at a fairly uniform temperature. The gas
even in the low corona is tenuous, with a number density of ~ 10° cm-3 (the gas
density at the earth’s surface is ~ 10'° cm=3). The corona has three major kinds of
structures which are distributed across the surface: active regions, at low to middle
latitudes, which are characterized by strong, closed magnetic fields; quiet regions, at
low to middle latitudes, which are characterized by weak, closed magnetic fields; and
coronal holes, typically at the poles, which are characterized by weak, open magnetic
fields (Withbroe and Noyes, 1977). Active regions are where almost all flares occur.
Coronal holes are observed to be a source of high speed solar wind (Krieger et al.,

1973; Neupert and Pizzo, 1974; Nolte et al., 1976).

Magnetic Fields

Average field strengths on the Sun are ~ 2 G. In sunspots however, magnetic
fields of ~ 2500-5000 G are measured. In active regions the gas pressure is much less

than the magnetic pressure. The ratio of the plasma gas thermal pressure to the
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magnetic pressure is known as the plasma 3. Below the photosphere the gas pressure
dominates, 8 > 1, and the frozen—in—flux condition forces the magnetic fields to move
with the plasma. When g < 1, as in the corona, the magnetic pressure dominates and
the magnetic field lines can diverge to fill the whole corona, as shown in Figure 2.3.
In the photosphere, magnetic field lines are organized into flux tubes in which the
magnetic field strength is very high. The regions outside of flux tubes are usually
considered to be field—free. The magnetic pressure begins to dominate the gas 'pressure
in the chromosphere. At =~ 1500 km above 75000 = 1 the flux tubes fan out, losing their

individual identity, forming a canopy of magnetic field at the top of the chromosphere.

30.000_km
I
fog T a(6
4
2
59 S 5.9
8 .8
15004m
-
Al

—5.77 56— T — ~ e — -  ; A>56— T

\ { \‘{Ivlslbhlimb, \\ f

Supergranular convective flow

Fig. 2.3. The structure of a magnetohydrostatic network model. Tem-
perature contours between log T = 6.1 and log T = 5.4 are marked

(Gabriel, 1976).
The behavior of the fields at all heights of the atmosphere and beneath the pho-
tosphere play a role in solar flares. Magnetic fields in the solar atmosphere certainly
play a dominant role in flares. The magnetic topology influences the triggering and

development of flares. The motions in the photosphere in particular act to stress and

shear the fields, changing the shape of magnetic flux tubes thereby storing energy.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



CHAPTER III

SOLAR FLARES

General Flare Picture

Photospheric motions and magnetic fields are implicated as the energy source for
solar flares because only they can produce the 10%2 ergs needed for a very large flare
(Gold and Hoyle, 1960). Other potential sources of energy, such as the thermal
energy in the pre-flare plasma and gravitational potential energy do not provide
enough energy. Nuclear burning cannot occur because pre-flare temperatures and
densities are not great enough. In addition, a more direct argument can be made
implicating magnetic fields in the flare process. That is, flares occur in active regioﬁs
(AR), areas of high magnetic field. Furthermore, ARs with complex field structures
are more likely to produce large flares. There is an 11 year period in the number of
ARs and solar flares.

Even though magnetic fields are the probable means of energy storage, it is not
known how, or where, the energy is released. What is known, is tha_t the energy re-
lease can be rapid and energetic. Electrons and protons are simultaneously, or nearly
so, accelerated to MeV energies (Forrest and Chupp, 1983). Photons are emitted
from radio to y-ray wavelengths and solar plasma is heated to > 107 K. Some possible
mechanisms for accelerating the particles are DC E-field acceleration, stochastic ac-
celeration by plasma waves, or shock wave acceleration. The two most popular models

for the origin of X-ray photons are thermal and non-thermal bremsstrahlung.

10
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Microflares

The basic definition of microflares and motivation for studies of them were out-
lined in Chapter I. In Figures 3.1a-h, the ‘Elementary Flare Burst’ (EFB) concept
is illustrated using BATSE Large Area Detector (~ 25-50 keV) data. The first four
Figures (3.1a-d) show microflare events with various full width at half maximum
(FWHM) durations. Comparing these four microflares to the structure in the four
flares in Figures 3.1le-h, it is clear that the more complicated events could easily be

constructed by a superposition of such events (van Beek et al., 1974).

De Jager and de Jonge (1978) found that weak flares could be decomposed into
short-lived bursts, whereas strong flares were difficult to decompose. They studied 8
weak flares and found that the individual EFBs within each flare had approximately
equal FWHMs; however, the average EFB FWHM varied from flare to flare (4-
24 seconds). They also found that there was no correlation between the FWHM
of EFBs and their intensity. There was also no systematic variation of the FWHM of

E,FBS with time in a flare.

Further measurements of small flares were conducted in 1980 and 1987 with a
sensitive ballooﬁ—borne, X-ray instrument developed at UC Berkeley (Lin et al., 1984,
1991). The first flight during solar maximum detected ~ 25 hard X-ray events with
fluxes > 7 x 1073 cm~? s~ keV-! at 20 keV (141 minutes of data). They coined the
term microflares to describe the small events observed. The energy spectra of the larger
bursts were fit with power-law shapes, AE-7, with o ~ 4 to 6. The total energy in
these events, assuming a non-thermal, thick target model, was on the order of 10%¢-
1028 ergs. The small structures that comprise the larger events had shorter FWHM

(1-2 sec) than those measured by de Jager and de Jonge (1978).

Plotted in Figure 3.2 is the integral size distribution of event peak rates for the Lin
et al. events. The slope of the distribution is reported to be ~ —1. The distribution

of flare sizes measured earlier with OSO-7 is also shown on the plot.
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The OSO-7 distribution, from Datlowe et al. (1974), is for 123 hard X-ray bursts
detected from October 1971 to June 1972. The difference in amplitude in the two
observations is due to variations in the overall flare rate. The second flight of the
UC Berkeley instrument, which occurred during solar minimum, did not detect any
microflares in 16.5 hours of observations, providing further evidence for variability

with the solar cycle.

These observations in X-rays define microflares. However, one of the keys to fully

understanding microflares lies in observing associated emission at other wavelengths.

During the first Lin et al. balloon flight, concurrent observations were made in
Ha' at Sacramento Peak Observatory (Canfield and Metcalf, 1987). With a small
field-of-view, their observing strategy was to point at a region that was flaring and
then repoint to another region as it flared. Thus, any overlap with the Lin et al
experiment was by chance. They saw ~ 6 Ha events associated with the 25 hard
X-ray events. The morphology and duration of the Ha events were reported to be
like usual Ho flares, only smaller. Records of radio observations during the balloon
flight show that only four of the microflares had accompanying radio emission. Three
events showed type III bursts and one of those plus a fourth event had accompanying
emission at 7 GHz (Lin et al., 1984). Type III bursts, which are common, are observed
in radio wavelengths from tens of kHz to hundreds of MHz and are seen as a fast drift
(20 MHz s~! @100 MHz) from high to low frequency. They are produced by streams of
(> 10 keV) electrons moving upward through the corona, exciting plasma oscillations

at the plasma frequency.

Simnett and Dennis (1985) reported on observations of fast, soft X-ray spikes
observed by the Solar Maximum Mission’s Hard X-ray Imaging Spectrometer (3.5-
8.0 keV) and the Hard X-ray Burst Spectrometer (> 28 keV). They found no consistent
correlation of soft X-rays (3.5-8.0 keV) with hard X-rays (> 28 keV), microwaves, Ha,

or type III emissions. Some of the soft X-ray events had no observable emission
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Fig. 3.2. The distribution of the integral rate of occurrence of events vs.
peak 20 keV photon flux for the solar hard X-ray microflares observed
in this balloon flight. Also shown for comparison is the distribution of
solar flare hard X-ray bursts reported by Datlowe, Elcan, and Hudson
(1974) (Lin et al., 1984).
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at any other wavelength. Since many of the events had no accompanying hard X-
ray emission, there is no clear connection between these events and the Lin et al.
microflares. The Lin et al. balloon experiment was more sensitive than HXRBS
because of a larger detector area and better background rejection by use of a Phoswich
detector. In addition, HXRBS had aluminum in front of the detector, as well as a CsI
dead layer in the front of the main detector crystal, reducing the detection efficiency
of photons < 30 keV (Orwig et al., 1980). It may be that the Simnett and Dennis soft
X-ray events were too weak to be detected by HXRBS or that not all flares accelerate
electrons.

Ultraviolet observations of solar active regions have revealed frequent, small, short
transient brightenings (Porter et al., 1984, 1987). These brightenings have FWHM
durations as small as 20 s and have spatial sizes less than 3” x 3". These events
are not associated with any hard X-ray emission, thoﬁgh they may just be too weak
for hard X-ray instruments to detect. Earlier observai;ions have shown a correlation
between UV and hard X-ray flares (Cheng et al., 1984; Poland et al., 1984).

"Radio observations of the Sun made with the Very Large Array measured many
small microbursts at 1.4 GHz (Bastian, 1991). Some tens of microbursts were seen
in 65 minutes of observations. These events had durations from < 10 to 40 seconds
and spatial sizes from 15” to 34”. They all occurred w‘ithin sunspots. Again, there is
no clear connection between these small radio events and X-ray microflares, possibly

because of the small size of the events.
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CHAPTER IV

THE EXPERIMENT

Instrumentation

Compton Gamma Ray Observatory

The Compton Gamma Ray Observatory was placed in orbit in April 1991. The
spacecraft has been operating continuously since then, with some loss of data in 1992
due to failure of the on-board tape recorders. The spacecraft is in a low earth orbit
(350-450 km) with an inclination of 28°. On board are four instruments that observe
in hard X-rays to y-rays (Kniffen, 1989). Two of the instruments are telescopes and
are fixed to point parallel to the spacecraft z-axis. In order for these instruments
to observe different sources, the entire spacecraft must be rotated. The spacecraft
normally points in one direction for one or two weeks at a time.

Burst and Transient Source Experiment

The BATSE Large Area Detector (LAD) data are used in this work (Fishman et
al., 1989). The Burst and Transient Source Experiment consists of eight modules
placed on the corners of the spacecraft (Figure 4.1). As seen in Figure 4.2a, each
module contains a Large Area Detector and a Spectroscopy Detector (SD). The LADs
are arranged so that the faces of the detectors are parallel to the faces of a regular

octahedron (Figure 4.2b). Every point in space is thus viewed by four detectors.

The LADs are Nal(T!) scintillators and are uncollimated, passively shielded in the
rear (Figure 4.2a). The front of each LAD is covered with a plastic scintillator to
reject charged particle events. Each Nal(TI) scintillator has a frontal area of 2025 cm?

16
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" _BATSE (8)

Fig.4.1. A sketch of the COMPTON Gamma Ray Observatory showing
the four instruments. The 8 BATSE modules are located on the cor-
ners of the spacecraft. The spacecraft coordinate system is also shown

(Fishman, 1992).

BATSE
DETECTOR MODULE
(101 8) "

Fig. 4.2a. Drawing of a BATSE detec- Fig. 4.2b. The BATSE detector aspect
tor module consisting of a Large Area is illustrated (Fishman, 1989).

Detector and a Spectroscopy Detector
(Fishman, 1989).
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and a thickness of 1.27 cm. The LAD data are divided into four energy channels: 25-
50, 50—100, 100-300, and 300-1900 keV. Count rate data are recorded continuously with
a time resolution of 1.024 seconds. The Spectroscopy Detectors are not used in this

research.
The orbit of GRO results in a duty cycle for solar viewing of ~ 0.55. This is
because the earth blocks the solar viewing direction during ~ 1 of each orbit and
| because the spacecraft passes daily through the South Atlantic Anamoly during some
orbits. Figure 4.3 shows the BATSE solar viewing duty cycle for the period covered
in this work. The date system used is a truncated julian date (TJD) defined as (julian
date)—2440000.5 (TJD=0 on 24 May 1968 at 0UT). Periodic variations in the viewing
fraction are due to the ~ 45 day precession of the spacecraft orbit. On 17 Mar 92,

there was a failure of the on-board tape recorders, reducing the duty cycle to ~ 0.35

(see Fig. 4.3).

1.0 T T T T T T T T T T T T T rr—r—Tr—r

SOLAR VIEWING DUTY CYCLE

VIEWING FRACTION

llllll]ll]l]]!l!lll

lllllllllllllllllll

8400 8500 8600 8700 8800
TRUNCATED JULIAN DATE

Fig. 4.3. The solar viewing duty cycle is plotted for the truncated
julian dates 8387 through 8777.

Data Processing

Flare Search
Flares and microflares are present in the data as transient count rate increases

(Fig. 3.1). The BATSE LAD data are examined for solar flares on a daily basis at the
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Solar Data Analysis Center (SDAC) at NASA/Goddard Space Flight Center. This
' search is performed by checking visua,lly'the light curves of the solar facing detectors
for count rate increases. In order for the search to be accomplished in a reasonable
amount of time the data are plotted for one spacecraft orbit at a time and visible count
rate increases (peaks) are investigated at a finer time scale (Fig. 4.4). G.enerally, a flare
must appear in only the solar facing detectors (the‘peak rate decreasing with detector
incidence angle) and must have also been measured by the Geostationary Operational
Environmental Satellites (GOES) X-Ray Monitors. The GOES spacecraft monitor
the whole Sun flux in two energy bands 0.5-4A4 and 1-84. Flares found in this way are

compiled on a list made available by the SDAC, hereafter referred to as the SDAC

list.
10 BATSE Orbital Quick-Look Plot DISCLA Rates (4.096 s average)
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04:45:00 05:00:00 05:15:00 05:30:00 05:45:00 06:00:00
Data Start: 91/10/01, 0432:02.705 UT Current: 94/10/11, 1922 EDT
LAD Eff. Area cm? Curve Chan Det Scale Curve Chan Det Scale
1 1681 83%; A 0 LAD1 X10* E 0 Sum Sunward LADs -4000
3 1377 (68%, B 0 LAD3 X10° F 1 Sum Sunward LADs X10"!
0 743 $a7%) C 0 LADO X10° G Sum Sunward CPDs X107
2 438 (22%) D 0 LAD2 X10' H 0 Sum Anti-Sunward LADs X10°

Fig. 4.4. A sample BATSE light curve available from the Solar Data
Analysis Center. The data from one spacecraft orbit are shown. The 8
scaled light curves are, from top to bottom, the first energy channel of
the four solar facing detectors, the summed solar facing detectors first
two energy channels, the summed solar facing charged particle detec-
tors, and the summed non-solar facing detectors first energy channel.
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.This thesis is able to improve on the work of the SDAC search by use of an auto-
mated search algorithm that takes advantage of the BATSE source location ability.
The automated algorithm allows us to analyze many peaks quickly, so we are able to
search for flares that are much smaller than those found by the visual search. The
number of peaks increases rapidly with decreasing event size, due to an increase in
the number of actual solar flares and to an increase in the number of non-solar events.
The automated search also has the advantage of avoiding squectivity.

The algorithm consists of two parts. The first is the detection of count rate in-
creases by calculating the second derivative in time of the count rate (Mariscotti,
1967). The second is to determine if the count rates in the solar facing detectors are
consistent with a source in the solar direction.

The method to identify rate increases is based on taking a simple second time
derivative which locates the maxima and minima of a funcéion. This method is used
because it is independent of background. Since the BATSE data are discrete the
second difference is used.

. Over short enough intervals "ohe background count rate is changing linearly with
time. The second derivative in this case is independent of background. If N(t) repre-
sents the total count rate, G(¢) is the rate due to a solar flare, and B + Ct describes a

linearly changing background rate

then N(t) = G(t) + B + Ct, (4.1)
0’°N  8*G
and 5 = o where (4.2)

the second difference S; is given by

8N
—atT =5 = N,'+1 - 2N; + N,'_.l, and (4.3)

N; is the detector counts in time interval ;. The time interval for each data point i is

the same, so the detector rates are assumed to be counts. The standard deviation of
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the second difference is given by

F; = \/Ni+l +4N; + N;-1. (4.4)

To improve the sensitivity of the search, the signal to noise ratio S;/F; can be
enhanced through some simple smoothing techniques. The first is to smooth the data

by averaging over the M nearest measurements before and after time interval i.

S = . Z S;. (4.5)

We will later vary M.
Additional gain is made by subsequently averaging the values $; over Z of its

nearest neighbors,
i+M 1+M

Si= > > S (4.6)

Jj=i—-M h=l-M

zZ
The significance of count rate increases is measured by the value of W,

W =

o[ R

(4.7)

Signal to noise improvements in W are greatest when Z = 4, with little improvement
for higher Z values (Mariscotti, 1967). Plotted in Figure 4.5 is a comparison of a raw
BATSE light curve, the unsmoothed S;/F;, and the smoothed S!/F} for M = 8 and
7 = 4.

The value of W is determined for each data point in the two most solar facing
BATSE detectors. Any data point that has W > 3 in a single detector or W > 2.5 in
both detectors is considered to be significant if it is also a local maximum. We refer
to these as “triggers.”

The search for triggers in the data is conducted with a fixed value of Z = 4 but
varying M over the values 4,8, 16,and 32. The choice of M determines the characteristic
peak width or event duration of the search, e.g. large M values represent long, slowly

varying events.
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Fig. 4.5. A sample of the raw BATSE data, its second difference, and
second difference of smoothed data are shown. The top light curve is
the BATSE count rate for the first energy channel of the most solar—
facing detector. The middle curve is the second difference of the count
rate divided by the standard deviation of the second difference. The
bottom curve'is W (Eq. 4.7), for M =8 and Z = 4.

In practice, the smoothed second difference and its standard deviation are calcu-
lated by a set of coefficients C;; used to multiply the count rate in each time bin i
(Fig. 4.6). The coefficients used to calculate the unsmoothed second difference are
easily seen to be 1, ~2, and 1 (from Eq 4.3). Each element of the coefficient array C‘,}
is multiplied by the appropriate count rate data point j and then summed to calculate

the second difference at point i.

S{=Y"Ci;(M,Z)Nj, and (4.8)
j .
=[S, 2)N;) ", where (4.9)
i
k=i+M
Ciij(M,2) = Z Cri(M,Z - 1), and (4.10)
k=i-M
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0if |i~j]>2
Cij(M,Z2=0)=14 1if Iz:f—j|=1, and (4.11)
—21i=j

Cij = 0 whenever [i —j| > (M +1)Z. (4.12)
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Fig. 4.6. The second difference coefficients C;; are shown for the cases
where Z =0, 1, 2, 3, and 4. The Z = 0 case is described by Eq. 4.3.
The coefficients for Z > 0 are higher order smoothing cases. The Z = 4
case is used for this work.

Source Location

After the triggers are identified, it is necessary to test the data to determine if
the events are of solar origin. This is where the BATSE instrument has its biggest
advantage over other non-imaging instruments. Four detectors view the Sun, each
with a different projected area toward the Sun. The event rate in each detector is
proportional to the detector area normal to the Sun. A measure of this proportionality
(R) is used to identify solar flares (where R = 1 for solar flares after correcting for

angular response).

- counts in detector j
~ counts in most solar facing detector’

Rjy (4.13)

In testing the data, we found that the source counts in each detector are not

proportional to the projected detector area to the source. There are several possible
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reasons for this discrepancy; the most likely one for solar flare aﬁalysis is that the
individuai detectors have different hardware thresholds in the first energy channel.

The process of identifying triggers involves several steps, the end result of which
is to identify each trigger with a single number (R) that indicates whether 61‘ not
the event is solar in origin. The first step is to determine a correction factor (X) for
each detector that accounts for the discrepancy between the source counts and the
projected area of each detector.

Detector correction. Solar flares that have been cataloged on the SDAC list are

used to determine the correction factor (Kj;) for each detector j. K; is used to scale the

measured count rates. The value of K; is defined such that R}, =1 and is determined

as follows -

counts in detector j x K;

/
h=Rj x K; = - - .
Rjy = Ry x K = o5 0 most solar facing detector

)

(4.14)

We assume that the count rate differences between detectors that do occur are
consistent throughout each GRO viewing period, but that they change when the
spacecraft is repointed. Because of this correction factors are calculated for each
orientation of the spacecraft. To determine the correction factors for each viewing
period, the average R}; over many flares is set equal to one.

Not all flares are necessarily used to determine K;. If there are differences in flares
as a function of size then these differences are minimized by using only small flares
to compute the correction factors. In addition, for viewing periods with many known
flares, only a subset of them were used to determine the correction factors.

Possible reasons for why the correction factors K; are necessary include differences
in the individual detectors, atmospheric scattering effects, and incorrect detector
angular response. The hardware thresholds of the individual detectors are different
at the low energy edge of the first energy channel. This causes the detectors with lower
thresholds to record greater numbers of photons from a given source than a detector

with higher thresholds. For solar flares, the effect is greatly magnified because flare
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photon spectra are very steep with the flux per unit energy bin increasing rapidly
with decreasing energy. Effects due to atmospheric scattering should be greatest in
the energy range covered by channel 1 of the LADs, however the scattering should be
insignificant for small flares, especially with the steep power law photon spectrum of
solar flares. There are few, if any high energy photons to bé scattered down to lower
energies. Another consideration is that there could be an azimuthal angular response
dependence in the detectors (Pendleton et al., 1989). Regardless of the reason, it is

important to cross-calibrate the detectors for each spacecraft orientation.

Trigger identification. Once the correction factors have been determined for the

solar-facing detectors they can then be applied to all of the triggers to search for
unidentified solar flares. For each trigger the following steps are taken to identify the

trigger origin.

Data centered on the trigger time are used to fit the background to a polynomial.
We have chosen 10 minutes as an appropriate background sample. We must ensure
that there are sufficient background counts before and after the event for an adequate
fit. However, the data interval must be kept short so that there will be only one
event in the interval. If there are gaps in the data, the interval is shortened to avoid
the missing data. The algorithm fits the ten minute data interval iteratively. After
each iteration, all data > 3¢ above the fit are removed. This is repeated 10 times or
until there are no more problem data points. We require that the background rate
be > 800 s~! and < 2200 s~!, the normal range of BATSE LAD channel 1 background
rates. This ensures that the automated fit routine works properly. The data from all

4 solar facing detectors are fit.

The fit procedure was tested on known flares from the SDAC list. The fit algorithm
works well for flares less than a few minutes in duration, however larger events must

be fit manually.

From the residual, the total counts within M data points of the trigger are used
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to determine the event origin. The total counts in the £M window are corrected for
angular response, assuming a solar origin. The detector correction (X;) is then applied
to the total counts in each detector. A weighted average count ratio R calculated for

each trigger is used to identify flares. R is defined as

R=—/——2+. (4.15)

Plotted in Figure 4.7 is the mean ratio of counts R for each trigger detected by the
algorithm. The peak in the distribution centered on R =1 is due to solar flares.

To compile the solar flare list used in this thesis we made selections on the data
requiring 0.71 < R < 1.41. Also, since the algorithm may trigger several times on indi-
vidual flares if they are sufficiently long or have multiple peaks, we consider triggers
that are separated by less than two minutes to be part of the same flare. The algo-
rithm with these criteria correctly identifies 95% of the flares on the SDAC solar flare

list.
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Fig. 4.7. The weighted average of the normalized count rates in the
solar—facing detectors. A value of 1.0 identifies events that are consistent
with the solar direction.

The flare identification method is tested by searching for flares when CGRO is

in the earth’s shadow. Using data from a two week period we searched for triggers
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consistent with a source in the solar direction during spacecraft night. We searched a
total of 6338 minutes of night-time data. The data from each trigger were processed
in exactly the same manner as data obtained during spacecraft day. The distribution
of detector count ratios is plotted in Figure 4.8a. The same analysis was performed
on 6338 minutes of data from daylight portions of the orbit for the same two weeks
(Figure 4.8b). There is an obvious peak in the distribution near R = 1. We attribute
the entire excess arouﬁd R =1 to solar flares. The distributions are approximately

equal away from the value 1.0.
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g 1 9%t
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10F . 10f
0:.. ot ooy ..|.,.....L..,1F.thﬂ.hﬂ 0 A
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MEAN DETECTOR COUNT RATIO (R) MEAN DETECTOR COUNT RATIO (F)
Fig. 4.8a. The weighted average of Fig. 4.8b. The weighted average of

the normalized count rates in the solar-
facing detectors. A value of 1.0 indi-
cates events that are consistent with
the solar direction. The triggers were
detected when the spacecraft was in the
earth’s shadow.

the normalized count rates in the solar—
facing detectors. A value of 1.0 indi-
cates events that are consistent with
the solar direction. The triggers were
detected on the day side of the earth.
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CHAPTER V
ANALYSIS AND RESULTS
This section is divided into three categories: flare frequency distributions, time

series analyses, and avalanche theory testing.

Flare Frequency Distributions

We examine the size distribution of flares in a variety of ways. First, the size
distribution of flares is found for the whole BATSE data set. Next, the sensitivity
limit of the detectors is determined. The size distribution is then extended down closer
to the limit of the detectors. The power-law index of the size distribution of flares is
then tested for variability in several ways. Finally, size distributions are constructed
as functions of the phase of a presumed 51-day period in solar flare occurrence (Bai,

1994), of flaring rate, and of time.

Differential Distribution of Flare Peak Rates

All data. The differential distribution of peak flare rates has been plotted in Fig-
ure 5.1 for all of the flares measured with BATSE between TJD 8387 (11 May 91) and
8777 (04 Jun 92). The data are well fit with a power-law in peak count rate. The
power—law spectral index is found to be ;1.68i 0.02. This power-law result, within
uncertainties, is the same as that reported by earlier researchers (Datlowe et al. 1974;
Lin et ol. . 1984; Dennis 1985; Schwartz et al. 1992; Crosby et al. 1993). However,
the result here extends the distribution down to peak rates that are about an order
of magnitude smaller than earlier, long term experiments. The threshold peak rate

occurs at about 150 s~!. The location of the turnover as shown in Figure 5.1 is due

28

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



29
to the combined effect of the background rate and the effective area of the detector.
If understood, the turnover can then be extended to smaller peak rates. There is
a deviation from the power-law behavior in the form of excess counts in two data
points just before the distribution turns over. However, we believe that this is not a
result of a real increase in the number of flares. We discuss the possible reasons for

this deviation in the next chapter.
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Fig. 5.1. The differential frequency distribution of BATSE flare peak

rates assembled from 13 months of observations. The peak rates are
normalized to a detector with normal incidence.

Search sensitivity. There are several factors affecting the ability of BATSE to

detect small flares. These include a variable background rate (N;) and a range of
detector orientations. The background count rate for the first energy channel varies
by as much as 50% from the mean rate. The largest component of background appears
to be the diffuse component of the cosmic X-ray flux. We believe this because the

background varies with the fraction of the field-of-view (FOV) of each detector that

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



30

is filled by the earth, i.e., relatively dark in X-rays. The fraction of the FOV that
sees the sky varies throughout the spacecraft orbit. Also, the detector area normal
to the solar direction changes frequently because of the Sun’s motion across the sky
and because of different spacecraft pointings. By selecting data when N, is low and
the angle between the most solar facing detector and the Sun (u = cosf) is small, the
turnover of the distribution is reduced to smaller peak rates, thereby increasing the
search sensitivity.

We determine the peak rate limit of our search by looking at how the turnover in
the peak flare rate distribution depends on the background rate and detector angle,
respectively (Figs. 5.2a and 5.2b). The flares are binned into intervals defined by the
background rate. For each background interval, the differential distribution of the
flare peak rate is calculated and the turnover in the differential distribution is taken

as the size bin with the highest flare frequency.

)
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Fig. 5.2a. The turnover in the differen- Fig. 5.2b. The turnover in the differen-

tial distribution of flare peak rates as a tial distribution of flare peak rates as

function of flare background rate (N,). a function of cos 8, where 6 is the an-

The solid line is a best fit to the data. gle from the Sun to detector normal.

The arrows indicate the lowest limit ob- The solid line is a best fit to the data.

servable with BATSE. The arrow indicates the lower limit for
a detector with normal incidence to the
Sun.
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Figure 5.2a shows the location of the turnover for each background selected in-
terval. The same analysis is done with solar viewing angle integrated over all back-
ground levels (Fig. 5.2b). The smallest achievable BATSE background rates are about
N; = 800 s~*. This corresponds to a turnover rate of ~ 90 s=! (Fig. 5.2a). The best
possible case for solar vie&ing angle is when p = 1. This corresponds to a turnover

rate of again ~ 90 s~! representing the smallest flares that can be observed (Fig. 5.2b).
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Fig. 5.3. Flares detected with search algorithm as a function of the
flare background rate. The contours indicate the density of flares. The
dashed-line indicates the peak rate equivalent to a 3+/N, detection,
illustrating the sensitivity of the search algorithm.

Another way to see how the search routine sensitivity is limited by the detec-
tor background rate is to plot the peak flare rate as a function of /N, for all flares
(Fig. 5.3). There is a trend towards lower peak flare rates as the background rate
decreases. For a given background rate, the occurrence of flares increases with de-
creasing peak rate and then drops to zero relatively quickly. The dashed-line (has

the equation (peak rate = 3/N;)) is intended as a guide showing the threshold, or
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turnover, of the distribution and is not a fit. This clearly shows the background lim-
ited sensitivity of the search. The points plotted in Fig. 5.2a are equivalent to the
location of the maximum flare density for vertical slices of Fig. 5.3.

Best data selection. An ideal selection of only events with N, =800 s~! and p=1

would yield very few events, because of limited observing time under those conditions.
Instead, the criteria on N and g are relaxed to N, < 1250 5~ and p > 0.9 to provide
enough flares to construct a distribution. Plotted in Figure 5.4 is the differential
distribution of flare peak rates when the selected flares have the relaxed criteria. The
result is that the turnover in the distribution is reduced to ~ 110 s=1. The data still
adhere to a power law down to this value with a best fit index of —1.60% 0.18. Poorer
statistics result in larger error bars for these selections. Over 6000 flares are plotted in
Figure 5.1 while only 120 flares are plotted in Figure 5.4. The two power-law indices
in Figures 5.1 and 5.4 are consistent with one another. More data will reduce the

error bars in both cases, but will not extend the distribution to smaller peak rates.
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Fig. 5.4. The differential frequency distribution of BATSE flare peak
rates for the case of optimal observing conditions (N, < 1250 s~! and
p > 0.90). The peak rates are normalized to a detector with normal
incidence.
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The peak photon flux for a given flare is estimated by folding the event count
rate through the detector response assuming normal incidence. The flux is calculated
assuming that the photon flux of a typical flare is a power-law in energy with a
spectral index of v = —5. This spectral index is a typical value for small flares (Lin et
al., 1984-). The peak flux for a 100 s=! event is estimated to be ~ 0.06 cm=2 s~! keV-!
at 20 keV. We choose this energy because it conforms to earlier analyses (Datlowe et
al., 1974; Lin et al., 1984; Dennis, 1985; Crosby et al, 1993). The peak power in the
accelerated electrons producing the bremsstrahlung is calculated to be 8x 10?5 ergs s~,

assuming a thick target and a power-law electron energy spectrum.

Variations in Differential Distribution

The sensitivity of BATSE enables us to observe a large number of flares, so that the
data can be subdivided in a variety of ways with good statistics. These smaller data
sets can represent progressions in time, periods of varying activity level, or any other
phenomena that one might expect to affect the distribution of solar flares. We must
be careful, though, of effects caused by variations in the background rate, the solar
viewing angle, and the solar duty cycle. The first part of this section describes the
method used to obtain a data set free of observational bias. The later sections show
what was done to search for variations in the differential size distribution power-law

index.

Data selection. When we are concerned about the number of flares detected as a
function of time the duty cycle must be accounted for (Fig4.3). This is done through
a simple normalization by the fraction of time the Sun was observed.

The variable background rate (N;) and solar viewing angle (0) also affect the num-
ber of flares observed as a function of time. The goal here is to determine the smallest
flares that are observable iﬁdependent of Ny and p. From Figs. 5.2a and 5.3 we see

that flares with peak rates 2 165 s=! are large enough to be detected with 100% ef-
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ficiency even when the background rate is greatest. The solar viewing angle sets a
more severe limit on the flares we are able to detect with 100% efficiency. For the
data in this work, 0.648 < p < 0.994. The ability of BATSE to observe a flare of a
given flux goes down with decreasing p, so the limit in this work is set by u = 0.648.
From the linear fit to the data in Fig. 5.2b it is seen that this corresponds to flares
with peak rates of 200 s—!. Thus, when we must be careful to use a flare data set not

affected by changes in sensitivity only flares with peak rates > 200 s~! are selected.

The rest of this section is concerned with trying to organize the data in ways
that one might reasonably expect to find variations in the power-law index of the
differential size distribution. We begin with the best case we can make for variations

in the power-law index.

Phase of 51 day period. The daily flare rate data for flares more intense than

200 s~ were epoch—folded with a 51 day period (Figure 5.5). The 51 day period is a
harmonic of the fundamental 25.5 day period proposed by Bai and Sturrock (1991).
The 51-day period is reported to be in effect throughout the interval covered by the
data in this study (Bai, 1994).

The flares were divided into two groups: flares occurring during the maximum of
the 51 day phase and flares occurring during the mi'nimum of the 51 day phase. For
the flares in each of the groups the differential distribution of flare peak rates is shown
in Figure 5.6. The indices of the distributions for flares in the maxirmnum phase are
—1.65+0.03 and —1.74 £ 0.04 fc;r the minimum phase. The difference in the indices is
0.0940.05. This difference, while not conclusive, is the only significant result that was
found for the variation of the power-law index of the differential distribution of peak
rates. The two distributions are normalized to have equal numbers of flares and the
x? statistic is calculated to test the hypothesis that the slopes of the two distributions

are consistent.
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We find that x? = 22 with 23 degrees of freedom. There is a 52% probability that
the two data sets are drawn from the same population. It is possible that small
flares are undercounted during periods when there are many large flares. The small
flares may not be observable due to the high count rates produced by large flares.
This would result in a flattening of the size frequency distribution during periods of
activity with many large flares.

Variations with activity. It may be that the Sun preferentially produces flares of

a certain size on days when it is more or less active. We searched for variations in the
power—law index as a function of flare activity in two additional ways. We measure

the level of flaring activity by the number of flares observed.
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Fig. 5.7. The flare frequency per day corrected for the BATSE duty
cycle. Dark shading indicates periods of low activity.

First, inspired by the previous result which rigidly organized the data into periods
of high and low activity defined by a 51 day period, we instead subjectively chose
periods of high and low activity (Fig. 5.7). The periods of low activity are indicated
by dark shading at the top of Figure 5.7. The differential size distribution of flares

from low activity and high activity periods are plotted {Figs. 5.8a and 5.8b). The

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



37
best fit power—law spectral indices obtained were ~1.71 £ 0.04 for low activity flares
and —1.6840.02 for high activity flares. There is no indication that the spectral index
of the differential size distribution changes with activity levels when organized in this

arbitrary way.
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Fig. 5.8a. The differential distribution Fig. 5.8b. The differential distribution
of flare peak rates for flares occurring of flare peak rates for flares occurring
during periods of low activity. during periods of low activity.

Second, we binned the data into time intervals of 27 and 25.5 days, and multiples
thereof. These intervals correspond to the average solar rotation period and to the
possible fundamental period in solar flare occurrence rate respectively (Bai and Stur-
rock 1991). The data can be divided into fourteen 27 day intervals and fifteen 25.5
day intervals data. For the flares in each interval, the differential distribution of flare
peak rates was plotted. Each distribution was fit with a power-law and the best fit
power—law index was obtained.

The power-law index for each of the intervals is plotted versus the number of flares
in the interval in order to reveal any dependence of the power-law spectral index on
activity level (Figs. 5.9a and 5.9b). The power-law indices as a function of activity

level were examined for trends by use of a linear fit. The best fit slopes in Figs. 5.9a
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and 5.9b are (7.9 +10.0)x107%/27 days and (—1.7+1.2)x107*/25.5 days. The straight
line fits are consistent with no variation in the power-law index of the differential
distribution of flare peak rates with flare activity.

Binning the data into longer intervals mz;y reveal any variation with time not now
apparent because of the limited statistics. The same analysis was carried out for
intervals of size 51 (25.5 x 2), 54 (27 x 2), and 76.5 (25.5 x 3) days. This differs from the
epoch—folding case in that information about time evolution is retained here. In all

cases, there was no evident trend.

B I I B L LA LA BN RS L A T T T T
I DISTRIBUTION OF FLARE PEAK RATES WITH ACTIVITY | I DISTRIBUTION OF FLARE PEAK RATES WITH ACTVITY |
12l 27 DAY INTERVALS il 12l 25,5 DAY INTERVALS ]
u : 1
x | A x | d ]
a8 I 1 8.
Z 14 . Z 141 -
3 T [ 1 2 T
i1 i
14 1 [14
2 E T 2
48 .
-2.0~‘.,|...|...1...|...|f..|.‘.|...- -2.0‘. oot by
0 200 40 600 800 1000 1200 1400 160 0 500 1000 1500

NUMBER OF FLARES PER INTERVAL NUMBER OF FLARES PER INTERVAL

Fig. 5.9a. Slope of the differential dis- Fig. 5.9b. Slope of the differential dis-
tribution of flare peak rates as a func- tribution of flare peak rates as a func-
tion of the flaring rate. Each time in- tion of the flaring rate. Each time in-
terval is 27 days in size. The data are terval is 25.5 days in size. The data are
fit with a straight line. fit with a straight line.

Trend over experiment duration. We also might expect that the power-law index

_ of the flare size distribution varies with time. We searched for evidence of any trends
with time in the power-law index.

Utilizing the data binned into intervals of 27 and 25.5 days in the previous section

we examined how the power-law index varied over the duration of this study. The

power-law indices found for the flares in each interval are plotted against time instead
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of activity level (Figs. 5.10a and 5.10b). The data in each figure are fit with a
straight line. The slopes of the best fit lines are (—2.3+9.3)x10-3/27 days and (-8.8 +
8.9)x103/25.5 days. The data are consistent with a constant power-law index. As
before, binning the data into longer intervals may reveal any variation with time not
now apparent because of the limited statistics. Similar analyses were carried out for
intervals of size 51 (25.5 x 2), 54 (27 x 2), and 76.5 (25.5 x 3) days. In all cases, the
power-law index of the differential distribution of peak flare rates does not show a
consistent trend for changes in time. More data are needed to search for a slowly

varying power—law index.
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Fig. 5.10a. Slope of the differential dis- Fig. 5.10b. Slope of the differential dis-
tribution of flare peak rates as a func- tribution of flare peak rates as a func-
tion of time. Each time interval is 27 tion of time. Each time interval is 25.5
days. The data are fit with a straight days. The data are fit with a straight
line. line.

Time Series Analyses

The possible existence of periodic behavior in solar flare occurrence data leads us
to question whether there is any periodic behavior evident in the BATSE data. A

51 day period is reported to be operating during the time interval of this study (Bai,
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1994). We should see evidence of the 154 day period that was discovered during the
last solar cycle, if it is operating during the current solar cycle (Rieger, et al., 1984).
Also, there is evidence that the flare size frequency distribution power-law index is
variable, so one might expect that flares of certain sizes may occur preferentially at
times (Bai, 1993; Kucera, 1994). The 51 day period was found for large GOES flares
(class >M3.0). We want to determine if this period exists for flares of all sizes. If
flares of certain sizes occur preferentially, we want to determine when they occur and

for how long.

Time series aﬁalysis is performed in two ways. The first part of this section shows
the results obtained from an autocorrelation of the daily flare rates. The second part

shows the results of performing a wavelet analysis on the daily flare rate.

Autocorrelation of the Flare Frequency

Autocorrelations of the daily flare occurrence rate are used to identify periods
present in the data. The small data set being used precludes definitive conclusions
from being made about the existence of periods longer than about 40 days (periods
with at least ten cycles). It is, however, possible to search for differences in the
autocorrelation results as a function of flare size for all periods, including those > 40
days. The flares with peak rates C, > 200 s—! were divided into three groups: small
flares (200 s~ < C, < 351 s71), intermediate size flares (351 s~! < C, < 1035 s~1), and
large flares (1035 s=! < C,). The C, divisions were made so that each group has an
equal number of flares (~ 1200). The flare frequency for each group is plotted in

Figures 5.11a—c.
The autocorrelation function used to search for periodic behavior in the daily flare
occurrence rate data is

A, = &=
o (Ni ;)

(5.1)
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Figure 9¢

Fig. 5.11. (a) Flare frequency per day corrected for duty cycle for
200 s™! < C, < 351 571, (b) 351 57! < Cp < 1035 571, (c) 1035 s~ < Cp.

The autocorrelation was evaluated for periods (r) from 0 to 195 days (1/2 of total

survey). The results of the autocorrelation analysis are plotted in Figures 5.12a—c.
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Fig. 5.12. (a) Autocorrelation of daily flare rates for 200 s=! < C, <
351 s=1. (b) 351 57! < C, < 1085 s~1. (c) 1035 s™! < Cp.

The autocorrelation, as expected, drops off rapidly for very short periods and
then declines slowly beyond periods of about 7-8 days. The rapid initial drop is an
indication that flare activity stays at constant levels for only a few days. The auto-
correlation of small flares is otherwise relatively featureless. However, in comparing

the correlations of the intermediate and large flares to the small flares, we see some
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differences. For large flares, the autocorrelation is significantly greater in the range
of 7 = 45 to 65 days than it is at 40 or 7.5 days. In the case of intermediate size
flares, there is some evidence that a similar bump occurs. The small flares show little
evidence of the feature. This indicates that the 51 day period found for large GOES
flares also exists in the BATSE data (as the 51 day epoch—folded data told us) but
apparently only for large flares. There is no evidence for the period of 154 days found
during the previous solar cycle. There is also no evidence of the fundamental 25.5 day
period (Bai and Sturrock, 1991) and the only harmonic observed is at 51 days. The
broadness of the feature at 51 days and the lack of visible harmonics indicates that it

is at best quasi-periodic.

Wavelet Analysis of the Flare Frequency

We use wavelet analysis in order to determine the time scales (levels) over which
flare activity is occurring in the BATSE daily flare rate. The wavelet analysis differs
from the autocorrelation analysis in that it identifies the frequencies associated with
structures in the data, where the autocorrelation analysis measures the time between
structures.

Fourier analysis can show if a particular frequency is present in the signal, but if the
frequency is short-lived, it cannot show where in the time series the frequency existed.
Wavelet analysis not only breaks a signal into frequency components, but it shows
when in time the frequency components arise (Hunt et al., 1993; Newland, 1993). We
performed a wavelet analysis on the same three data sets as in the autocorrelation
analysis.

In wavelet analysis, the goal is to decompose an input signal f(z) of length T into
an infinite sum of wavelets (W) of different levels (Eq. 5.2).

f(z) = jg:w kgjw ;W (22~ %) , where (5.2)

z = 4 is a non-dimensional variable (0 <x< 1) and j is the wavelet level.
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The Haar wavelet, which forms an orthonormal basis, is used here because of its
simplicity (Eq. 5.3).

-1 0<z< %
Wr={ 1 Li<z<l (5.3)
The Haar wavelet is plotted for levels -1, 0, 1, 2, 3, and 4 (Fig. 5.13).

LEVEL
-1 5 3 X

I_Il_lﬂl_ll—‘lﬁr_ll_lﬂl_ll_ll—ll_lﬂl'—lr_
280

H

Fig. 5.13. Haar wavelets with unit amplitude for levels -1, 0, 1,
2, 3, and 4; for these levels there are 1/2, 1, 2, 4, 8, and 16 wavelets
per unit interval x. The elementary wavelet is highlighted.

The total length of the data determines how many levels are necessary for the
analysis. The number of levels =z is given by T' = 2"~!, where T' is the number of points
in the data set. In this case, the 391 days of data are padded with zeroes to make
512 data points for 10 time scales. The highest lével, or smallest features, that can

" be measured corresponds to twice the interval spacing size of the data, i.e. two days.
The only values of j which contribute to the sum in Eq. 5.2 are —1 < j < n, as higher
levels would sample the data on a scale finer than the resolution of the data. The
first two levels, —1 and 0 correspond to DC and AC normalizations of the data. The
“frequency” being measured doubles with each increasing scale.

Plotted in Figure 5.14 is the result of applying wavelet analysis to the frequency

distribution of all BATSE flares with peak rates > 200 s~!. The plot, known as
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a mean square map (conceptually related to power in a Fourier spectrum), is the
wavelet amplitude squared plotted versus level and time. The lightest shades indicate
where the amplitude, or power, of the wavelet is greatest. Dark areas indicate no
power. Levels 0 and 1 are the DC and AC normalizations and level 9 corresponds to
a frequency of 2 days (note the two lowest levels are now designated 0 and 1).

MEAN SQUARE MAP

LEVEL

TIME (days)

-1.0 0.0 1.0 2.0
LOG10 OF INTENSITY

Fig. 5.14. The mean square map for all BATSE flares with peak
rate > 200 s~1.

It is not immediately clear what can be obtained from the mean square map.
However, if the mean square map is integrated over all times for each of the three data
sets one gets the results seen in Figures 5.15a, b, and ¢, which essentially reproduce
what one would obtain from Fourier analysis of the data.

The time integrated mean square maps show that there is little power in the daily
flare rate at long time scales. The power in the daily flare rate shows an increase at
time scales of 32 days (level 5) and remains high for shorter time scales. This indicates
that flare activity generally lasts for time scales of 32*1% days maximum, independent

of flare size. A single active region would only produce flare activity we can see for
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~ 14 days. Two active regions 180° apart could easily give activity lasting 32 days, but

the active regions could only produce flares for a maximum of 32 days.

L L e ——— 4 T
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Fig. 5.15. (a) The time integrated mean square map for small flares.
(b) Time integrated mean square map for intermediate flares. (c) Time
integrated mean square map for large flares.

Since the signal increases in size at level 5 we plot its power as a function of time
(Figs. 5.16a~c). The epochs (32 days wide) where the power in level 5 is high can
then be associated with structures in the daily flare frequency. The power in level 5
appears to come in impulsive bursts which are sometimes resolvable, corresponding

to active periods of size ~ 1 solar rotation. Examples of these ~ 32 day structures

begin at TJDs 8400, 8550, and 8600.
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Fig. 5.16. The square of the wavelet amplitude at level 5 for small flares
(a). The square of the wavelet amplitude at level 5 for intermediate
sized flares (b). The square of the wavelet amplitude at level 5 for large
flares (c). The corresponding flare frequency data are included in each
figure for reference.
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Time Distribution of Solar Flares

Sympathetic flaring, where flares are triggered by a disturbance caused by a previ-
ously occurring flare Has been reported (Richardson, 1936, 1951; Becker, 1958; Smith
and Harvey, 1971; Simnett, 1974; Gergeley and Erickson, 1975). It is not known what
fraction of flares may be a result of such a disturbance. Sympathetic flaring may be a
result of particles propagating to another site via direct magnetic connections (Sim-
nett, 1974) or because waves, such as Moreton waves, produced at one site propagate
to another site, triggering a flare (Richardson, 1936, 1951; Becker, 1958; Smith and
Harvey, 1971; Gergeley and Erickson, 1975); Skylab observations of interconnected
X-ray loops found no evidence of sympathetic flares (Fritzova-Svestkovd and Chase,
1975; Chase et al., 1976). However, YOHKOE observations show that active regions
interact with each other through magnetic connections as seen in X-rays of ~ 1 keV

(Strong, 1994).

Statistical studies of the time of occurrence of solar flares have been divided ac-
cording to whether flares occur sympathetically (Richardson, 1951; Waldmeier, 1938;
Smith and Smith, 1963; Gergeley and Erickson, 1975).

We consider the sympathetic nature of flare occurrence by testing the null hypoth-
esis that flares observed by BATSE are randomly distributed in time. Furthermore,
we can investigate whether the size of events is affected by the time between events,
or conversely, whether the size of an event affects the ability of an active region to
trigger other flares. We test two flare occurrence models with this analysis (Rosner
and Vaiana, 1978; Lu and Hamilton, 1991). Most previous studies of the sympa-
thetic nature of flares have been of larger, optical flares. This study adds smaller
flares to the analysis which means that we have a more complete flare sample than
earlier studies, thus we will see more of the total energy released and that may help
to clear the picture. However, the 2 minute time lag between events that the auto-

mated search routine requires limits the ability to test sympathetic flaring to only
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sympathetic events triggered by slowly propagating disturbances.

Randomness of flare occurrence. We consider the hypothesis that flares are ran-

domly distributed in time. The frequency of times between consecutive flares is
plotted for all flares between TJDs 8387 (11 May 91) and 8690 (09 Mar 92) with
Cp > 200 s~* (Fig. 5.17). The restriction on peak rates is used to ensure that we have
a complete sample for all flare sizes included. The restriction on TJDs is intended to
avoid data affected by the tape recorder failure. Also, time intervals less than two

minutes are excluded to account for the two minute lag time introduced in the search

algorithm.
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Fig. 5.17. The distribution of times between successive BATSE flares
with peak rates >200 s—?.

If we assume that flaring is a stochastic process and if flaring regions are isolated
from each other and if the duration of flares is small compared to the mean time
between flares, then the flare occurrence can be described as a Poisson probability

distribution (Eq. 5.4).

P(n,t) = (i;%ie-” , where (5.4)

P(n,t) is the probability of observing n flares in time ¢t and A is the mean flare rate. It

can be shown that the distribution of time intervals between events which are Poisson
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distributed is

P(A) = A~ . ' (5.5)

It is clear that the distribution of times between BATSE flares cannot be fit by
a single exponential (Fig. 5.17). However, the distribution of time between flares is
biased because flares are not seen during earth occultations and SAA passages.

In order to understand the data in Fig. 5.17 we performed a Monte Carlo sim-
ulation to test the null hypothesis that flaring is a random process. A timeline for
solar viewing by the BATSE instrument was constructed including the times of SAA
passage and earth occultation. The Monte Carlo simulation proceeds by randomly
| dropping events onto the timeline and then calculating the distribution of times be-
tween events.

The BATSE timeline is constructed for days TJD= 8387 through TJD= 8690, which
does not include the period of the tape recorder failure. There were 3550 flares ob-
served in the interval and the true flare count is 6596 when corrected for the BATSE
duty cycle. However, the true flare rate is not a constant. The flare rate () is highly
variable, ranging from zero to >100 day~!. To reproduce the variability in A, days
with similar number of flares are grouped together and a distribution of average flare
rates ); is calculated. Events are then randomly dropped onto the timeline, but with
the requirement that the distribution of flare rates is preserved. The average flare
rate is calculated over short intervals for times of high activity because they dominate
the exponential e=** for small values of ¢ and because highly productive active regions
show the most rapid variability.

When all of the flares have been randomly distrii)uted onto the BATSE timeline,
we compute the distribution of time between events with the assumption that the
Sun is always visible (i.e. no SAA passage or earth occultations). The resulting

distribution is a sum of exponentials with mean flare rates X; (Eq. 5.2 and Fig. 5.18).
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Fig. 5.18. The distribution of times between successive simulated flares
from the BATSE timeline with the assumption that the Sun is visible
during SAA passage and earth occultation.

If flares that are randomly distributed occur during a time of SAA passage or
earth occultation they would not be detected and thus in our simulation these events
should not be included. The distribution of times between flares, when flares that
occur during SAA passage and earth occultation are excluded is plotted in Fig. 5.19.
The simulated distribution agrees with the real one (compare Figs. 5.17 and 5.19).
The difference in the time between BATSE flares (Fig. 5.17) and the simulated flares
(Fig. 5.19) is plotted in Fig. 5.20.
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Fig. 5.19. The distribution of times between successive simulated flares
from the BATSE timeline with flares occurring during SAA passage
and earth occultation excluded.
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Fig. 5.20. Comparison of the distribution of times between simulated
randomly distributed flares and successive BATSE flares. This is the
result of subtracting Fig. 5.18 from Fig. 5.16.

We compute x? to determine the probability that the null hypothesis is true. We
obtain a value of x? = 97.4 for 119 degrees of freedom. There is a 93% probability that
the two distributions are equivalent. We compared the two datasets over a range that
extends up to only 120 minutes between flares, where the number of events in each
bin is 2 10. In fact, 120 minutes may be a reasonable time over which to compare the
distributions. For sympathetic flaring to occur there must be a physical connection
between the two flares. The physical connection might be a wave created by the first
flare. A slowly traveling wave, traveling at the sound speed, might cross the solar
surface at about 300 km s~! and would take about 2 hrs to cross the Sun.

We test our ability to detect sympathetic flaring by performing the same Monte
Carlo analysis, except now some fraction of the events are assumed to be sympathetic,
occurring within some determined time of a previous flare. The distribution of times
§ between the initial flare and the sympathetic flare is assumed to be an exponential
with a time constant = |

6(t) = Aexp(-t/r) , (5.6)

where A is the fraction of events that occur sympathetically. The primary events are
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again distributed randomly as before, except additionally the appropriate fraction of
these events (A) are distributed according to Eq. 5.6. That is, a random event is
chosen and the sympathetic flare is placed at a time ¢ later by choosing a deviate
from an exponential distribution with time constant . We ran the Monte Carlo
simulation for a range of A and r. Each simulation is tested against the data and the
probability is computed that the simulation and the data derive from different parent

populations. The resulting probabilities are plotted in Fig. 5.21.
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Fig. 5.21. Monte Carlo simulations of sympathetic flaring. The proba-
bility that the simulated sympathetic flare distributions and the BATSE
data are not drawn from the same distribution is plotted. We consider
the distributions to be different when the probability is greater than
90%.

We find that we can cannot exclude sympathetic flaring if fewer than ~ 20-30%
of the flares are occur sympathetically, at least for sympathetic flaring occurring
with characteristic times greater than 2 minutes and less than 40 minutes. For the
simulations where the characteristic time for sympathetic flaring is > 40 minutes, we
find that the simulated sympathetic flaring cases are consistent with the BATSE data

for all cases tested. We believe that when the characteristic time exceeds 40 minutes
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it approaches the average rate of flaring observed with BATSE and thus the BATSE

data and the sympathetic data are both from similar distributions.

Flare size dependence. Also of interest is whether there is a correlation between

the size of flares and the time between them. For example, if there is a finite amount
of free energy available for flaring, and this free energy can only be replenished slowly,
then after a large flare occurs one would not expect another large flare to occur soon
thereafter. We test the hypothesis that there is no correlation between the size of a
flare and the time until the next flare by considering the percentage of events greater

than a given size in each time bin of Fig. 5.17.

We divide the flares into size groups similar to before, considering the percentage
of flares with C, > 351 s~* and with C, > 1035 s~! in each delta time bin. The flares
with C, > 351 s~! constitute 2/3 of all flares, so they should constitute 2/3 of the
flares in each time bin for the null hypothesis to be true. The flares with peak rates
> 1035 s~! constitute 1/3 of all flares, so they should constitute 1/3 of the flares of
each individual time bin. The percentage of flares in each time.interval bin that
are > 351 s~! and that are > 1035 s~! is plotted (Figs. 5.22a and b). Since we know
what the expected number of flares is in each bin, we can calculate the x? statistic
to compare the expected and actual values. For the case of peak rates > 351 s~!, the
probability that the time between two flares depends on the size of the first flare is
< 1%. The probability that the time between two flares depends on the size of the

first flare is < 1% for the case where the first flare is larger than 1035 s~1.

We find little evidence that the occurrence of a flare is likely to trigger another
event. No greater than about 25% of all flares could be a result of sympathetic flaring,
according to our results. Otherwise, we would see evidence for a non-random nature
of flare occurrence. Events must be separated by at least two minutes. The time
of flare occurrence is described by a Poisson probability distribution with no greater

than 25% of the flares being a result of sympathetic flaring. We also find no evidence
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for a correlation between the size of flares and the time between successive flares.
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Fig. 5.22a. The percentage of flares Fig. 5.22b. The percentage of flares

with peak rates > 351 s=! as a function
of time after the occurrence of the flare

until the next flare. We expect 2/3 of

the flares in each bin to be > 351 s~!
and the fit to the data confirms that.

with peak rates > 1035 s=! as a function
of time after the occurrence of the flare
until the next flare. We expect 1/3 of
the flares in each bin to be > 1035 s~!
and the fit to the data confirms that.
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CHAPTER VI

DISCUSSION

In this chapter we consider how the results obtained in the previous chapter fit in to
current physical models of the Sun and solar flares. We begin with the idea that solar
flares could provide the necessary energy to heat the solar corona. Next, we consider
two flare occurrence models: the ‘avalanche’ model of solar flares and a stochastic
model. We then consider the possible mechanisms for triggering sympathetic flares.
We also consider the question of solar periods and conclude with some comments on

the time scales of solar activity.

Coronal Heating

The total energy losses in the corona have been estimated to be ~ 10%® ergs s=*
for coronal holes and quiet regions and ~ 10?° ergs s~! for active regioné (Withbroe
and Noyes, 1977). The energy loss mechanisms are radiation, conduction, and mass
flow. Mapy mechanisms have been proposed as the source of energy to replenish
the losses and maintain the million degree corona, however, it is difficult to find
any mechanism capable of dissipating the required pbwer. Because solar magnetic
fields are ubiquitous and contain large amounts of energy, it has been suggested that
magnetic reconnection events could provide the necessary energy (Gold, 1964; Tucker,
1973; Levine, 1974; Parker, 1983). Since solar flares are a manifestation of magnetic
reconnection, they are a likely candidate for coronal heating.

Observations of flares have thus far shown that there is not enough energy released
in solar flares to account for coronal heating. The total energy in accelerated elec-

55
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trons in the flare frequency distribution obtained in the first UC-Berkeley balloon
experiment (Fig 3.2) was found to be 10%* ergs s=! for a non-thermal, thick target
flare model (Lin et al., 1984). In addition, the second flight of the instrument, dur-
ing solar minimum, detected no flares (Lin et al, 1991). The longest single interval
of continuous solar observations during the second flight was ~ 5.5 hrs. One might
expect that if flares are the source for coronal heating that the corona would cool
during intervals when no flares occur.

We estimate a cooling time 7, for the corona by assuming that the corona gas is
a reservoir of particles with total energy (E:) equal to the thermal content of the
particles in the corona (E:, = f;@ r23kn(r)T(r)dr). The density profile n(r) is derived
from observations and the temperature profile is derived for heat flow in a steady
state atmosphere (V - (kVT) = 0). The thermal energy content of the coronal gas is
estimated to be ~ 2 x 1032 ergs. The system, i.e. the corona, is in a steady-state,
so the heat input as estimated by Withbroe and Noyes must equal the heat output
(Pin = Pout). If the heat input is turned off, then the heat in the corona will be

depleted in a time

_ Euw
. =
Pout

~ 10% s. (6.1)

This cooling time 7, is approximately equivalent to the length of time that Lin et
al. detected no flares. Unless such intervals are extremely rare, flares with peak fluxes
greater than 10~% ph cm~2? s=! keV~! cannot heat the corona, as the corona is never
observed to cool significantly.

This does not rule out the possibility that ﬂares with fluxes smaller than those
observed by Lin et al. could heat the corona. It has been suggested that photospheric
motions shuffling the coronal magnetic fields could cause reconnection to occur when
the angle between a magnetic flux bundle and the mean field direction exceeds 14°
(Parker, 1988). The energy comes from the work that the photospheric motions do

in stressing the magnetic fields. The energy released in a typical reconnection event
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is estimated to be 102* ergs. This is ~ 8 orders of magnitude smaller than the Lin et
al. microflares, so these reconnection events are termed nanoflares by Parker (1988).

It has been shown that if the flare size frequency distribution power-law index
remains constant, even down to the nanoflare size, then there is not enough energy
in solar flares to heat the corona (Hudson, 1991). The BATSE instrument cannot
observe flares smaller than those observed by Lin et al. However, if the flare size
frequency distribution slope steepens for flares smaller than the BATSE threshold,
then flares could provide the necessary energy and we can search for evidence of a
steeper slope in the BATSE frequency distribution.

The size frequency distribution of solar flares has been shown to be a poWer—laW
when plotted in terms of many kinds of measurements (Table 6.1). Thus, following

the work of Hudson (1991), the distribution may be written as

dn
dw,

= AW, * , where (6.2)

W, = total radiated flare energy. The total power (P) in the flare frequency distribu-
tion is calculated by integrating the distribution over sizes from the smallest flares to

the largest flares observed

w"ma: dn A - .
P= Weoin dW,- WrdWr - 2 -« [W"mnt - W"'min] ‘ (6.3)

It is clear that for power-law indices |a| < 2 the power in the distribution depends
on the largest flares. For [a| > 2, the small flares contribute the most power. Hudson
estimates that the currently observed flare frequency distributions provide only about
2 x 10% ergs s~! in radiated flare energy, so large flares do not provide enough energy
for coronal heating. The only way flares can be responsible for coronal heating is if
the small flare frequency distribution obeys a steeper power-law index.

Flare frequency distributions are generally plotted in terms of quantities such as
flare peak count rate (C), as was done in this wofk, or flare peak flux. In order to

determine if the same critical slope dependence, |a| = 2, is relevant to the distributions
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as generally plotted, we consider the relationship between flare energy and flare peak
count rate. It was found that for flares detected with the SMM/HXRBS instrument
the energy in flare accelerated electrons (W,- ), assuming a non-thermal, thick target
model goes as W,- ~ C*% (Crosby et al, 1993). This makes it even less likely that
small flares heat the corona, as they are disproportionally less energetic. Calculating
the power (P.-) in the flare size frequency distribution as a function of flare peak

count rate we find

' Cmas dpn 1 _ -
P,_ = /C.,..»,. %We_dc o m—[Cﬁ,ﬁi Y- CE277) | where (6.4)
a8 o (6.5)

Thus, the distribution of small flares, when plotted against peak rate, must have
|v] > 2.25 to be a significant source of coronal heating.

The flares detected with BATSE in this work extend the flare frequency distribu-
tion to flares sizes as small as ~ 0.06 cm~2 s~! keV~1, for the peak flux at 20 keV. This
is an order of magnitude smaller than previous long-term experiments and overlaps
with the Lin et ol distribution. However, the Lin et al. distribution was plotted
from only 25 events. We find that the flare size frequency 'distribution fits a constant
power—law index of —1.68, inconsistent with coronal heating by solar flares.

There are several assumptions which go into all of these calculations of energy
available for coronal heating and which could change the results given here. There is
an assumption that the energy available for coronal heating scales linearly with and
is approximately equal to the energy that goes into accelerating electrons. We also
assume that the photon energy spectrum of small solar flares is the same as large solar
flares. Lastly, we assume a threshold energy for electron acceleration below which
electrons ére not accelerated. Changes in any of these assumptions could change our
basic result that flares do not heat the corona.

While the total flare distribution, averaged over long times, cannot provide a

significant amount of energy for coronal heating, there is a possibility that the flare
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size distribution is occasionally steep enough to heat the corona for short intervals.
Variations have been found in the power-law index of flare size frequency distributions
for flares from the Sun and from flare stars (Tables 6.1 and 6.2). There is evidence
that the size distribution of flares detected with the SMM/HXRBS instrument show
significant variations in the power-law index (variations of the order 0.1). Bai (1993)
found variations with the phase of a 154 day period and the solar cycle. Crosby et
al. (1993) found variations in the power-law index from year to year in the HXRBS
data and evidence for a variation with the solar cycle. However, none of the reported
variations cause the power-law index to be steep enough to be important for coronal
heating. For stellar sources, there are large variations in the power-law index from
star to star as well as variations in the index with time for individual stars. Due to
their distance, stellar flare observations are limited to only very large flares. It is not
clear how stellar flares are related to solar flares, but the variations in the power-law

indices give reason to test solar flares for similar variations.

The only potentially significant variation in the power-law index obtained for
BATSE observations was with the phase of a 51 day period in the flare occurrence
rate. However, the steepest slope was only v = —1.74 £ 0.04, not nearly steep enough
to account for coronal heating. When the data are plotted on shorter time scales (e.g.
25.5 days), the power-law index does vary more, but it is not statistically significant.
Still, BATSE observations of flares provide no evidence for slopes steep enough to

account for coronal heating.

Deviations From a Power-law Distribution

There are two data points, in the range between 100 s—! and 200 s—!, that deviate
significantly from the power-law fit to the ﬂare size frequency distribution (Fig. 5.1).
These appear as excess counts just before the distribution turns over. These data
seem to show that there is a steepening in the power—law below 200 s—!. However, we

believe that this steepening is not due to a relative increase in the number of flares at
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these peak rates. We first note that the increase, while it is statistically significant,
only equals 20% of the number of events in each interval. We find that all of the data
points show similar deviations from the power~law when the deviation is plotted as a
function of the number of events. Also, the differential distribution plotted for flares
that occur during ideal observing conditions (Fig. 5.4) does not show the steepening
in the range between 100 s~! and 200 s~1.

Possible reasons for the excess counts will be investigated in futuré work. It is
possible that the deviations are real and that these data points, as well as others, are
just a result of the data not really obeying a pure power-law. Another reason may be
that variations in the detection efficiency (duty cycle and solar viewing angle) and the
51-day period in flare occurrence rate conspire to produce the effect (We have shown
that there are small changes in the power-law index with the phase of the 51-day
period.) Therefore, we conclude that a power-law describes (to ~ 20% precision) the

full measurable range of flare sizes.

Avalanche Model of Solar Flares

In an effort to understand the observed flare size frequency distributions, Lu and
Hamilton (1991) and Lu et al. (1993) developed an ‘avalanche’ model of solar flares.
The model makes predictions about solar flare occurrence which can be tested with
data from the BATSE instrument: (1) The power-law indices of the flare frequency
distributions will be found to be independent of flare activity, and the same in different
active regions, and (2) No significant correlation is expected between the energy of a
flare and the time interval until the next flare or between the energy of a flare and
the time since the previous flare. A

The solar flare avalanche model is based on the concept of self-organized critical-
ity (Bak et al, 1987, 1988). Self-organized critical systems are systems with many
temporal and spatial degrees of freedom which naturally evolve to a critical state in

which a minor event starts a chain reaction that can affect any number of elements
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in the system (Bak and Chen, 1991).

The paradigm for avalanche theory is the reaction of a sandpile as individual sand
grains are added to it. As grains are dropped the sandpile grows in height with the
slope of the pile increasing until reaching some steady state value. As more grains of
sand are added, the sandpile slope stays constant through redistributions of the sand.
When a grain of sand that lands on the pile causes the local slope to exceed some
critical value an avalanche occurs. The avalanche continues if the initial movement
causes neighboring sites to exceed their critical slope. The size of an avalanche can
be measured by the number of grains of sand that fall off the pile. Most times only
a few grains of sand fall. Much less often, large avalanches occur but the number of
sand grains in even the largest avalanches is always much less than the total number
of grains in the pile. The distribution of avalanches is described by a power-law in
the avalanche size. The pov;!er—la,w index is robust and is independent of the sandpile
slope. Of particular note is that the average sandpile slope is constant, even after
the largest avalanches, so the system is always in a critical state ready to produce
avalanches of all sizes. In this critical state, the system consists of many minimally
stable regions of all sizes which are separated by enough to prevent the propagation
of noise from one region to the next. Thus, the system has no length or time scales
and this results in the power-law distributions.

The solar flare version of the avalanche model is a 3-dimensional grid of points
where a magnetic field vector (5;) is defined at each point (i) on the grid (Lu and
Hamilton, 1991; Lu et al, 1993). In a manner analogous to dropping sand onto a
sandpile, perturbations of magnetic field (§5;) are distributed at random locations on
the grid. When the gradient of B; (JdB;|) exceeds some critical value (B.), a fraction
of the B; is redistributed among the nearest neighbor sites, i.e. a flare occurs. The

gradient is defined as

d.é.' = E,‘ - ij§i+j ) (66)
J
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and the redistribution of B; is determined by
Bi—B;+b and (6.7a)

Biyj — Biyj +85 , (6.75)

where b; is the field vector transported in the j direction. The instability criterion w;
and the redistribution 4; can be adjusted to simulate different conditions. If the gra-
dient of B at the neighboring sites then exceeds the critical value, the redistribution,
or flare continues. The flare ends when there are no more sites exceeding the critical
gradient. Each flare can be characterized by the number of steps in which at least
one reconnection occurs (duration), the total number of redistributions (energy), and
the maximum number of redistributions occurring at one time (peak rate). The rate
of flaring corresponds to the rate at which magnetic field is deposited. The frequency
distributions in each of these parameters conforms to a power-law. They find a flare
peak flux (P) distribution of N(P) &« P=!8, The power-law index is insensitive to
the size of the 3-dimensional grid and to the magnitude of the instability criteria.
However, variations in the power-law index occur if the instability criteria (w;) has
a preferred direction. Likewise, the power-law index changes if there is a preferred
direction for the redistribution of magnetic field (;).

Lu and Hamilton (1991) suggest that the instability criteria could be equivalent
to the reconnection criterion proposed by Parker (1988). Whatever the instability

criterion is, it must only be a function of the instantaneous field configuration.

Avalanche Model Predictions

Power-law index. One of the predictions of the avalanche model is that the power—
law index of the flare frequency distribution is independent of flare activity, and the
same in different active regions (Lu et al, 1993). We may see evidence of variation
in the power-law index of the BATSE flare frequency in only one case, the 51 day

period in the flare occurrence rate (There is a 50% probability that the variation can
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be explained by random chance). There are no other indications from BATSE flares

that the power-law index changes with activity levels.

However, as discussed earlier, there are results that indicate the solar flare fre-
quency distribution power-law changes (Bai, 1993; Crosby et al., 1993). In addition,
there are a wide range of power-law indices measured for the distributions of flares
from star to star, as measured at optical wavelengths, and the power-law index varies
on some stars (Table 6.2). Certainly, the avalanche model currently requires some
changes if it is to describe stellar flare distributions, and any desirable solar flare
model should be applicable to flares observed on other stars. It may also be neces-
sary to modify the model to account for the suggested variations in the solar flare

frequency distribution.

Ways to account for variations in the power-law index are offered by Lu et al.
(1993). It was shown that the power-law index is sensitive to an instability crite-
rion that is anisotropic with a preferred direction and to a method of redistributing
magnetic field that is anisotropic. It is conceivable that an anisotropic effect exists
for flaring in one active region. However, it is difficult to imagine how such changes

could vary globally, thereby changing the power-law index.

Random occurrence of flares. The other prediction of the avalanche model that can

be addressed is that there should be no appreciable correlation between the energy
of a flare and the time interval until the occurrence of another flare or between the
energy of a flare and the time elapsed since the previous flare (Lu et al, 1993). This
is a direct result of the nature of self-organized criticality in which the systems are
always in a critical (or meta-stable) state, ready to release energy in an event of any
size.

The BATSE data show that there is a < 1% probability that the time between
two consecutive flares depends on the size of the first flare, thus agreeing with the

avalanche model prediction. We would expect to see a correlation if large flares deplete
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significant amounts of the free energy available for flares. The region would need time
to recover to be able to produce more large flares. If there is some dependence on time
between consecutive flares in a single active region, multiple active regions producing
flares may mask that dependence. There is no identification of the BATSE flares
from individual active regions. Usually, except for times of very high activity, there
is only one active region producing flares. Even during periods of high activity, there
is still usually only one active region responsible for a large fraction of all flares. For
example, in early June, 1991 (TJDs 8409 to 8423) the active region NOAA #6659
produced the majority for 7 days. Also, as with all flare observations, the BATSE
data are an inéomplete sample. There is no way of knowing when smaller, undetected
flares occur. However, the total energy in small flares is expected to be insignificant,

as discussed earlier.

Stochastic Flare Model

Observations of solar and stellar flares led Rosner and Vaiana (1978) to develop a
model that explains the power-law behavior found in the flare frequency distribution
from both sources. We call this the stochastic flare model. We note that stellar
flare distributions show a power—law behavior only for flares with large total energies,
whereas for smaller flares the number of flares observed is less than that expected from
an extrapolation of the power-law. The observed frequency distribution for small
flares from stellar sources is consistent with flares being equally uniformly distributed
in size (i.e. a flat distribution).

The stochastic model of Rosner and Vaiana (1978) assumes that the rate is de-
scribed by a Poisson process with mean flare rate ». This follows from other assump-
tions: (1) flaring is a stochastic process which effectively ‘destroys’ the configuration
which leads to the flare (the system is in its ground state after the flare), (2) distinct
flaring regions are physically uncoupled, and (3) the flare duration is much less than

the mean time between successive flares.
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These assumptions are not contradicted by the BATSE data. We have shown that
there is no evidence for sympathetic flaring; i.e., there is no correlation between the
occurrence times of solar flares. There is only a 93% probability that the time of
occurrence of flares is described by a random process. Also, during the most active
days the mean time between flares is ~ 15 minutes. Although we do not measure
flare duration in this experiment, the vast majority of flares have durations of a few
minutes or less, so the assumption that flare duration is much less than the time
between flares seems to be valid.

Given a Poisson distribution of flare times, the goal is to reproduce the observed
power-law dependence of the flare size frequency distributions. Rosner and Vaiana
showed that the power-law behavior can be explained by a process where the energy
to be released in a flare is accumulated at a rate proportional to the total energy of
the flaring region,

E(t) = Eo(e** — 1) , where (6.8)

E(t) is the free energy added to the flaring region, Ey is the ground-state energy, and «
is the rate at which the system is stressed. The resulting flare frequency distribution
can be written as

woc (14 £)’“’ , where (6.9)
Eq
w 1s the flare frequency as a function of flare energy and

v = (_”_1'—‘3‘—) . (6.10)

The observed solar flare frequency distribution is reproduced when E greatly exceeds
the ground-state energy Eo. The constant value for the flare frequency distribution
of stellar flares is reproduced in the limit that E/E; — 0, the total energy of a small
stellar flare is less than the system ground-state energy.

The BATSE data do show a power-law behavior in the flare frequency distribution.

However, the requirement of exponential energy buildup says that the longer the time
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is between flares, the larger the second flare should be. This is not observed. As
described earlier, there is a < 1% probability that the time between flares depends on
flare size.

Also, the relative constancy of the power-law index implies that v (Eq 6.10), is a
constant. Thus, the mean flare rate » and the rate of energy buildup « must conspire
to keep the power—law slope constant, i.e.

v=(y-1a. (6.11)
Eq. 6.11 is true for only one active region, but as described above, there is typically
only one or two flare producing regions active at any time.

Crosby et al. (1993) concluded that « is constant throughout the solar cycle. They
found that the HXRBS flaring rate varied by a factor of ~ 20 over the solar cycle and
the sunspot number typically varies by a factor of 10-20, so they presumed the HXRBS
average flare rate variation to be a result of the variation in sunspot number. However,
there are large differences between active regions in the production of flares. Also,
incomplete sampling of solar flares, due to missing small flares, may have resulted in
the similarity of the two numbers. We believe that the Crosby et al. conclusion is
incorrect, mostly because we measure only small variations in the power-law index
over wide ranges of solar activity. The number of flares in each 27 day interval of

Fig 5.9a vary by a factor of about 10, but the power-law index only varies by a factor

of about 25%.

Sympathetic Flares

" Evidence that particles can propagate from one flare site and trigger a flare else-
where on the Sun has been observed (Simnett, 1974; Strong, 1994). Others have seen
evidence that waves generated at one flare site can t-rigger flares elsewhere (Smith
and Harvey, 1971; Gergeley and Erickson, 1975). Anecdotal evidence shows that
sympathetic flares occur. We consider here the cases in which BATSE is capable of

observing sympathetic flares and the results of the search for sympathetic flares.
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We need to consider the distances over which flare disturbances will propagate on
the time scales in this study. The automated flare search algorithm has a 2 minute
interval following the detection of a flare in which another flare cannot be detected.
Thus, any disturbance which travels so quickly that any possible observable effects
would be over in 2 minutes cannot be investigated here. The maximum time interval
that we look for sympathetic flaring is 2 hours. This turns out to be long enough
that even the most slowly propagating disturbances will have traveled large distances
across the Sun. We assume in the following discussion that an active region is typically
< 10° in heliocentric angle in extent, though large active regions can be much larger.
The distances between active regions is typically > 10°.

An example of a fast rﬁoving disturbance would be energetic electrons. Even a
relatively low energy electron (20 keV) travels 107 km (15Rg) in 2 minutes. Thus,
there is no chance that we can observe sympathetic flares triggered by energetic
electrons. However, if the triggering is caused by protons there is a good chance that
the sympathetic flare could be observed with BATSE. Particles are constrained to
follow magnetic field lines so they must travel paths that are much longer than the
great—circle distance between two points. We take a typical distance that a particle
must travel between two points on the Sun to be 2Rg. Protons with energies < 700 keV
will travel that distance in greater than 2 minutes.

Another likely trig;ger mechanism is flare associated waves. There are two wave
types to considef; Alfvén waves and magnetoacoustic waves. Shear Alfvén waves

propagate along magnetic field lines at the Alfvén velocity
B . . . .
V4 = —— = 1000~-3000 km s~! in the quiet and active regions, where 6.12
A \/,U_P q g ’ ( )

B is the magnetic field strength, p is the magnetic permeability, and p is density.
Compressional Alfvén waves propagate perpendicular to the magnetic field at the
Alfvén velocity. The other types of waves to consider are slow and fast magnetoa-

coustic waves, as classified by the phase speed, and only fast waves (or shocks) can
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propagate across magnetic fields. The velocity of propagation across magnetic fields
for a perpendicular shock is given by V; > /c2+ V7 =~ 1000 km s~!, where ¢, is the
sound speed. Fast shocks are the most common type seen on the Sun and they have
been observed at speeds up to ~ 1500 km s~!. Moreton waves, a type of fast shock,
are seen as spherically expanding shock fronts propagating with typical speeds of
~ 1000 km s-! (Uchida, 1974). They were first seen in He as expanding circular rings
on the solar disk. They are also seen in radio as type II bursts. Type Il radio bursts
are associated with flares and are the result of emission at the plasma frequency. The
part of the Moreton wave propagating out through the solar atmosphere is respon-
sible for the type II radio burst. Along magnetic field lines, slow shocks travel at a
velocity 2 ¢, but « V4 and the fast shock travels faster than V4. The sound speed in

the corona is typically > 200 km s—!.

If we consider how far typical waves will propagate in the 2 minute time interval,

* we find that Alfvén waves might travel 3.6 x 10* km, corresponding to a maximum
angular distance on the Sun of 3°. It would take an Alfvén wave about an hour to
travel 1/4 of the way around the Sun. Fast shocks moving at ~ 1000 km s~ would
cover at most 10° in 2 minutes and would travel 1/4 of the way around the Sun in

20 minutes.

The two minute time restriction in the data severely restricts the ability to detect
sympathetic flare effects that might be occurring within single active regions. Only
sympathetic flaring within an active region resulting from slow-mode waves can be
observed with BATSE. There is a possibility of observing sympathetic flaring in very
large active regions caused by Alfvén waves and fast shocks. For interactions between
active regions, all of the trigger mechanisms suggested above could be tested with the

BATSE data, with the exception of electrons and very energetic protons (2 1 MeV).

We see no evidence of sympathetic flaring on a time scale between 2 minutes and

2 hours. The simulations of sympathetic flaring indicate that sympathetic triggering
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does not occur in the majority of flares. Sympathetic flares are the exception rather
than the rule. There are still some mechanisms by which sympathetic flaring could
occur that we cannot test for. If electrons or high energy protons (> 1 MeV) accel-
erated in one flare trigger a flare elsewhere on the Sun, the second flare would occur
within 2 minutes and we would not detect it. We also would not see sympathetic
flares that occur within the same active region if the trigger mechanism is a fast
shock, except for very large active regions. We do rule out more slowly propagating
waves like slow shocks as a mechanism for triggering many sympathetic flares even in
the case of flares occurring in the same active region. We also rule out the possibility
of any wave mode or low energy protons as the trigger mechanism for substantial

numbers of sympathetic flares between active regions.

Solar Periods

The only long lasting, well observed solar period is the 11 year variation in the
sunspot ﬁumber and the flare rate. Many observers have searched for periods at a wide
range of wavelengths and solar indices. There have been many reported observations
of other periods, but the detections have been very weak or have not lasted for long
intervals. Of particular interest here are periods observed in the solar flare rate.

A 154 day period was discovered during solar cycle 21 in the occurrence rate of
> 300 keV flares measured with the SMM Gamma-Ray Spectrometer from 1980-1983
(Rieger et al., 1984). Subsequently, the same period was found for SMM/HXRBS
flares observed in the 25-140 keV energy range for the 1980-1983 interval (Kiplinger et
al., 1984). Following these discoveries, many reports of ~ 154 day periods were made
for microwave bursts, 10.7 cm radio flux, sunspot number, sunspot area, solar proton
e'vents, solar flare electron events, and Hea indices for solar cycles 19, 20 and/or 21
(Bogart and Bai, 1985; Ichimoto et al, 1985; Lean and Brueckner, 1989; Carbonell
and Ballester, 1990; Gabriel et al., 1990; Droge et al., 1990).

Bai and Sturrock (1991) claimed that there is a fundamental period ~ 25.5 days.
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They showed evidence for periods of 51, 78, 104, and 129 days detected in a variety of
solar activity measures, including the 10.7 cm radio flux, sunspot area, and the y-ray
flare rate. These, as well as the 154 day period, are sub—harmonics of the fundamental

period.

For the current solar cycle (22), Bai (1992, 1994), reports evidence for 51 and 77 day
periods. The 77 day period was seen between November 1988 and February 1990, but
not after. The 51 day period was detected in the interval from May 1991 to November
1992 in GOES flares of X-ray class > M3.0. That interval includes the time span

covered in this work.

We do see evidence for the 51 day period, though it is detected only for large flares.
There is no evidence for the 25.5 day period. There is also no evidence for any of the
other sub-harmonics of the fundamental period. That there is evidence for the 51
day period in large flares is not unexpécted, as the period had already been observed
in large flares at other wavelengths. What is surprising is the apparent size threshold
required to detect the period. This threshold may account for why the period is hard
to detect, as there are comparatively few large events and there are frequently long

intervals with none.

This threshold effect may also account for the hint of a variation found in the
power—law index of the flare size frequency distribution. For the power-law index to
change, the relative number of large to small flares must change. The smaller (flatter)
power—law index from the peak phase of the 51 day period indicates that large flares
are preferred relative to small flares during that phase. Similar results have been
found for the peak phase of the 154 day period (Bai, 1993). Also, preliminary results
show the flare size distribution for flares from large, complex active regions is flatter

than for flares from small, simple active regions (Kucera, 1994).

Since large flares are likely to come from large, complex active regions, these

results are consistent. It appears that favorable conditions for large flares tend to
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recur periodically. It also appears that complex regions tend to favor the production
of large flares over small flares.

Bai and Sturrock (1987) considered the possibility that the 154 day period results
from the interactions of complexes of activity or ‘hot spots’ found by Bai (1987). A
similar mechanism was proposed by Ichimoto et al. (1985). The hot spots of Bai are
intervals of Carrington longitude which produce many flares. Carrington longitudes
are a coordinate system defined to rotate with the Sun, thus the ‘hot spots’ are
locations on the Sun where flare activity recurs. Bai and Sturrock (1987) concluded
that the 154 day period is not the result of ‘hot spots’ or the interaction of ‘hot spots’
due to differential rotation.

One proposed mechanism for short solar periods is based on gravity wave modes
(g-modes). The normal modes of small amplitude oscillations caused by buoyancy are
called g-modes and each mode has a spherical harmonic dependence (Cowling, 1941).
It has been shown that interactions of these modes are enhanced in a rotating star
and the 154 day period can be explained by interactions of rotating modes (Wolff,
1974a, 1974b, 1983). The interactions of the modes drive large-scale flows which
cause enhancements in solar activity.

Whatever the mechanism by which the periods are created, the data show that it

should create a relative enhancement in the rate of large flares.

Complexes of Activity ‘Hot Spots’

As already mentioned, Bai (1987) has identified Carrington longitudes where active
regions tend to reappear. New active regions tend to form where old active regions
had been (Svestka, 1968; Bumba and Howard, 1965a, 1965b). Particular Carrington
longitudes can be centers of activity for several years. There is evidence that some
complexes of activity last for several solar cycles (Bai, 1988). There is not necessarily
always an active region present in the complex, though.

There can be any number of activity complexes at one time and there are usually
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more than one. During the previous solar cycle (cycle 21), two hot spots in the
northern hemisphere, separated by 180° and one hot spot in the southern hemisphere
were active (Bai, 1988). One of the northern hot spots has been active from solar
cycle 19 to the start of solar cycle 22 and the other has persisted since cycle 20. The
southern hemisphere hot spot has persisted since cycle 19 and there is evidence that
another southern hot spot is emerging.

We find that flare activity persists for up to 32+3¢ days, with little br no indication
that the Sun continuously produces flares for intervals longer than this. If there were
only one active hot spot then the longest we would expect to see continuous flare
‘activity is about 14 days. Thus, there must be at least two hot spots producing
flares from 1991 to 1992 separated so that one is always visible from earth. Also,
Strong (1994) found the integrated flux variation in soft X-rays peaks for several
weeks; implying that the activity is a global phenomenon rather than being a local
phenomenon associated with single active regions. It is possible that these are the
hot épots detected by Bai (1988) continuing to persist in the maximum phase of solar
cycle 22. However, the data also suggest that the hot spots produce bursts of flares
for only up to about one solar rotation at a time. The hot spots don’t seem to be
producing flares continuously.

The long term persistence of the hot spots would indicate that they are a feature
of the magnetic dynamo. In fact, they must survive the switch of the magnetic poles

every 22 years.
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CHAPTER VII

CONCLUSIONS

This dissertation was an investigation of the properties of solar flares detected with
the Burst and Transient Source Experiment. A comparison of the global properties
of small flares to large flares was made to gain insight into flare occurrence and to

determine the importance of small flares in coronal heating.

The differential frequency distribution of flare peak rates was fit with a single
power-law in the event peak rate. The index was found to be —1.7 over a range of
peak rates covering four orders of magnitude. The measured index rules out the small
flares observed with BATSE as a significant source of coronal heating, as long as we
can assume that the energy in accelerated electrons is representative of the energy
available for heating and that estimates of the energy in electrons are correct. The
single power-law indéx also indicates that there are no significant differences in the
processes generating small and large flares. This suggests that small flares are useful
for studies of the flaring process. It should be easier to isolate and understand the
physical processes occurring during small flares because the physical conditions at the

flare site are likely to be much more uniform than during large flares.

There is a 51 day period evident in the large flare occurrence rate that does not
Aexist in the smaller flares. This size threshold for the period means that there are
periodic intervals when the relative number of large flares to small flares increases,
also evident as a 20 change in the power-law index as a function of phase in the
51 day cycle (see below). Thus, there is some periodic favorable condition for large

7
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flares that exists for active regions. There is no evidence for the 25.5 day fundamental
period proposed by Bai and Sturrock (1991). There was also no indication of the 154

day period that was discovered in the previous solar cycle.

Variability in the power-law index of the differential frequency distribution of flare
peak rates was found in only one case; with the phase of a 51 day period. The power-
law index was found to be —1.65 £0.03 during the maximum phase of the period and
—1.74 £ 0.04 during the minimum phase of the period. This is expected if there is a
threshold effect in the size frequency distribution. This result corroborates earlier
suggestions the size distribution flattens during certain phases of high activity (Bai,
1993; Kucera, 1994). However, the steepening of the slope for high activity may just
be a result of small flares not being detected because they are occurring during the
large flares. Long duration events with high count rates will make it difficult to detect

small events until the large flare ends.

We found no other evidence that the power-law index of the frequency distribution
of flare peak rates varies with activity levels. This was tested by measuring the power—
law index as a function of the number of flares observed in intervals of constant length
in time. It was also tested by subjectively dividing thé flares into two groups, one of

high activity, the other of low activity.

We found that sympathetic flaring is only allowed as a trigger mechanism for at
most 25% of the flares, if the sympathetic flares occur between 2 and 40 minutes after
the initial flare. Outside this interval, we cannot exclude any amount of sympathetic
flaring. Our data are consistent with the times of occurrence of solar flares being

described by a Poisson process with a slowly varying mean flare rate.

BATSE observations of flares were also used to test avalanche models of solar
flares. In particular, two predictions of Lu et al. (1993) were tested: (1) that the
power law indices of flare frequency distributions will be found to be independent of

flare activity, and the same in different active regions, (2) no appreciable correlation
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between the energy of a flare and the time interval until the occurrence of another
flare or between the energy of a flare and the time elapsed since the previous flare is

expected.

We found that there is no correlation between the size of flares and the time
between successive flares. This indicates that during periods of flare activity, the
system that generates flares is never far from its critical flare prociucing state, even
after large flares. Thus, the observations of BATSE support the second prediction of

the avalanche model for solar flares.

Although there was variability found in the power-law index of the flare frequency
distribution, it was found in only one particular case and it was not a very significant
variation (20). It is possible that the observed variation can be accounted for by
the avalanche model in ways suggested by Lu et al. That is, to have an instability

criterion or redistribution of magnetic energy which varies in a systematic way.

The results found here are inconsistent with the stochastic flare occurrence model
of Rosner and Vaiana (1978). The model predicts that flares are Poisson distributed
in time, which we confirm. However, the model also predicts a correlation between

the size of flares and the time between successive flares, which we do not find.

We found that if sympathetic flaring is to be an important mechanism for flare
occurrence then the sympathetic flare must occur very close to the original flare or
be triggered by electrons or high energy (> 1 MeV) protons. The limiting cases are
determined by the 2 minute interval between flares that the automated algorithm
requires to prevent counting a flare more than once. Low energy protons and waves
can only trigger a significant fraction of flares if the sympathetic flare occurs within
about 3° of the initial flare. Electrons and high energy protons can travel far enough
within 2 minutes to have initiated a flare at any point on the sun and these flares

would have gone undetected.

Continued observations of solar flares with BATSE would prove to be useful for
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several of the topics discussed. Certainly any search for periodic behavior in the flare
occurrence rate would benefit from a longer time series. Also, if the 51 day period
continues, the variation of the power-law index with the phase of the period may be-
come more significant. Also, the data can be tested for differences in the power-law
index detected during solar maximum and during solar minimum. The wavelet anal-
ysis used to look for structures of activity would also be improved with a longer data
set. It is possible that the sympathetic flaring result could be more rigorously tested
during solar minimum, when there is rarely more than one active region producing
flares. It should be noted however, that as solar minimum is approached, the flare
rates will drop dramatically.

Further observations will not change the basic result that the flares detected with
BATSE cannot heat the corona. More data.will only serve to reduce the errors in the

power-law index, the slope will not change significantly.
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