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Abstract

In this thesis, two Cyber-Physical Systems (CPS) approaches were considered to
reduce residential building energy consumption. First, a flow sensor was developed
for residential gas and electric storage water heaters. The sensor utilizes unique
temperature changes of tank inlet and outlet pipes upon water draw to provide
occupant hot water usage. Post processing of measured pipe temperature data was
able to detect water draw events. Conservation of energy was applied to heater
pipes to determine relative internal water flow rate based on transient temperature
measurements. Correlations between calculated flow and actual flow were
significant at a 95% confidence level. Using this methodology, a CPS water heater
controller can activate existing residential storage water heaters according to
occupant hot water demand. The second CPS approach integrated an open-source
building simulation tool, EnergyPlus, into a CPS simulation platform developed by
the National Institute of Standards and Technology (NIST). The NIST platform
utilizes the High Level Architecture (HLA) co-simulation protocol for logical
timing control and data communication. By modifying existing EnergyPlus co-
simulation capabilities, NIST’s open-source platform was able to execute an
uninterrupted simulation between a residential house in EnergyPlus and an
externally connected thermostat controller. The developed EnergyPlus wrapper for
HLA co-simulation can allow active replacement of traditional real-time data
collection for building CPS development. As such, occupant sensors and simple
home CPS product can allow greater residential participation in energy saving

practices, saving up to 33% on home energy consumption nationally.
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Chapter 1: Introduction

Energy usage in the United States is an essential part of daily life. Often taken for
granted, energy is regularly used in common sectors such as transportation,
industrial plants, and commercial/residential buildings. A report by Lawrence
Livermore National Laboratory and the United States Department of Energy (DOE)
suggests that 81% of national consumed energy sources from natural gas, coal, and
petroleum [1]. Each of these fossil fuel sources leaves a large carbon footprint,
releasing abundant amounts of CO; into our atmosphere upon use [2], leading to
increasing atmospheric temperatures [3, 4]. Based on the two 59-point data sets of
CO: and temperature [5], represented in Figure 1.1, linear regression analysis
indicates a linear correlation of 0.95. Alternatively speaking, the probability that 59
data points of two uncorrelated variables reaching the same level of correlation is
0.05%, resulting in significant linear correlation evidence between atmospheric

CO; and temperature.
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Figure 1.1: Carbon dioxide (COZ2) production form fossil fuels is dissipated into the
atmosphere. Atmospheric CO2 (measured in parts per million (ppm)) significantly
correlates to increasing atmospheric temperatures [5].

Residential homes in particular posses energy saving potential to reduce the
national carbon footprint. Represented in Figure 1.2, 69% of home energy
consumption sources from fossil fuels [1], where 35% of the consumed energy is
wasted. Potential energy losses contributing to this waste can be attributed to Carnot
efficiencies of heating devices, home energy loss due to environment temperature

differences, and inefficient or unnecessary activation of home appliances.

Appliance efficiencies and energy loss can be improved with newer building
materials and more efficient appliances. However, buildings and their incorporated
systems are rarely updated, where homes are not fully replaced for an average of

65-70 years [6, 7]. Automobiles, for comparison, are complex systems that have



become increasingly efficient over the years [8]. These new efficient automobile
technologies can more regularly be incorporated because vehicles have a relatively
shorter lifespan of 5-10 years [9, 10]. At these rates, a more immediate energy
saving impact for the residential sector can be achieved by appropriately controlling

activation of home appliances.
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The recent paper by Nguyen and Aiello [11] suggested that energy conscious
behaviors in residential homes can lead to significant energy savings without need
for home replacements. Such behaviors can achieve 33% and 50% energy savings,
respectively compared to the design point and compared to those demonstrating
wasteful behaviors, shown in Figure 1.3. Unfortunately, the typical home occupant
does not consciously control appliances, such as water heaters or HVAC, for
optimized energy usage [12] as it involves high amounts of effort. Incorporating
automated intelligence into home appliances can allow existing and potentially
wasteful devices to exhibit energy conscious savings. Using information from
Figure 1.2, and assuming all residential homes are capable of reducing consumed
energy by 33% through home intelligence, an upwards of 3.6 quadrillion BTUs of
energy can be saved nationally on an annual basis in the United States’ residential
sector. This amount of energy savings would effectively lower fossil fuel demand,

lowering the nation’s carbon footprint.
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Figure 1.3: Differentiation between energy conscious and wasteful behaviors, as
compared to the design point of select appliances [11].

1.1 Cyber-Physical Systems

Cyber-Physical Systems (CPS) are described as systems involving interactions
between computation and physical components [13]. CPS are constantly taking
input through sensors to monitor our physical world. Sensor information provides
a knowledge basis for computational decision-making processes, where the results
then allow action, operation, and control of other physical elements such as
actuators, or more specifically, building appliances. This cycle of CPS operation,
represented in Figure 1.4, can be used to integrate and interconnect systems to
provide new functionalities for several economic sectors. To name a few, the
monitoring and control functions of CPS extend to transportation, manufacturing,

healthcare, buildings, and energy [14-17].
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Figure 1.4: CPS development and use cycle, constantly collecting input, making
decisions, and controlling output.
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Currently, CPS face several challenges including safety, security, performance,
reliability, data transfer, and cost. Solutions to these challenges are currently being
developed, but differ between domains, services, applications, and devices. For
building CPS, progress has been made in attempt to develop reliable and high-
performance systems called Energy Management Systems (EMS). EMS have been
developed to automatically control lighting and HVAC in commercial buildings
based on occupant activity. For example, Distech Controls has a variety of building
management technologies capable of managing and optimizing energy efficiency
and building comfort to save 30% of a building’s energy consumption [18].
Though effective, these systems are expensive, causing a residential market

penetration barrier for residential use.

Residential CPS development is difficult because buildings have many
interconnected factors to account for. Figure 1.5 shows how home operation can
be affected by many components such as home location, construction, and

occupancy. These factors can vary depending on climate, age of the house, and



occupants themselves, making robust CPS more complex. Often, this diversity of
home operation cannot be captured in a single CPS component, but it may be
required for CPS testing and validation. Such CPS experimentation necessitates
interdisciplinary knowledge and real-time data collection, which requires
significant amounts of time and resources [19]. Building CPS are not mainstream
because high market costs stem from time and resources required for commercial

CPS development and deployment.
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Figure 1.5: Many variables are involved in building energy consumption, and are
often interconnected.

Some CPS products have made attempts to penetrate the residential market.
Google’s Nest Thermostat [20] is advertised as a smart thermostat which
intelligently controls home HVAC. Though reasonably priced, the learning
algorithms for HVAC operation rely on a certain level of remote controllability to

properly function. Some complaints have been made about this cumbersome and



manual process, and others claim they do not benefit from the advertised energy

savings.

The market for smart homes is still in the early stages [19]. Other smart home
approaches have been discussed [21-25], but have not been implemented. This
thesis explores two CPS approaches for integration and home energy savings. First,
a sensor is developed to provide residential hot water usage information
automatically for existing gas or electric storage water heaters. Capitalizing on
unique temperature traits of water heater inlet and outlet pipes, the temperature-
based sensor can non-invasively detect internal flow. The market for such a sensor
is analyzed, and determined to be appropriate for home CPS energy savings. Next,
a detailed description is discussed for correlating water heater temperature change
rate to internal water flow rate, as well as description for automated water draw
detection methodology. Lastly, 33% less water heater energy consumption is

achieved through a simple experiment based on automated sensor results.

The second approach for residential CPS improvement involves the integration of
a building simulation software into a test platform to assist in CPS deployment.
Existing CPS simulation platforms are evaluated for simple and low-cost CPS
development. Next, an open-source building simulation software is chosen for its
complex energy calculations necessary to evaluate building CPS performance and
reliability. Integrating building simulations in a CPS platform allows for effective
testing and validation of developing home CPS. To validate the described

approach, a modeled HVAC system is simulated in the platform, and controlled by



an external thermostat component. Showing no effect on building simulation
results, the use of this open-source process can lead to cheaper, more effective home

CPS.

1.2 Water Heater Flow Sensing

Water heating is a very integral part of our daily lives. We use hot water to shower,
clean our clothes, and wash our dishes. Though often kept out of sight, the DOE
found water heaters account for 18% of total home energy consumption [26], shown

in Figure 1.6.

Refrigeration
5%

Lighting
5%

Water
Heating
18%

Figure 1.6: Distribution of residential energy consumption, as stated by the US
Department of Energy. Water heating and HVAC contribute significantly [26].

Water heating is accomplished either by storage water heaters, tankless on-demand
water heaters, heat pump water heaters, or solar water heaters [27]. Storage water
heaters are most common but suffer from heat loss. Many people appreciate the
efficiency of tankless water heaters, but may be required to purchase two due to

limited flow rate. Heat pump water heaters are much more efficient than storage

10



water heaters, but affect heating load on a home due to cold air exhaust. Choice of
these heater varieties can depend on income, available space, local climate, and

desire for energy savings. Table 1 below compares benefits and drawbacks of each

type.
Table 1: Types of residential water heaters. Storage water heaters make up the
majority of the market [27].
Type Operation Basis Pros Cons Amount
in Use
[70]
Storage | Internal heating Lower cost Constant 97%
elements from gas standby heat
or electric sources. loss
Constantly retains
set-point.
Tankless | Heats water on 8-34% more Limited flow 3%
demand with high efficient thank | rate
power heating storage water
elements heaters
Heat Draws heat from air | 2-3 times more | Location <1%
Pump to heat stored water. | efficient than | dependent
storage water | performance
heaters
Solar Uses solar energy to | 50% more Climate and <1%
heat stored water. efficient than weather
gas or electric | dependent
water heaters | performance

The most common home water heaters by far are storage gas or electric water
heaters, controlling about 97% of the market [28]. These water heaters rely on
regular heating to constantly maintain available hot water. Though storage heaters
are usually set to maintain 50°C-55°C, select appliances require different output

water temperatures, shown in Table 2. Stored hot water causes two forms of heat

11



loss. First, the heated storage tank suffers from standby heat loss throughout the
day due to tank and environment temperature difference. Second, the excessively
hot water is often mixed with colder water for desired output temperature causing
losses through entropy generation. For an individual home, avoiding excessive and
unnecessary heating can reduce these forms of heat loss and reduce consumed
energy.

Table 2: Select home appliances require hot water at different (approximate)

temperatures. Storage water heaters maintain temperatures to account for high
temperature demand [29].

Appliance Water Temperature | Average Family
Needed [°C] Weekly Usage

Clothes Washer 55 7

Dish Washer 50 2-3

Shower 40 7-14

Sinks (hot water) 40 ~50

Recent advancements in storage water heater research has led to more efficient
products [30, 31]. Improved insulation, for example, can reduce heat losses by up
to 45% [32]. Lifecycles are long (about 10 years), preventing home occupants from
upgrading current systems. Making matters worse, newer storage systems are
expensive, ranging between $500 and several thousand dollars, making a slow

return on investment.

A more realistic and immediate impact can be achieved with an inexpensive add-
on CPS device for existing water heaters. For such a device to effectively reduce

the two forms of gas and electric water heater waste, existing unit activation should

12



be controlled. Both water flow rate and draw regularity information can act as the
basis for accurate water heater control. Draw regularity knowledge provides an
activation schedule to avoid unnecessary heating and standby heat loss, while flow
rate knowledge can provide necessary information to minimize excessive heating.
Extraction of these two pieces of information is accomplished through flow rate

sensing.

The current market of flow sensors vary between categories of either affordable and
invasive (complex installation) [33-35], or expensive and non-invasive [36-42],
compared in Table 3. Invasive sensors are placed in a passage of fluid flow and
directly measure the flow rate. For example, Munir et al. used an in-line propeller
for microcontroller flow detection [34]. Though accurate, the installation of a flow
sensor to an existing piping network of a water heater often involves water drainage

as well as replacement of tubes and fittings, which can be labor intensive and costly.

Table 3: Comparison of existing pipe flow sensors for water heater applications.

Type Operation Basis | Pros Cons References
In Line Directly measure | Low cost, Requires [33-35]
fluid flow in high installation and
piping network accuracy potential water

heater drainage

Ultrasonic | Uses ultrasonic Non- High costs [40] [41]
Sensor sound to get flow | invasive,
rate high
accuracy
Pressure Detects pressure | Semi- Not water heater
Sensor fluctuations upon | invasive specific.

water draw in
piping network

13



Non-invasive sensors have more simple installation. Placed on the outer perimeter
of a pipe, Tawackolina et al. evaluated an ultrasonic flow sensor for heat dependent
accuracy [40], and Tasaka et al. investigated ultrasonic Doppler velocity profilers
and their practical applications [41]. However, the technology used is often
expensive (an order of magnitude of $1000 [42] for ultrasonic sensors) creating an
impractical and undesirable reality of an acceptable return on investment.
Additionally, these non-invasive methods typically have higher accuracy with more

particles or bubbles in the fluid which do not regularly occur in simple water flow.

A unique characteristic of a water heater is that inlet and outlet pipes experience
large temperature changes upon hot water draw events, as cold water replaces the
drawn hot water. Though Nguyen notes principles for how heat transfer can affect
a thermal micromachined flow sensor [35], the small size is not directly applicable
for water heater use. For the larger application, the principle of energy conservation
can be used to translate the pipe temperature change information into the flow rate
of water moving through the water heater. As such, an economically viable
compact package can measure flow rate using temperature sensors, without
involving an invasive installation process. To the best of the author’s knowledge,
the proposed temperature-based approach has not been attempted, making this a

unique concept to be investigated and explored.

Development of an affordable and easily installed flow rate detector can create a
more widespread accessibility of usage pattern information for CPS control of

currently installed gas or electric home water heaters. The second chapter of this
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thesis creates a foundation by presenting flow rate detection based on temperature
changes of water heater pipes. Automated water draw detecting algorithms are
developed for streamlined flow calculation processes. Incorporating relative flow
rate knowledge and occupant hot water demand, a CPS can control water heating

for increased energy saving capabilities.

1.3 Building Simulation Integrated within CPS
Testing Environment

Effective home CPS are not readily available to consumers at a reasonable price.
Time and resources required to harness building diversity from Figure 1.5 increase
costs of CPS and de-incentivizes others from developing more CPS. A simple,
low-cost CPS development method can allow for more robust designs. To
accomplish such a feat, building simulations can be used to replace traditional
processes of physical and real-time building data collection. Further, incorporating
a building simulation with a developing CPS requires co-simulation friendly

environments.

Currently there are several simulation environments available for CPS
development. Poudel et al. developed a CPS testbed which can conduct electrical
power control experiments in real-time [43]. Though their testbed integrates
MATLAB/Simulink models [44], simulation is only limited to the power grid
domain, and it cannot be applied directly to building CPS. Garraghan et al.
proposed a service-oriented approach called SEED (simulation environment

distributor) which is designed to simulate large scale CPS [45]. However, SEED
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is not a very user-friendly approach to CPS simulation, requiring knowledge of
programming and virtual networks. Magnusson et al. developed a full simulation
system call Simics [46], allowing a framework for firmware co-simulation. Their
commercial product can connect many diverse devices, but are tuned more to
software based systems, as opposed to physical components like those found in

buildings.

Institute of Electrical and Electronics Engineers (IEEE) suggests a co-simulation
standard known as the High Level Architecture (HLA) [47]. This set of rules
provides a structure allowing simulations to describe their individual application
for interoperability. The HLA describes individual simulation entities as federates
and a collection of interconnected federates as a federation. A federation
complying with the HLA allows data and information to be made available between
all federates. Since the HLA 1is only a protocol, or standard, for data exchange, it
requires a software to facilitate actual federation data transfer called Run-Time
Infrastructure (RTI). RTI provides synchronous data exchange while accurately
controlling time step progression between federates. Shown in Figure 1.7,
implementation of the HLA/RTI can vastly improve interoperability and co-

simulation between federates.
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Figure 1.7: Rather having individual connectivity between simulation entities
(federates), the RTI environment can more simply connect federates for co-
simulations.

The National Institute of Standards and Technology (NIST) developed an open-
source CPS experiment and testing environment called Universal CPS
Environment for Federation (UCEF) [48] which utilizes HLA. Its graphical user
interface is designed to make co-simulations and experiments for CPS product
simple and available. UCEF can integrate various simulation entities (federates)
sourced from different development environments, which has traditionally been
challenging to accomplish. UCEF leverages the IEEE’s HLA standard for its
communication protocol, implemented by the Portico RTI [49], to achieve logical
time progression and data transfer within a federation. So far, UCEEF is still under
development phase and only supports Java federates, but yields high potential for

low-cost CPS experimentation and validation processes.

An open-source building simulation tool called EnergyPlus [50] can complement
UCEF functionality by exchanging building simulation information. EnergyPlus is
awidely used tool created by the DOE, and can model building energy consumption

by performing complex calculations at sub-hourly time steps. The software
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calculation capabilities incorporate building parameters from Figure 1.5 such as
user activity, HVAC systems, building composition, and more. Known for its
robust capabilities, EnergyPlus building simulations can replicate building
information typically measured for CPS development. Replacing traditionally
collected physical data with a simulated model in EnergyPlus, UCEF co-simulation

can accelerate home CPS development.

The third chapter of this thesis integrates EnergyPlus into UCEF for CPS co-
simulation. An EnergyPlus model will communicate building information to the
RTTI using a UCEF Java federate. To verify co-simulation capability, an HVAC
set-point algorithm implemented in another Java federate will receive environment
temperature from EnergyPlus and return HVAC set-points to EnergyPlus.
Intelligent set-point control of an HVAC system can significantly reduce energy
consumption in a residential building, providing a good use case for the developed
platform. Further, other simulators integrated with UCEF can expand HVAC
controllability to include pre-heating or pre-cooling a collection of homes to reduce
excessive power draw during peak demand [24]. Enabling UCEF co-simulation
with EnergyPlus can allow for an established process to develop low-cost CPS for

reduced residential energy consumption.
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Chapter 2: Water Heater Flow Sensing

Water heaters account for approximately 18% of residential home energy
consumption. Gas and electric water heaters are most common, but are often
overheated, causing standby heat loss and potential entropy generation in attempt
to reach desired output temperature. Sufficient inlet and outlet pipe temperature
changes are experienced by these water heaters upon hot water draw events.
Energy conservation is evaluated for water heater inlet and outlet pipes to correlate
temperature change rate to internal water flow rate. Calculated flow information
provides a CPS water heater controller with sufficient information to control water
heater activation for reduced energy consumption. Differentiating between high
and low flow rates can assist control for water heater activation. This chapter
explores a flow rate sensor using temperature measurements as well as

methodologies for automated water draw detection for CPS water heater control.

2.1 Flow Rate Approach

Energy conservation evaluation around a water heater pipe surface can convert
temperature change to flow rate. Calculating relative flow rate can qualitatively
differentiate high and low draws. A water heater pipe is explored and evaluated for
heat transfer, where axial conduction along a pipe is assumed negligible for

calculation simplicity.

Exploring temperature patterns of a water heater, it was found that with no flow,

the inlet and outlet pipes will gain energy and rise in temperature due to close
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proximity of the heated and stored water. During a water draw event, when an
occupant draws hot water, water flowing through the cold inlet and hot outlet pipes
will respectively cool down or heat up the pipe temperature. The rate of
temperature change depends on the flow intensity and thermal insulation. For
calculation purposes, the cold inlet pipe will exclusively be analyzed. The energy
balance equation for this scenario is given in Eq (1),

dT (1)

M—=-UT-T,)—-U,(T—-Ty
= ~UT =T,) = Uoa(T ~ T)

where T is the measured pipe surface temperature, T, is the measured ambient air
temperature, and t is time. T, is the internal water temperature of the cold inlet
pipe assumed to equal T for no draw events, and assumed constant at 15°C for draw
events. M represents the thermal mass, defined as the multiplication of material
density, p, specific heat, Cp, and cross-sectional area, A, divided by axial unit
length, dx. These properties were taken for a % inch copper pipe at room
temperature (300K). U and U, represent the overall heat transfer coefficients for

the internal and external thermal resistances [51], respectively, shown in Figure 2.1.

20



Insulation

Figure 2.1: Representation of the thermal resistances, R1, R2, R3, and R4, involved
within a water heater pipe heat transfer. The bolded outer surface of the pipe is
where temperature, T, is to be measured, effectively splitting the resistances
between internal resistance (R1 & R2) and external resistance (R3 & R4).

For water draw events, R2 can be assumed negligible compared to R/. With the
order of magnitudes of convection heat transfer coefficient, h,,, at 100 W/m*K,
pipe thermal conductivity, ke, at 100 W/m-K (assuming copper piping), and pipe
radii, r; and 7, from Figure 2.1, approximately being 20 mm and 25 mm

respectively, Eq (2) validates the assumption through scale analysis.

In 1
(/T _ oy pr - @
kpipe hw21'tr1

Therefore, the internal overall heat transfer coefficient, U, can be simplified into

Eq (3).
U=1/(R1+R2)~1/R1 = h,2nr, 3
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When water is not being drawn, standby heat loss dominates energy transfer. In
this no-draw natural cooling case, the first term on the right hand side of Eq (1) is
negligible as the internal water, T,,, is assumed to be equivalent to the measured
pipe surface temperature, T. Integrating Eq (1) yields an expression of U, for this

non-draw case:

_ M(T,—Ty 4)
fttf(r —T)dt

where the denominator is numerically determined using the trapezoidal rule on each
discrete measured data point over the course of the natural cooling time period, t;
to t,. Integration methods are chosen over derivative methods in attempt to
mitigate errors stemming from small variations in temperature measurements.

Once determined, Uy, is assumed to be constant for all water heater events.

During each detected hot water draw event, the last unknown, U, in Eq (1) is solved
by integrating over the discrete water draw data set, between t; and t,. Separating
variables, knowing measured pipe temperature, T, is the only variable changing

over time, yields Eq (5).

T,—T, = (U+U°°)ft2Tdt+(UT +U°°T ) t, —t ®)
2 1 — M M N M w M oo (2 1)

By measuring temperature over a water draw period, U can be determined from Eq

(5). The convection heat transfer coefficient, h,,, can then be derived from U, using
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Eq (3), and is related to the flow rate. The Dittus-Boelter equation for cooling [52],
represented in Eq (6), relates h,, to the Reynolds number.
hy

Nu, = — = 0.023 Re*/5 pr®3 (6)
ky

where Nu,, is the Nusselt number, D is the internal pipe diameter, k,, is the thermal
conductivity of the water, Pr is the Prandtl number of the water, and Re is the
Reynolds number of the flow which contains the desired flow rate term, m, in Eq

(7). The variable u represents water viscosity.

Dy @
4

m = Re

After solving for U in Eq (5), the desired value of flow rate for a water draw event
is calculated using equations (4), (6), and (7). This process allows a water draw
temperature data set to be related to flow rate through a storage water heater cold

inlet pipe.

2.2 Automated Detection Approach

Determining appropriate water draw data sets is automated by evaluating measured
temperature slopes. The detection method performed assumes isolated draw events
with sufficient reheating time (about 25 minutes, determined imperially) after
cooling due to water draw. This post processing event detection utilizes the unique
water heater trait of an assumed heated cold inlet pipe (approximately 45°C) facing
rapid cooling from forced internal convection of cold inlet water (approximately

15°C) upon water draw.
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Data extraction for such draw events is initiated when measured inlet pipe
temperature data suddenly decreases at a rate of 1°C per second or greater. This
starting criterion was determined imperially. To achieve automation, extraction
persists until a point of increasing slope is detected. This ending criterion
represents the idea that the flow has stopped, and the internal heat from the water
tank has propagated back up the pipe through free convection (assuming not all the
hot water has been replaced during the draw event). Each set of extracted draw
event data is then processed using flow rate calculations mentioned previously in

2.1

After draw events are detected, remaining no-draw events are split into two
categories of natural heating and natural cooling. Natural heating occurs after a
water draw, where the decreased pipe temperature naturally recovers to a heated
state based on internal tank temperature (increasing slope). Then, natural cooling
occurs as the heated pipes after natural heating respond to the tank’s standby heat
loss (decreasing slope). These no-draw events are much less extreme compared to
draw events and occur over a longer time period (typically greater than 3 minutes).
Spline fitting of every 10 data points (or less if the data set between draw events
was sparse) was used to differentiate increasing and decreasing slope to avoid
temperature sensor precision error. The 10-point scope was determined imperially

to avoid notable error. Discussed event detection code is found in Appendix A.

2.3 Circuit Design for Data Collection and Control
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Pipe temperature data collection was accomplished through implementation of a
deployable package consisting of temperature sensors, a wireless microprocessor,
and water heater activation control. This package was made available for both gas
and electric storage water heaters, but required development of two circuit board
designs for respective heater control. Both circuit boards contain three temperature
sensors connected to a wireless microprocessor. The electric board design (shown
in Figure 2.2) intercepts the electricity going towards electric water heaters, which
then powers the board. Raw circuit designs can be found in Appendix B along with
a parts list. To control heater activation, it utilizes relay switches controlled by the

microprocessor to connect or disconnect intercepted electricity

AC Power AC Power
Input To Heater
_>

Figure 2.2: Circuit design of storage water heater controller for electric powered
systems.

The gas board design exploits small voltage control which opens and closes existing
gas solenoid valves fed to the tank. Powered by a wall outlet, the microprocessor

intercepts voltage readings of existing controllers, and sends the activating signal
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accordingly depending on activation schedules. The gas board is shown below in

Figure 2.3.
Voltage \{oltage
Signal In SIS
Heater

Figure 2.3: Circuit design of storage water heater controller for gas powered
systems.

For each design, three TMP36 temperature sensors were used to monitor the
temperature change of the cold inlet and hot outlet pipes as well as the ambient air.
These sensors have an accuracy of +2°C, precision of +0.5°C, and a temperature
specification of -40°C to 125°C [53]. Application of TMP36 sensors was suitable
for experimentation due to a wide temperature range, high precision for quantitative

measurements, and low cost for practical deployment.

To easily and non-invasively measure pipe temperatures, two of the TMP36 sensors
were incorporated into 3D printed clamps. These clamps were sized for water
heater pipes and placed on the cold inlet and hot outlet pipes approximately 6 inches

from the water heater. This location was determined to both reduce the effect of
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water tank temperature during its heat generation process, and to ensure heated
pipes after prolonged no-draw events. Sensor measurements were taken by a
Particle Photon [54] microprocessor, which sent measured data over a wireless
internet connection to an off-site computer for the more intensive data processing.
Readings were taken, sent, and stored at a time interval of 5 seconds throughout the
day. Figure 2.4 shows the deployed electric circuit board with two clamps for water

heater pipes.

Ambient Air Wireless
Temperature IMicroprocessor
Sensor

Clamping Pipe
Temperature Sensors

Figure 2.4: Deployable package in the form of a printed circuit board purposed to
collect and wirelessly send temperature data. Lower right and left clamps are used
to enhance thermal contact of temperature sensors.

2.4 Experimental Setup

An experiment was developed to validate automated event detection and flow rate
analysis. The test bed used for analysis consisted of a 10 gallon electric water heater
connected to a sink used to draw hot water from the water heater, shown in Figure

2.5. The described deployable package measured water heater pipe temperature 6
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inches away from the tank. Collected data was sent to an off-site computer for post

processing analysis.

10 Gallon
Electric Water
Heater

e Deployable Package

Figure 2.5: Experimental setup measuring cold inlet and hot outlet pipe
temperature and ambient air temperature. A controlled amount of hot water was
drawn at a regular schedule through a sink connected to tank. The deployable
package wirelessly sent the measured data to an off-site server.

To simulate home usage, hot water was periodically drawn. A beaker was used to
measure the actual amount of water drawn over the duration of the draw events.
Volume of water collected over the duration of water draw produced actual average
flow rate of water, acting as a ground truth for experimental calculations. Water
draws were performed and recorded over the course of several days. There was at
least 25 min between each draw to allow for the stored hot water to reheat the pipe
and internal water. Draw durations ranged from 5 to 90 seconds and draw

intensities ranged from 3 to 13 L/min due to limitations of the faucet.

2.5 Results & Discussion

Discrete temperature data was collected using the deployable package. Post-

processing event detection methodology was able to identify 100% of isolated
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water heater events within the experimental flow range of 3 to 13 L/min. Figure
2.6 shows resulting event detection classification for two water draw events.
Sufficient time allocated between all draw events, allowing the cold inlet pipe to

reheat from a no-draw natural heating event, may cause limitations to the evaluation

methods.
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Figure 2.6: Classification of 3 different water heater events. Cold inlet and hot

outlet pipe temperatures respectively drop and rise as water is being drawn from

the water heater (water draws shown in red shading). Vice versa, the same pipe

temperatures respectively raise and drop as natural heating events occur (white

shading). Non-labeled events (green shading) represent times where the water
heater and pipes are assumed to be naturally cooling.

A single draw event is shown in Figure 2.7, showing temperature data was
accurately extracted for a water draw event as intended. All detected start times

matched the actual start times within a resolution of £5 seconds (the time interval
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of data collection). Draw event data sets such as the one shown below are
automatically filtered through the energy conservation equations for flow rate

correlations.
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Figure 2.7: Demonstration of extracted water draw event data used to calculate
flow rate, where cold inlet pipe temperature rapidly decreases. Actual draw
duration is 60 seconds (from tq to ty) and draw intensity is 8 L/min.

For flow intensity correlations, an analysis was first performed to determine how
draw duration affects accuracy of the flow calculations. Multiple draw event
durations at identical 12 L/min draw intensities were compiled. Comparing draw
durations, Figure 2.8 presents greater consistency after about 40 seconds of water
draw. This time dependent result is due to integration process of the flow
derivation. Integration can be sensitive to ending time, t,, and actual draw duration
will not be accurately reflected in the ending time determined in event detection
analysis. Natural convection of cold water residually cools the cold inlet pipe after

the water has stopped flowing internally causing this duration uncertainty. As water
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draw durations increase, these residual effects will be less influential on flow

calculations.

40

” /——\ ——

-10

20+

Deviation from Actual Flow [%5]

20 F

-40

0 15 30 45 60 75 90
Actual Draw Duration [sec]

Figure 2.8: Water was drawn at constant flow rates for various durations. A longer
draw time (greater than about 40 seconds) will result in less flow rate deviation.

Short duration of water draws (<40 seconds) will not significantly contribute to
actual hot water usage for two reasons. First, it takes time for actual drawn hot
water to travel from the tank to the destination (assuming water in intermediary
pipes start as cold). If hot water does not exit at the draw location, it is not utilized
and need not be considered for desired hot water flow detection. Second, most
significant energy usage in a water heater is dominated by larger draw events such
as a shower or washing machine, making shorter draws negligible for energy

savings.

Another analysis was performed to quantifiably differentiate flow rate intensities
based on pipe temperature change, shown in Figure 2.9. Each draw lasted 60

seconds to eliminate short draw duration error as previously discussed. Based on
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conventional statistical analysis, a correlation factor was found to be 0.67 based on
the number of samples. Results indicate the chance of having better linear
correlation is 2%. As such, correlation between the actual and calculated flow rate
is significant at a 95% confidence level. Discrepancies in direct flow accuracy are
presumably due to assumptions made throughout the derivation process. High

contributing assumptions include, but not limited to:

1. Negligible weather conditions
2. Constant value T, during draw events

3. Overall constant values of T,,,, M, and U,

Weather and exterior conditions can alter temperature profiles over the course of a
day. Incoming water, T,,, can be affected by these conditions, causing propagated
error during calculations. M and U,, are calculated assuming material properties at

300K. Depending on temperature, these properties are also subjected to change.
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Figure 2.9: Comparison of calculated and actual flow rates for various draw
intensities. Each draw was one minute in duration.
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This section discussed a low cost, non-invasive, deployable package which collects
and wirelessly sends temperature measurements for CPS related analysis.
Automated algorithms were developed to detect when an occupant used hot water.
Energy conservation calculations were then used with draw event data to relate pipe
temperature change to a relative flow rate used by the occupant. Based on these
hot water usage patterns, water heater activation was controlled to achieve 33%
energy savings. Such CPS can be easily incorporated into existing homes to help

reduce home energy consumption.

33



Chapter 3: EnergyPlus Integration into UCEF

Building CPS development requires interdisciplinary knowledge to accurately
relate inherently complex and interconnected physical building attributes. For this
reason, current CPS often rely on occupant remote controllability as opposed to
automated control. The EnergyPlus building simulation software can consider
complex physical building interactions, replacing physical real-time measurements
in CPS testing and validation processes. NIST’s UCEF is a platform allowing data
transfer between simulation tools. The open-source EnergyPlus building
calculations can be used to co-simulate in a UCEF environment for simple CPS
development. An existing EnergyPlus interface is used to exchange data between

the HLA/RTI environment.

3.1 Approach

EnergyPlus currently has an existing co-simulation interface through the Functional
Mock-up Interface (FMI) standard created by Modelisar [55]. The standard
accomplishes interoperability by connecting simulation platforms to an external
model by use of a zip file (with extension *.fmu) known as a Functional Mock-up
Unit (FMU). The zip file contains three elements: an Extensible Markup Language
(XML) file, compiled C code binaries, and optional documentation for data
exchange. The XML file establishes interfacing data, the C code manages data

exchange, and the documentation can define and specify operation.
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FMI and HLA are not currently compatible. The two standards have different
notions of time management, and UCEF does not support data exchange using FMI.
To bridge the two standards, we create an FMU with capabilities for bi-directional
communication between EnergyPlus and a UCEF Java federate. The Java federate
will be customized to wrap EnergyPlus for data exchange to an RTI federation.
This data communication, represented in Figure 3.1, is done through TCP/IP socket

communication between our FMU and Java federate.

EnergyPlus TCP/IP o
. il () R o Federate Federate @

Run Time Infrastructure (RTI)

-——

Figure 3.1: EnergyPlus has capability to interface with an FMU. Using TCP/IP
socket communication inside a simple FMU allows for connectivity to a UCEF Java
federate for HLA/RTI data exchange.

Connecting EnergyPlus to an FMU involves specific modification of an EnergyPlus
input data file (IDF). An IDF defines parameters to perform building energy
simulations, such as building materials, components, and equipment. Using an IDF
component called FunctionalMockupUnitlmport, co-simulation is linked between
EnergyPlus and the FMU. This component initializes the FMI master and slave
architecture where slaves are coordinated and executed by the master program.
EnergyPlus acts as the master in this configuration, which initializes the FMU as

an executable slave instance. EnergyPlus version 8.7 was used.
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Upon simulation start, EnergyPlus locates and unpacks the linked FMU zip file to
begin processes represented in Figure 3.2. Execution of the FMU’s customized C
binaries is controlled by EnergyPlus to run select FMI functions [56] that have been
modified and implemented to exchange data with the HLA RTI. EnergyPlus first
calls the fmilnstantiateSlave function to parse through the unpacked XML file,
properly allocating memory for the interface data. Next, the fmilnitializeSlave
function uses TCP/IP sockets to establish connection to a server hosted in the UCEF
Java federate. After TCP/IP connection is verified, EnergyPlus time step

calculations begin.

Simulation
Starts

Y
Memory allocation from
parsed XML file

v
Establish TCP/IP
connectivity

\
EnergyPlus sends
data to FMU
\ 4

FMU communicates Loop each
data with RTI time step

Y
EnergyPlus receives
data from FMU

A4
EnergyPlus disconnects
FMU instance

\
Simulation "\
Ends
Figure 3.2: EnergyPlus as a master program for FMI calls select functions

throughout simulation to perform specific tasks. At each time step, three tasks are
called to transfer EnergyPlus data.
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At each time step, EnergyPlus sends data to the FMU as a real data type using the
function fmiSetReal. The FMU will then utilize socket connection in the finiDoStep
function to send the EnergyPlus data (as a concatenated string) to the Java federate.

The format of this string is standardized and represented as follows:

HEADER\r\nTIMESTAMP\r\aNAME\r\nVALUE\r\n....
NAME\r\nVALUE\r\n\r\n

The “HEADER” defines handling procedures of the string. Data sent from FMU
to the Java federate will either contain the header “UPDATE” or “TERMINATE”.
An “UPDATE” header is used at each EnergyPlus time step to signify incoming
information to the Java federate. A “TERMINATE” header informs the Java
federate that EnergyPlus simulation has ended. Data received by the FMU from
the Java federate will either contain “SET” or “NOUPDATE” headers. “SET”
indicates federation interactions will change EnergyPlus variables for the following
time step, and “NOUPDATE” indicates no variables will change. After the header,
the “TIMESTAMP” communicates simulation time (in seconds) for logical time
management. Next, for each “UPDATE” and “SET” header, “NAME” and
“VALUE” respectively represent each variable name and corresponding value of
interfacing data defined through the XML file. Each piece of information is
separated by a carriage return followed by a line feed (“\r\n”). Two consecutive

cartridge returns and line feeds at the end signify the end of the string.

EnergyPlus will remain in the fimiDoStep tfunction until the Java federate responds

with a concatenated string. After a string is returned, the FMU will parse through
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the returned string in fmiDoStep. The fmiGetReal function passes received
information back into the EnergyPlus model as a real data type. The described data
exchange pipeline is represented in Figure 3.3. The master EnergyPlus program
will exchange data with the Java federate at each time step. After the final time
step, the FMU slave instance is disconnected, and the simulation ends. The

described functions written in C is found in Appendix C.
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Figure 3.3: UML diagram representing data communication between the master
EnergyPlus program and a UCEF Java federate via FMU slave instance.

The Java federate developed in UCEF communicates information between the
FMU slave instance and the RTI. This federate begins by hosting a TCP/IP server
for the FMU client connection. During simulation, the federate parses each
received string from the FMU and passes its information to the RTI federation. The
federate then waits for messages from the RTI that should be sent to EnergyPlus.
A concatenated string containing the content of these messages, is then returned to

the FMU client.

3.2 Experimental Validation
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A series of simulations were executed to validate EnergyPlus communication with
an HLA RTI federation. A simple three-room house model, shown in Figure 3.4,
was created in an EnergyPlus IDF, which can be referenced in Appendix D. The
home was located in San Francisco, CA, USA using weather information from June
2017. The home was equipped with a dual set-point HVAC system operating at a
temperature range between 21°C and 23°C. The first simulation executed the simple
EnergyPlus model without the implemented FMU external interface.
Environmental temperature, zone temperature, and HVAC energy usage
information were recorded at each time step. Resulting HVAC energy consumption
using these “naive” set-points was intended to resemble non-energy conscious

behaviors.

Figure 3.4: A simple EnergyPlus house model consisting of a single room home
located in San Francisco, CA.

The second simulation directly ran environment temperature data from simulation
one through a thermostat controller algorithm. The algorithm (written in Java)
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adjusts heating and cooling temperature set-points based on user comfort and
environment temperature. Assuming occupant comfort ranges between 20°C and
25.5°C, HVAC operation dynamically changes to minimize work required to heat
or cool a home. EnergyPlus and UCEF were not used in this second simulation.
Rather, environment temperature recorded in the first simulation was directly fed
through the thermostat controller to return dynamic dual set-points. The results of
this second experiment act as a ground truth for EnergyPlus and UCEF

connectivity.

The final simulation implemented the FMI external interface with the IDF
described in the first simulation. Updated IDF is found in Appendix E. The
FunctionalMockupUnitImport class enforced data exchange with the developed
FMU, linking EnergyPlus to the modified Java federate. The federation was
created using UCEF, binding EnergyPlus and the secondary thermostat controller
algorithm through RTI. Shown in Figure 3.5, environment temperature from
EnergyPlus was sent through RTI to the thermostat controller at each time step.
Before time step progression, the controller returned a heating and cooling set-point
to the HVAC system in EnergyPlus. HVAC set-points and zone temperature were

recorded.
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Figure 3.5: Representation of the data transfer using Run Time Infrastructure
between the EnergyPlus Java federate (left) and the thermostat controller Java
federate (right).

33 Results & Discussion

The first simulation recorded sub-hourly temperature and HVAC energy
consumption data of a simple EnergyPlus model. Dual set-point of an HVAC
system between 21°C and 23°C caused activation. Heating activated in the morning
and evening, and cooling activated mid-day, shown in Figure 3.6. HVAC operation
between the narrow temperature range represents excess consumed energy by a
non-energy conscious occupant. The following simulations attempt to incorporate

intelligent CPS to control the model HVAC system.
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Figure 3.6: Naively created HVAC set-points and zone temperature (left) and
corresponding heating and cooling power consumption (right).

A thermostat controller output dynamic set-points based on environment
temperature and defined user comport (between 20°C and 25.5°C). Direct input of
data from the second simulation and EnergyPlus/RTI input of the third simulation
yielded identical results, shown in Figure 3.7. Matching outputs of the two

simulations validates continuous and accurate EnergyPlus integration with UCEF.
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Figure 3.7: HVAC heating and cooling set-points based on an external thermostat
controller. Direct connection and RTI connection yield consistent results.

Figure 3.7 also shows internal zone temperature of the EnergyPlus model.
Dynamic thermostat controller outputs cause no HVAC activation for this
simulation day. Compared to the naive set-points of the first simulation occupant,
EnergyPlus co-simulation with the intelligent thermostat controller removed
unnecessary energy consumption. Results verify UCEF integration does not impact

simulated results.

This section discussed bi-directional communication between the EnergyPlus
building simulation software and a co-simulation CPS environment called UCEF.
Existing EnergyPlus interfacing capabilities were exploited to be connected to an
HLA data exchange protocol for improved logical time step progression. As UCEF
and EnergyPlus are each open-source software, development of building related
CPS is made simply and inexpensively. Such capabilities allow for more

availability for CPS development to improve home energy savings.
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Chapter 4: Conclusion & Future Work

Two advancements in building CPS were accomplished to reduce residential
energy consumption. First, a domestic water heater sensor was developed to
provide occupant usage information to CPS. The conducted water heater
experiment implemented a low cost, non-invasive, deployable package to collect
and wirelessly send temperature measurements. Post processing methods were
developed to relate temperature change rate of cold inlet and hot outlet pipes with
hot water usage. Water draw events were effectively detected within a resolution
of £5 seconds. Flow rate correlations were significant at a 95% confidence level.
Results suggest we can use these methods to detect patterns and qualitatively

differentiate amount of flow through a water heater for CPS water heater control.

The second advancement was an open-source integration of a building simulation
software with UCEF for the design and validation of CPS. By developing a simple
FMU with a TCP/IP connection to a modified Java federate, calculated data at each
time step was communicated between an EnergyPlus model and an HLA
federation. This successful integration allows co-simulation between EnergyPlus
models and CPS tools in the form of HLA federates. Simulated results validate
UCEF-based federations can exchange data with EnergyPlus models without
negative impact on results. More complex control algorithms and other simulation
tools integrated into EnergyPlus creates an environment that can produce

sophisticated CPS that reduce energy consumption in residential buildings.
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Integration of EnergyPlus into UCEF as a new federate type enhances the

platform’s capabilities through added support of building simulations.

4.1 Future Work: Water Usage Sensor

Several additional concepts can be further investigated for more robust hot water
sensing evaluations. First, event detection may need an added mechanism to take
into account non-isolated draws. For example, it is possible for a household to have
two overlapping draw events such as a concurrent shower and washing machine.
Currently, two simultaneous events may not be able to be distinguished, but

classification of two individual events can lead to further awareness.

Second, integration calculations can become more detailed with addition of more
variables such as temperature adjusting material properties. Also, certain constants
such as U,, and M can be self automated for seamless transitions in environment,
such as weather conditions. Improvements may further develop by giving cold inlet
and hot outlet pipe information a weight towards transient vs steady state cases.

More accurate results can be achieved with these fine-tuned assumptions.

Lastly, incorporation of machine learning can lead to further optimizations. For
example, as more diverse data becomes available, pattern recognition processes can
be used to predict future hot water usage as well as possible flow irregularities, as
in the case for leak detection. Additionally, as these predictions occur, water
heaters can externally be controlled to activate and heat only when water is needed,

saving up to 5 of home water heating energy [57].
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4.2 Future Work: EnergyPlus Integration with UCEF

Additional concepts can be further investigated for more robust development.
Modifications of FMU configuration files may be necessary for different simulation
designs requiring different building model information. Currently, the IDF and the
XML file need to be created manually based on the desired interface data. UCEF
has support for the automatic generation of configuration files based on the content
of fields in its graphical user interface. A user should be able to enter desired
EnergyPlus variable information directly into the UCEF interface to automatically
generate and update the IDF and XML file, rather than having to write the files
themselves. Future work could address this usability feature through extensions to

the UCEF graphical interface.

The presented approach using TCP/IP sockets could be further leveraged to
integrate other FMI tools into UCEF. FMUs connected to other programs can
utilize the TCP/IP concatenated string protocol to communicate with the Java
federate in UCEF. Expanding co-simulation diversity to FMI connected tools can
vastly improve UCEF simulator and emulator inventory. UCEF integration can
increase development effectivity by allowing for improved logical timing control

of these FMI tools.
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Appendices



Appendix A Event Detection Code

Table of Contents

MAIN -- POST PROCESSING WATER HEATER
DATA

clear; clc; close all;

Collects Files
add path o linked finctions

addpath{'Collecting Dakta', 'Evaluabting Flow', *Filtering Daka®
"Evaluating Tau', 'Ewaluating Slope', '"Plotting Data'}

pathToData = "C:\Ueers)jslinger\DeektopCollected Data\olympus

WEingerHouse) "

¥ path = 'C:\Oeers)jsinger\Desktop\Collected Data‘olympus\SingerHouse

l'\'l.'

pearch8kr - "*11 16 16*.xls*'; % specific day

ligtFilesInDir-dir (etrcat (pathToData, eearchstr} ) ;
¥ dir{strcat (path, **07 12 16 Hutch Juniperol.xls*'}];
mumFileg=-numel (1igtFilesInDir} ;

Defines Variables

global £ plotsStyle plotWum maxy showPlote FS

showPloks - 1; ¥ if wanted bto show plotes or not

F§ = 14;

plotlum - 1;

iused to correct the fack that the last row may have time of oD:o0:01
OCOIT = 1;

Loops Through Each File

for k = 1 3 et to 1 for specific day

A-1



t create full scresn window
1f showPlote
figure{'unite", 'normalized’ 'outerpoeikbion’, [¢0 1 1]}

end

FileName - listFilesInDir (k] .name;

fprintf{"working with e ‘\n", EilleName}

[num, kxkt, raw] - xleread{strcat{pathTcData,
1igtFilesInDir (k] .name} } ;

t-----changes time stamps to datetime and
BECondE----------—------m-am
Date - filaName{1:8};
Date - strrep(bDate, " *, *"/"};
Time - bxt{2:end-corr, 1}; % used for machine learning array
Dates = cell (length{Time}, 1};
Datea(:} - {[pDate " '1};:
TimeBRAW = ...
datetime (strcat {Datea, Time},
HH:mm:B88"} 7
timesRaw - datenum({txt{2:end-corr, 1},
datenum{'00:00:00", "HH:MM:55°'}*B6400;
& for the specific range of time
Times = TimesRaw;
times = timesRaw;
- Times - sxbtractDataTimes (TimesRaw, TimesRaw, hourRangs) ;
times - extractCataTimes (CimesHaw, TimesRaw, hourRange);

"InputFormak ", "Me/dd fyy

VS SIS SN SIS SUNI S S SUS SENSI SES SUN S S SR S

i-----------Collects the appropriate bemp
) ISR, S e B

[airCcol, coldeel, hotCol, currentcel, flowCol] =
daktaMiningCocle{raw) ;

maxy- max{max({oum({:, 1:3}}}; Tmax of temp data

1f any{airCol} % collects and plote air temperature readings
plotstyle{plothum] - "g7;
A1rTempRaw - num{l:end-corr, airCol-1};
airTemp - esliminatefercs{ailrTempRaw) ;

airTemp - extractDataTimes{airTemp, TimesRaw, hourRange) ;

if showPlots
plotsmoothedProfile {airTemp, Times);
hold on
end
legendinfo{plotdum] - ["Air Temp']l; %#ok<TEAGROW-
plotHum - plotNum+l;
end
1f any{botCol) % collects and plote hot pipe readings
plotstyle{plotRum} = 'r";
temp hRaw - numi{l:end-corr, hotCol-1};
temp h - eliminateferos{temp hHaw);
temp h - extractDataTimes(temp h, TimesRaw, hourRange) ;

"HH:MM:55"} *B6400 -...

A-2



if showPloks
plotsmoothedProfile{tesmp h, Times};
hold on
end
legendInfo{plotfum] - ["Hobt Outlet Temp®]; %#cko*SAGROW.
plotHum = plotNum+l;
end
1f any{coldCol} ¥ collects amd plots cold pipe readings
plotstyle{plothum) = *b*;
temp cRaw - num{l:end-corr, coldCol-1};
temp c - eliminateferce{temp cHaw);
E temp © - extractDataTimes(temp c, TimesHaw, hourRange);
if showPloks
plotsmoothedProfile{temp o, Times};
hold on
end
legendInfo{plot¥um] = ["Cold Inlet Temp®];
plotHum - plotNums+l;
temp - Cemp c;
end
1f showPlokts % adde titles to plot
legend{legendinfo, *‘Location', *northeaskt®, "FontESize', FS)
title(strcak (strrep(ligtFilesInDir (k) .name(1:8}), o i I
Temp Data'}}
end

S

Extracts Draw Events

coldDBAW - coldDrawExbract (bcemp o, Times);

CcoldHEAT - coldHeatExtract{temp c, Times, coldDRAW);
coldHEAT(:, 1} = coldHEAT(:, 1}-1; % matchas better

coldEs - coldSSExtract{ coldDRAW, coldHEAT, temp c, Times);
coldDRAW - correctDRAW( coldDRAW, coldHEAT, coldss );
coldDRAW(:, 2} = coldDRAW(:, 2}-3;

Finds Tau Value

lengthSs = seconds (Times{coldss({:, 2}}-Times(coldss{:, 11}};
longssloc = find(lengthSS--max(lengthss) ) ;

11 - ocpldss{longssloc, 1};

12 = coldss{longsSsSloc, 2);

tan - getTauNatural {temp c{11:12}, airTemp{11:12}, times{11:13}};

Calculates Flow Rate

rhoAcCp - 29532; tapprox

Mc = ThoRoCp;

Uinf - kau*Mc;

TwC = 15; % assme cold temp

flowouk = zerocs{size(coldDRAW, 1}, 1};
RIF = 9.6197e-05;




rip = 0.

0209296; % [m] 0.824 inches

Dip = Z*rip; % [m] inner diameter

rop = 0.

02E67;% [m]1.05 inches

Dop = 2*rop; % [m] outer diameter

ml W - 577e-6; % [¥s/m"2] (@320K}

Pr=31.77; % from scott code
offset - 0;

for

%
o', A, B

1 = 1l:8ize{coldDRAW, 1}

1f -ipempty{coldDRAW(1, 1}:cocldDRAW(1, 2}}
extractingInds - coldDRAW(1, 1}:coldDRAW{i, 2};
£t = times{extractingInds);

£ = E-E{1};

T = temp c{extractingInde};

Tinf - mean{airTemp{extractingInds}};

A = T{end)-T(1};

B = trapzit, T};

C = t{end)-t{l};

o = (AtMc+Uinf+B-Uinf+Tinf+*C}/(-B+C*Two);

RIF = 1./0c+RIF;
hwf = 1./(R1F.*2_vpi.*rip};
Ru - hwf.*Dip. /k;
O = 0.3; ¥ for cooling (n = 0.04 for heating)
Re-{Nu./{0.023.*{Pr*n}}}."(5/4};
flowout {1-offset) - Re.v4 . *Dop.vmu w.*E0;
fpriotf{"\nA - %.2f \nB - 3.2f YoC - 2.32f \nOc - %.3f
c, E);
gtartTimes{i-offset] -

daktestr [Times (extractingInds (1)), "HH:MM:55 2M");

Plots Flow

lengthbDrawMeas (1-offeet} - tlend};
coldDRAW (1-offeet, 1} - coldDRAW({i, 1};
coldDRAW (1-offeek, 2} = coldDRAW(1, 2};
elee
offeet - offsets+l;
end
flowout = flowoukt(l:end-offset};
ptartTimes - startTimes{l:end-ocffeet);
lengthDrawMeas = lengthDrawseas(l:end-offeet);

coldDPAW - coldDRAW(1:end-offeet, :};

1f showPloks
ax = gca;
for draw - l:size(coldDRAW, 1)

grab = coldDRAW(draw, 1):coldDRAW(draw, 2};
p-patch{datenum( [Times (grab{1}} Times{grab(end}}

Times (grabiend} } Times(grab{1}}]l},...

[ax.¥Lim({1l} ax.¥Lim{l} ax.¥Lim{2} ax.¥Lim{2}1,'g'};
set {p, "Facealpha® 0.3);
hold on
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end

for e = l:size{coldss, 1)
grab = coldSs(ee, 1}:coldss({ss, 2};
p=patch{datenum{ [Times (grab(1}} Times(grab{end}}

Times (grab{end} } Times{grab{l}}]},-.-.
[ax.¥Lim{1} ax.¥Lim(l} ax.¥Lim{Z} ax.¥Lim{2}],'k"};

get {p, "FacefAlpha®, 0.1} ;
hold on

end

for heat - 1l:size(coldHEAT, 1)
grab = coldHEAT (heat, 1}:coldHEAT(heat, 2);
p-patch{datenum( [Times (grab(1}} Times{grab(end}}
Times (grabiend} } Times(grab{1}}]},...
[ax.YLim({1l} ax. ¥Lim{l} ax.¥YLim{2} ax.¥Lim{2}],°'c"};
pet {p, "FaceAlpha®,0.3);
hold oo
end
plot (Times, temp c, plotstyle{3}, *Linewidth®, 2.5)
plot (Times, temp h, plotsStyle{2}, *LinsWidth®, 2.5}
plot (Times, airTemp, plotstylef1), ‘Linewidth®,6 2_5}
end

Figure;
thisHour = 0;
cneMax - max{flowodut);
far § = .5:1:23.5
% litere = O;

maxFlow = O;

for 1 - 1:length{flowdukt}

1f hour{Times (coldDRAW(1, 1}}}== thisHour

% drawdin - minutes (Times {coldDRAW(1, 2})-
Times (coldDRAW{L, 1}});:
% liters = liters+flocwlut (1) rdrawsin;
maxFlow = max{[maxFlow, flowout{i}]};
end
end
bar{j, maxFlow, 'b’}
hold oo

thisHour = thisHour+l;
end
xlabel {"Hour of Day', "FonctWeight' "bold®, "Fonksize' 14}
ylabel {"Max Flow Rate [L/min]®,*FontwWelght', 'bold®, "FontSize®, 14}
grid on
xlim{ [0 24]}
et {gca, "XTick', [0:1:24],'FonksSize', 12)
gat (gof, "color®, "w'};

end
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function [airCol, hotCol, coldbol, currentCol, flowtol] -

dataMiningCols {raw)

tdataMiningCols Usee expected column headings to extract columm mumber

- Colleckts the column names,
name
% regides in based on pre-det
columm
% mumbers are the output.
headers - rawi{l, :};

then determines which coclumm number the

ermined and ewxpected strings. The

airCol - gekbCol {headers, "Air'};

hoktCol = getCol (headers, "Hol

E')i

coldCol - getCol (headers, "Cold®);

presaCol - getCol (headers,

Prepeure’) ;

uplol - getCol (headers, ‘Upper’);
conkCol = getCol (headers, "Control®);
currentCol - gekbCol {headers, "Current'};
flowlol = getbtCol (headers, "Flow');

end

Fublished with WATLABR R2016a
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function [col] = gebCol {headers, str)

tgetCol Debtermines which heading containes the input sktring.

i takes cell array of headers and a desired strimg as input. The
- function will determine which cell cocntaina the input string. Be
awWare

% for if more than one header in 3 cell comtains the input sktring.

headere{cellfun{&({x) any{isnan(x)) headers}} - [];
colArr - sbrfind (headers, str};
col = find{ -cellfun({'isempty®', colArr} , 1};

end

Pubiiched with MATLABR R0 60
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function [data] = eliminateZercs{data}

teliminatefercs Conwerts any low readings to average of surrounding #s

E With data as an impuk, this is the decided method to account for

- unexpected readinga. oOutpuks slightly filtered data where wvaluss
legs

% than zero turn to an awverage of the numbers cn either side.
[previous

% version just changed zero valuee to "man®"}. KOTE: if many zero
values in 3 row,

% it will flat Iine until a nop-zero number CoCCUTE.

ipeTC - .B0; ¥percent off
taveData - mean(data};

gerologic - datac=0;
zeroloce = find(zerciogic);
datali = length{dakta};
for 1 = 1:length{zercbocse)
1=-0;
while zeroLoce(i}+]«<datak
j- - j-:-l.'.
if zeroLocs{i}+]=datal
dakta (zercloce (1) :end} = data{zerchoce({i}-1};
eleeif data(zerciocs{l)+}}=0

data ({zeroLocse (1) -zeroboce (1) +3-1) - ...
mean | [data (zeroLoce{i} -1} ,data(zeroloce{1}+]}]11;
hreak;
end
end

end

figure

plot (Times, temp cRaw, "¥-°)

xlabel ("Times" |

ylabel [ "btemp"}

hold on

3 plot (Times{theseBigTempDiff}, temp cHaw(theseBigTempDiff), *o')
these - btemp cRaw--temp cHawNew;

plot (Times {these} , temp cBawNew(these), "o'}

grid on

end

Published with MATLABR: R2016a
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function [] = plotSmoocthedProfile(temp, times)
tplotSmoothedProfile Ploks temperature profile
E With the temp readings and times this functicn will plot a
emoothed
E data profile.
% May want PONT EIZE to be global variable to be changed uniformly
though
E all ploks in all ecripts.
E plotstyle is color, plotdhm tracks which color to choose, maxy
adjuets
E the y axis bounds for each graph, showPlokbs is true or falee to
% determine if want to plot

global plotStyle plotHum maxy FS

FONT SIEZE = F5j

tplot (bimes, temp, plotStyle[plotBum]} %original profile

hold on
plot(times, temp, plotsStyle{plotWum}, *Linewidth®, 2.5} tsmoothed
profile

%-----plot Pormatting--------
xlabel { *Hour of

Day*, "FonkSize' PONT SILE, 'FontWeight®, "bold®  *Color','k')
ylabel { *Temperaturs [{*

hoircjc] ', 'FonkSize' PONT EIZE, "FontwWeight', 'bold®, 'Color , 'k}
set{gca, 'fonteize’ FONT SIZE}
set {gef, "colort, "w' )
eet {goa, "YLim®, [15 maxy] }

i pet {goa, "YTick', [15:2:60] )
grid on

FPublished with MATLABR R2016a
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function [ newDRAW | - coldDrawExtract( temp c, Times }
FOOLDDRAWEXTRACT finds the locations where cold pipe temperature drops
teignigicantly

E Assumes that the cooling 18 very fast, corresponding to a fast
Flow

] rate

t global showelots

t Fixed temp difference (for filtering other non-draws}
choilceTempDrop = 3;

% Finds the tempDiffersnce of all points

treduced one in length

tempDiff - diff{temp c};

% assures conelstant length as original temp cC
tespDiff - [tempDiff;0];

t finde logic array where tempe are decreasing
tempDropes - tempDiff<0;

t finde where slope direction change

% reduces one in length

ewiktching = diff (tempDropa) ;

% assures consistant length as original temp c
ewiktching = [ewitching;o];

tldentifies where it swiktches to decreasing slope
ewlktchE - ewitching--1;

% identifies where it switches to increasing slope
ewlbchE - ewitching---1;

tarray bto get indicies of starting [decreasing) and ending
[increasing)
t=lope
inds = find{switchsS}+1;
indE - find({ewiktchE} +1;
i initializes
re = 13
for 1 = 1:length{inds}
t takee new index of new decreasing slope, and sess where it first
ends
thisinds - inds{i};
t first index of increasing slope after decreasing slope
thisIndE - indeE(find{indExthisIinds, 1}};
¥ finde temp at each of the indices
tesmps - temp c{thisIndE} ;
tespE - temp c{thisIndE} ;
%t adde to output array only if the tokal temp diff is larger than
t desired number
if Cemps-tempE=-cholceTempDrop
newDRAW (rc, 1:2} = [thisInds, thisIndE];
IC = Te+l; ¥increments ocounber

] if showPlots
% plok (Timee (EhisInds:thisIndE} ,
temp c{thisIndt:thislndE}, "b-*, "linewidth*, 2}
- and
end
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Table of Contents

splines data 1
it S Nl . e L T T 1
Eel IATER BBmIES e e e e e e nen e mee e nes 2
functicn [ newHEAT | - coldHeatExtract( temp c, Times, ColdDRAW }

FOOLDHEATEXTRACT finds the locations where cold pipe temperature drops

reignigicantly
E Detailled explanacticon goee here

splines data

[r, c] = Bize{coldDRAW};
time0ld = 0;

timeslot = [1 1];

% initializes

T = 1;

Goes Through Data

for 1 - 1:1+1
if 1==1
earlierTimeInd - 1;
laterTimeInd - coldDRAW(1i, 1};
elaelf 1--r+l
earlierTimeInd - coldDRAW(1-1, Z};
laterTimeInd - length(Times);
elee
earlierTimeInd - coldDRAW{i-1, Z};
laterTimeInd - coldDRAW(1i, 1};
end

timeslot - [earlierTimeInd, laterTimeInd];
lengthTimeSlot = length(timeSlot (1) :timeSlot (2));
1f lengthTimeslot.2

adjust - timeslokb{l};

deeiredrte - 20;

pte = min{[desiredpta, ceil|{lengthTimeslokt/desiredPts}]};
newTemp - Cemp c{timeSlot(1):timeSiotb{2});

X = timeslok (1) :pte:timeBlot (2}

¥ = bemp c(x};
g = timeSlob{l}:timeslob{2};

T3 figure{z|
] plok (bimesSlob (1) :timeslob (2}, newTemp, '"ko-")
T3 plotix, y, ‘be-*}
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yHew - spline(x, y, xgl;
yHewp - pchipix, y, =q}:

plot {xg, yNew, ‘rx-°}
plok (xg, yNewp, *yx-*)
plot{x, ¥y, *‘be-*}

get large heatings

TEMF - yHew';
figure{3}
1f timesliot (2)--length{temp c)
plot (Times (timesSiok (1} :timesSlob(2)), yNew, *y-"}
elae
plot (Times (timeSiob (1} :timeSlok (2}), yNew, “y-"}

L

end
global showPlots
t Fixed temp difference (for filtering other non-drawel
cholceTempDrop - 2;
t Finde the tempDifference of all points
treduced one in length
tempDi1ff - diff (TEMP);
¥ asgures consistant length as original temp o
tempDiff - [tempDiff;o]l;
¥ fimds logic array where temps are increasing
tempDrops - tempDiff.0;
¥ finds where slope direction change
t reduces cne in lesngth
pwitching - diff (cempDrops}:
ichecks to see it it starte increasing
1f tempDrope (1) +tempDropg (2} ==2
switching(1} - 1;
end
t assures consistant length as coriginal temp c
wibtching = [ewitching;o];
tidentifies where it switches to increasing slops
swibchE - switchinge=1;
t identifies where it ewitches to decreasing slope
gwibtchE - switching---1;

tarray to get indicies of estarting |decreasing} and endimg
[increasing)
tslope
inds - find(switchs)+1;
indE - find{switchE}+1;
for 4§ = 1:length{inds}
t takes new index of new decreasing slope, and sees where
it first ends
thieInds - inds{i};
t firet index of increasing slope after decreasing slope
thieIndE - indE({find{indE-thisInds, 1}};
t finde temp at each of the indices
temps - TEMP(thisIinds);
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tempE - TEMP({thisIndE);
% adde to oubtput array only if the tokbal temp diff is
larger than
it desired number
1f tempE-tempsS»-cholceTempDrop
newHEAT (rc, 1:2} = [thisInds+timeSlot{l}, thisIndeE
+timesliob (1}] ;
IC - rc+l; iincrements counter

] if showrlots
E plot (Times | [thisIndS:thisIndE] +timeslok (1} },
TEMP (thisInds: thisIndE), *r-', "linewidth", I}
] end
end
end
end
end

tsolves error where 1t may add index more than the length of draw
newHEAT (newHEAT-length (temp c} j-length{temp o} ;

end

Published with WMATLABR R0 60
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function [ newsSs ] = coldSSExtract{ coldDRAW, coldHEAT, temp c, Times)
RUNTITLED1SE Summary of this functicn goes here
E Detailled explanation goes here
t global showslots
indstart = 1;
indEnd - 0;
TDRAW = 1;
THEAT = 1;
IEE = 1;
newss - [0, 0];
IoopCount - 1;
while indEnd<length{temp c}
E fprintf | "LoopCount - 3d -------------------"_ lpopCount]
looptount = loopCounkt+l;
rDRAW = find({coldDRAW(:, 1)}>indsStart, 1};
THEAT = find({coldHEAT(:, 1}=indstart, 1};
1f numel (rDRAW)} ==0 && numel {THEAT] -=0
m = [inf, coldHEAT(rHEAT, 1}];
eleeif numel (THEAT} ==0 && numel [TDRAW] =0
m = [coldDRAW(rDRAW, 1}, inf];
eleelf numel (rDRAW) +numel [ THEAT) ==0;
m - length{temp c};
elee
m - [coldDRAW({rDRAW, 1}, coldHEAT(rHEAT, 1}];
end
[, I] = min(m};
indEnd - M;
if indend-indstart » 2
newss (r58, 1:2) = [indstart, indeEnd];
TES = rEE+1;
end

1f IT==l % means draw was next
indstart - coldDRAW(rDRAW, Z};
elgelf I-=-2 imeanse heat was next
indstart = mld:EEhT[rEE‘AT, 2} ;
elee
warning{ *Something went wrong'}
end
] if showrlots
® plot (Times (newsSs (r55-1, 1):newss(rss-1, 2})
tesmp c{newsSt (rSE-1, 1} :newsSS(rse-1, 2}}, *y-', *linewidth', 2}
E end
end
end

Published with MATLABR: R2016a
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function [ btau ] = getTauNatural({ Tpipe, Tinf, time}
tgetTauNatural Calculates area under temp curves to get tau
i integral of TZ-Tl-integral (T-Tamb]
time - time-time{1};
tau = -{Tpipe(end}-Tpipe({l}}/...

[trapzi{time, Tpipe-Tinf}};

end

Published with WATLABR R2016a
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Appendix B Circuit Board Schematics and Parts

Gas Water Heater Design

=++++2 Design: Joe Singer
8 March 2016
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Parts List

Parts per Board Description/Part | Quantity | Quantity
Number (Gas) (Electric)
Printed Circuit Board Custom 1 1
Spacers 1” 6 6
Acrylic Clear 1 1
Large Terminal Block | 3POS 7.5MM 1 2
30DEG
Microprocessor Particle Photon 1 1
Temperature Sensors TMP36 3 3
Capacitors 0.1uF 3 3
Power Converter 110/220V ACto |1 1
SV2A 10W
Small Terminal Block | 2POS 2.54MM 2 0
PCB
Power Relays T9AS1D12-5 0 2
Current Sensor ACS758KCB 0 1
MOSFET 2N7000 0 1
Inverter SN7404N 0 1
Diodes IN4148TA 0 1
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Appendix C Functions (in C) Called by the FMU

..Files-28171287T1942497 -881 \cFiles\Joe_ep_fmu\Joe ep fmu.c

ff Basic built in files

fFinclude <stdio.h>

Finclude <stdlib.h>

finclude <string.h>

Finclude «math.h>

{/ Project linker files

#include “FMU_Header Files\Joe ep fmu.h™ // Heed to be in same folder as fmd
header files to link properly

#include “Parser Files\:ml parser.h™ /f Put in folder for organization

S T, B TR O

[l

18 modelDescription* md; /fcreates md from xml file. Requires Parse Files
11

12 Fincludeowinsock?. he

13 WSADATA wsaj

14 SOCKET 53

15 int isWarsupFlag = 1;

16 int nextstringIndex = @;

17 char nextString[2848];

18

12 char* getNextstring(char syr=z[2848])

& |

ez | Fiprintf({"\n=—== In gethextString Function =—==\n"};

22 int currentIndex = nextstringIndex;

23 memset{nextstring, "'@', 2848); // resets memory to null

24 while (!{mMsg[ourrentIndex] = "‘\r" BR mytisg[curremtIndex + 1] == "‘n’'))
25

26 fiprintf({"currentInd: ¥d\n™, currentInd);

27 nextstring[ currentIndex - mextStringIndex] = myrsg[ourrentIndex];
2B currentIndex = currentIndex + 1;

29 }

38 Jiprintf({"diffond Xd\n", currentInd - nextstringIndex);

31 if ({currentIndex - nextstringIndex) — 8)

32 {

33 nextstringIndex = 8;

3 return "'8" 3

35 ¥

EL naxtstring[currentIndex - nextStringIndex] = "\&°;

37 frprintf("nextstring = ¥s\yn™, nextstringl);

38 ffprintf({"«==—= End of getMextString Functionn"};

3o nextstringIndex = currentIndex + 2}

A5

41 return nextstring;

43 ffreturn currentInd;

43 .}

A4

45 int myLineReader(SOCKET s, char server_reply[2848], char buffer[2848])
a5 {

47 int currentBufferLocation = 8;

AE int recievedReplylength;

A% while ({recievedReplylength = recv(s, server reply, 2848, 8)) > @)
S8 {

51 server_reply[recievedReplylength] = "\@8";



« 2« Files-28171287T1942497 -881 cFiles\Joe_ep_fmu'\Joe_ep fmu.c

52 if (currentBufferiocation == &)

53 i

54 sprintf{buffer, "Ms", server_reply); // or else something happens

55 }

56 else

57 {

58 sprintf(buffer, "NsXs™, buffer, server_reply);

5o }

68 currentBufferLocation = currentBufferLocation 4+ recievedReplylLength;

61 if (currentBufferiocation »= 2B48)

62 {

63 fprintf{moutputiog, “buffersize too large. Truncated incoming data.

LU H

64 break;

65 }

66 if (server_reply[recievedReplylength - 2] == "“r' BR server_reply

[recievedReplylength - 1] = "'\n')// BR buffersize = 2

67 {

i JifprintF{myoutputiog, “Recieved end packet. \n");

63 break;

78 }

71 }

72 return 1;

73 .}

74

75
B e e e e e e e e e S T e e i T
................. wf

76 ff FMI FUMCTIONS: Platform, Version, Logging ...

Er A
B e e e e T T e e e e e e R e e S e e e e
_________________ wf

78 const char* fmiGetTypesPlatform()

70

e return fmiPlatform;

B1 }

82

83 const char* fmiGetversion()

84 {

a5 return fmiversion;

86 }

a7

58 fmistatus fmisSetDebuploppingl fmiComponent c, fmiBoolean loggingOn)

g2 {

=i return fmiow;

o1}

oz

83 f
B o e T N e e e e e e T Y S T e g
_________________ .

04 J/ PMI DATA EXCHANGE FUMCTIONS: fmiGet ()

o5 [



a2 Files-2817128771942497 -881 cFiles\Joe_ep_fmu'\Joe_ep fmu.c

o6 fmistatus fmiGetReal{fmiComponent c, comst fmivalueReference wr[], size t mur,
fmiReal waluaf])
g7 {
o8 Fprimtf{moutputiog, s TmiGetReal
A
oo Fprintf(myoutputiog, "MASTER (E+} GETTING VARS FROM SLAVE [fmu)in");
168
181 unsigned int ij
182 for (i =8; 1< nvrj ++1)
183 {
184 Scalarvarizble* myInst = petvariable(md, wr[i], elm_Real); // pulls
specific var from md
185 const char* thisvariiame = getMame(myInst); // gets name of var from md
186
187 Tprintf{myoutputiog, “SENT var to E+W\n");
188 fprintf{myoutputiog, = MName: ------------- %s wn", thisvarName);
189 value[i] = my valuwes[vr[i]]; // replaces E+ value from FMI's stored
values
118 Tprintf{myoutputiog, = value: ------------ X.2F w7, (float)value=[i]);
111 Tprintf{myoutputiog, = value Reference --- "Bd” W, wr[il);
113 }
113 FFlush{myoutputLog) ;
114 return fmioK;
115 }
116
S -0HLY ABONVE USED
F T R R ST S S R e e LT S w ==l S T illl’
118 TmiStatus fmiGetInteper{fmiComponent ¢, comst fmvalueReference vr[],
119 sirze t nvr, fmiInteger value[])
128 f
121 return fmiError;
122 -}
125
124 TmiStatus fmiGetBoolean{fmiComponent ¢, const fmvalueReference vre[],
125 size t nvr, fmiBoolean value[])
126 f
127 return fmiError;
128 }
129
138 TmiStatus fmiGetString({fmiComponent c, const fmivalueReference wr[],
131 size t nvr, fmistring value[])
132 {
133 return fmiError;
134 .}
135
136 f
B o e N e e T e e T Y S gy g
_________________ .
137 f/ PMI DATA EXCHAMGE FUMCTIONS: fmiset {}
138 f




a2 Files-2817128771942497 -881 cFiles\Joe_ep_fmu'\Joe_ep fmu.c

_________________ Ji
138 TmiStatus fmiSetReal{fmiComponent ¢, const fmivalueReference wr[],
148 size t nvr, const TmiReal walua[])
141 {
142 Fprimtf{moutputiog, s TmisetReal
A
143 Fprintf(myoutputiog, "MASTER (E+} SENDING VARS TO SLAVE (fmu)in™);
144
145 unsigned int ij
146 for (i =8; 1< nvrj ++1)
147 {
148 Scalarvarizble* myInst = petvariable(md, wr[i], elm_Real); // pulls
specific var from md
149 const char* thisvariiame = getMame(myInst); // gets name of var from md
158
151 Tprintf{myoutputiog, "RECIEVED wvar from E+'\n™)j
152 fprintf{myoutputiog, = MName: ------------- #s\n", thisvarName);
153 Tprintf{myoutputiog, = value: ------------ X.¥Fn", valus[i]);
154 Tprintf{myoutputiog, = value Reference: -- "Ed™\n", vr[i]);
155 my_values[vr[i]] = {floatyvalu=[i]; // copys E+ values into the FMI's
stored values
156 }
157 FFlush{myoutputLog) ;
158 return fmioK;
158 }
168
B B et -0NLY AB(ARE USED
ol e e e e e e S e e e e e T illl’
162 TmiStatus fmiSetInteper{fmiComponent ¢, comst fmvalueReference vr[],
163 sirze t nvr, const fmiImteger value[])
164 {
165 return fmiError;
166 }
167
168 TmiStatus fmiSetBoolean{fmiComponent ¢, comst fmvalueReference vre[],
163 size t nvr, const fmiBoolean value[])
178
171 return fmiError;
172}
173
174 TmiStatus fmiSetString{fmiComponent c, const fmivalueReference wr[],
175 size t nvr, const fmistring walue[])
176 {
177 return fmiError;
178 .}
179
188 [
B o T N e e e T e T Y S T Ty g
_________________ *f
181 [/ Creation and destruction of slave instances and setting debug status

1s2

)



a2 Files-2817128771942497 -881 cFiles\Joe_ep_fmu'\Joe_ep fmu.c 5

B e e e e e e e T
_________________ 7

163 TmiComponent fmiInstantiateSlawe(fmiString instancefams, fmistring fmuslio,

184 fmiString Tmulocation, fmiString mimeType, fmiReal timeowt, fmiBoolean ¥
visible,

185 fmiBoolean inmteractive, fmiCallbackFunctions functions, fmiBoolean loggingOn}

186 {

187 myQutputiog = fopen(”.. /myoutputiog.log™, "w"); // creates log file to write

188 Fprimtf{moutputiog, s TmiTnstantiateslave ¥

Nty

189 fprintf(myoutputiop, “FMU LOCATION: Xs'\n™, fmuilocation);

199 Fflush{myoutputLog);

181

192 size t sireofFmuLocation = strlen{fmuLocation); // finds size of location ¥
string

153 char * fauFilepath = (char *)malloc{(sizeOfFmulocation + 1) * sizeof ¥
{char)}; //allocates memory for file location strimg

124 for (size t i = 8; i < sizeOffmulocation; i++) // switches direction of ¥
backslashes to work properly

195 {

196 if (feulocation[i] = ""W'¥ {

197 fmurilepath[i] = “/7;

10E }

199 else {

28 fmuFilePath[i] = fmulocation[i];

281 }

b e i)

283 if (fmuwFilePath]sizeofFmulocation - 1] = /") // removes fimal slash if ¥
there is one

84 {

2B5 feurFilePath[sizeofFmuLocation - 1] = "@";

bl ¥

287 fmuFilePath[ sizeoffmulocation] = "\@"; // assures there is an ending null i
character (0K to have two)

i

283 char * ;mlFileMame = “modelDescription.aml”™; // name of sml in fmu

218 fiallocates memory for full file location

11 char * mmlFilePath = (char *)malloc{sizecf{char)*(strlen(fmuFilerath) + 1+ #
strlen(xmlFileMame} + 1));

213 sprimtf{>mlFilePath, “Es/%s", fmuFilePath, :mlFileName); // copys Tmupath and ¥
aml file name for full xml path

213 fprimtf{moutputiog, “¥ML LOCATION: %s'n™, smlFilePath);

214

215 nd = parse(:mlFilepath}; // parses through wml to populate model description, ¥
md

216

217 int myMumstates = getMumberofstates(md);

218 int myMumEventIndicators = pethumberOfEventIndicators(md);

219 int myMumVars = md->nj

228 fprimtf(myoutputiog, “myWumstates: ----------- Edyn”™, myhumstates);

2211 fprintf{myoutputiop, “mydumEventIndicators: -- ¥dyn™, myNumEventIndicators);

223 fprimtf(myoutputiog, “myNumvars: ------------- ¥dyn™, myNumvars);



+««Files-2817128771942497 -881 cFiles\Joe_ep_fmu'\Joe_ep fmu.c &

23 Flush{myoutputLog);

224 J* CODE TO PRINT CONTENTS OF XML FOR SANITY PURPOSE

225 FILE * xmlFile = Topen{xmlFilePath, “r"};

276 if {amlFile == MNLALL)

227 {

228 fprintf(myoutputiog, "ERROR: Mo XML file found in FMUAR");

229 /f logs error if mo xml file in fmu

238 }

231

232 char nextCharacter;

233 fprimtf{moutputiog, "Wn—=——=—= 3ML Content —=—==—=\n"};

234 while {{nextcharacter = getc({xmlFile)) != EOF) {

235 fprimtf{moutputiog, "Xc™, nextCharacter);

236 T

237 Tprintf{moutputiog, “Yn™);

238 felose(xmlFile);

239 J*END CODE TD PRINT CONTEMTS OF MML*/

238

241 Jf removes vars from memory

252 free{xmlFilePath);

243 free| fmuFilePath);

244 FFlush{myoutputLog) ;

245

245 FiTopo: restructure to find # vars based on modelDescription, md

247 my_values = malloc{sizeof(float) * 18); // 18 represents # of variables ¥
transfered (should change appropriately)

248

249

258 // TODO: HARD CODED -- WANT SOME WAY AROUND THIS

251 my_valuwes[4] = (float)2s; //Sstarting cooling Start

252 my_valuwes[3] = (float)23; //starting heating start

253 Tprimtf(moutputiog, “MOTE:'\n™);

254 fprintf{myoutputiop, = - EnergyPlus cannot be one day duration (for warmup W
distinction).\n");

255 fprintf{myoutputiog, = - Should look into finding total %" inputy” and I
\Voutputh™ causalities.\n™);

256 fprintf{myoutputiog, = -- Information will change allocation for ¥
my_values array.\n"};

257 fprintf{myoutputiop, = - Inaccuracies exist when turning recieving string ¥
value to float.\n"});

258 fprimtf{myoutputiog, = - Initial conditions (first iteration) hardcoded ¥
here. YWn");

259 Tprimtf{moutputiog, = -- Will be replaced by socket before E+ reads it. #
L H

268 Frlush{myoutputLog) ;

261

262

263

254 return my_values; //Seems need to return allocated memory

265 } J/ End fmiInstamtiateslawve()

266

267 TmiStatus fmiInitializeSlave{fmiComponent c, fmiReal tstart, fmiBoolean ¥
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StopTimeDefined, fmiReal tStop)
268 |
269 Tprimtf{moutputiog, s fmiInitializeslave ¥
LU H

e

271 if (tstop - tStart > BGAGE)

7z {

273 isWarmupFlag = @;

z7a }

275

276 if (isWarmupFlag — 8)

277 {

Z78 fprintf{myoutputiog, "------ STARTING SOCKET COMMECTION ------ A T

27 f/ THIS IS SOCKET STUFF

238 struct sockaddr_in server;

281

282 Tprintf{myoutputiog, “Initializing Winsock...'\n™);

283 if (wsastartup(MAKEWORD{Z2, 2}, Bwsa} != @)

784 {

285 fprintf{myoutputiog, “Failed. Error Code : Xd", wsaGetLastError(});

286 Jireturn 13

287 }

2EB Fprintf{moutputiog, ~...Initialized.\n™);

25

208 fiCreate a socket

2o if ({5 = socket{AF INET, SOCK_STREAM; 8)) == INVALID SOCKET)

292 {

253 fprintf(myoutputiog, “Could not create socket : %d", wsAGetLastError ¥
(3);

299 }

205 Tprintf{myoutputiog, ~...Soccket crested.'\n™);

206

297 f/TP information

208 server.sin_addr.s addr = inet_adde({"192.168.56.181"); //ip address

299 server.sin_family = AF_INET;

L] server.sin_port = htons(6789); //port #

FE1

3|z ffconnect to remote server

383 if (commect(s, (struct sockaddr *)&server, sizeof(server)) < @)

384 i

3|5 Tprintf{myoutputiog, “connect errorin”);

386 fireturn 1;

387 }

388 Fprintf{moutputiog, ~...Connectedin™);

389 T

318 return fmioK;

311 } /7 End fmiZnitializesliave()

31z

313 fmiStatus fmiTerminateSlave(fmiComponent c)

314 {

315 return fmiow;

316 }
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317

318 TmiStatus fmiResetSlave(fmiComponent c)

31z {

32@ return fmiok;

3z}

322

e N e fmiFreeslaveInstance( )
_______________________________________ .y

3za ff mMaster FMU is done with the slave.

325 f
B e e e e e e e e e e e e e S e e o e e
_________________ -

326 wold fmifFreeSlaveInstance(fmiComponent c)

327 {

32B fprintf{myoutputiog, ~\r TmiFfresslaveInstance

n");

3zg ff frees remaining vars from memory

338 free(my_values);

31 freeElement{md); // frees modelDescription, md

33z

333 if (isWarmupFlag = 8)

334 {

335 primtf{"--- CLOSING COMMECTION ---%n");

336 fprint f{myoutputiog, ~--- CLOSING CONMECTION ---\n");

337

338 char message[1824];

339 sprintf{message, ~“TERMIMATE\rin\rin"};

348 if (send{s, message, strlen(message), @) < @)

341 {

342 fprintf{moutputiog, “Send failed\n™);

343 Jireturn 1;

344 }

345 Tprintf{myoutputiog, “Data Sent: Esin", message);

346 closesocket{s); // frees socket

347 WsaACleanup(); // cleans socket

348 }

349

358 felose({myoutputLog); ficloses output file

3s1 }

L - .

353 [/ DERIVIATIVES

354 f
B e e e e e e e e e e e e e S e e o e e
_________________ -

355 TmiStatus fmiSetRealInputbDerivatives{fmiComponent c, const fmivalueReference wr
[1.

356 size t nwr, const TmiTnteger order[], const fmiReal valus[])

357 {

358 return fmiError;

iss }

Ing

361 TmiStatus fmiGetRealoutputDerivatives(fmicomponent ¢, const TmivalueReference
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vrl]:
362 size ¥+ nvr, const fmiInteger order[], fmiReal value[])
363 {
364 return fmiError;
365 }
366
L et e e r
fmicancelstep{} ----- W'
IsE [/ STEPS
sz f ¥
R o e T e i e e ¥
_________________ *r
iTé TmiStatus fmiCancelstep{miComponent <)
371 {
372 return fmiError;
373}
iTa
375 TmiStatus fmiDostep(fmiComponent c, fmiReal currentCommunicationPoint,
IT6 fmiReal communicationStepsize, fmiBoolean newStep)
377 {
ire
3/ Fprimtf{moutputiog, s Tmibostep (X.8F sec) ¥
\n", currentCommunicationPoint);
388 unsigned int ij
381 for {1 = 1; i<5; +i)
382 {
383 Scalarvariable* myInst = getvariable(md, i, elm_Real); // pulls specific #
var from md
384 const char* thisvartiame = getMame(myInst); // gets name of var from md
385
386 Fprintf{moutputiog, ~“%d: =2f ------onu- ¥s'n™, i, my_values[i], ¥
thisvariame) ;
387 TFlush{myOutputiog) ;
388 ¥
3gg if (isWarmupFlag — @)
308 {
391 [/ SOCKET COMMECTION VARS
el char mySendMsg[2848], server_reply[2848];
IF3 int recv_size;
304 char buffer[2848];
395
305 fl =————— SEI’Id.iJ'Ig Data ——=—=—
397 Tprintf{myoutputiog, “<---------- sending Data ---------- *Wn");
308 pramtF{ - sending Data ---------- =\n");
3o9
4046 [/ btoops through all output vars into string to send
aE1 sprintf{mySendMsg, "UPDATE\r\nZ.8t\r\n", currentCommunicationPoint)) /f @
sets steart of outpoing messape with timestamp
482 for {1 =1; 1 < 3; +1) f/ TODO loop through all "input™ causalities
483 {
a4 Scalarvarizble* myInst = petvariable(md, i, elm Real); // pulls ¥

specific var from md
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AR5 const char* thisvariame = getName(myInst); // gets nams of var from #
md

ABG fprintf{myoutputiog, = Preparing to send ¥s as ®F\n", thisvarHame,
my_values[i]};

487 TFlush{myoutputLog);

A8 primtf{"Preparing to send ¥s as ¥F\n", thisvarMame, my values[i]);

agg sprimtf{mysendisg, "EskEs\rinEForin®, mysendMsg, thisvartiame, ¥
my_values[i]};

418 }

411 sprintf{mysendMsg, "¥s\rin”, mySendMsg); // adds final ‘rn to outgoing ¥

MES53EE

412 f send through socket command

213 if (send(s, mySendMsg, strlen(mySendMsg), @) < @)

414 {

415 Tprimtf{moutputiog, = Send fTailed\n");

416 printf{"Send failedyn");

417 return fmiError;

418 }

419 Fprimtf{moutputiog, = Data Semt!'\n™});

428 printF{"Data Sent!\n7});

am

42z ff == - Recieving Data ----------

423 fprintf{myoutputiog, “---------- » Recieving Data <---------- 7 H

424 pramtF{"---------- » Recieving Data <-------—--- AT H

425

425 if (myLineReader(s, server_reply, buffer) < @)

427 {

428 fprintf(myoutputiog, = Could not read line properly'\n™);

429 FTFlush{myoutputLog);

438 return fmiError;

431 }

432 Tprintf{myoutputiog, = Data Reciewed! \n");

433 FFlush{myoutputiog);

434 printf({"Data Recieved\n™);

435

436 f{ ----- Parsing recieved data sbring -----

437 char* thisHeading;

438 char* thisTimestring;

a3g char* thisvariame ;

448 char* thisvalue;

a1

442 nextStringIndex = 8;

443

434 fifinds header -- first expected value

445 thisHeading = getMextstring(buffer);

446 Fprintf{moutputiog, ™ Recieved Header as ¥s'n", thisHeading);

847 FFlushi{mpoutputiog);

448 printf{"Recieved Header as ¥s\n™, thisHeading);

44

458 if (!stromp(thisHeading, “SET™))

a51

452 fifinds time value -- second expected value
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453 thisTimestring = getmextstring(buffer);

454 int thisRecievedTime = atoi(thisTimesString); //converted string to ¥

inmt

455 fprintf{myoutputiog, © Recieved Time as Ed\n", thisRecievedTime);

456 Frlush{myoutputLog);

457 primtf{"Recieved Time as Ed\n", thisRecievedTime};

458

459 while { (thisvarMame = getMextString(buffer}) != "@'}) // wntil ¥

nothing is betwesn \rinirin

458 1{

451 [/ Expected variable Hame

452 [/ **update for thisvardame happens when testing while loop ¥
condition

453 fprintf{moutputiog, © Recieved ¥s =, thisvarName);

as4 Frlush{myoutputiog);

A5 printf{"Recieved ¥s =, thisVartame);

466

457 [f gets value reference

ARE Scalarvariable* myInst = petvariableByName(md, thisHeading);

462 int myvalRef = getvalueReference(myInst);

are

a7 [ Expected value

a7a thisvalue = getMextsString(buffer);

a73 float thisRecievedvalwe = atof{thisvalue); //corverted string to ¥
float

474 fprintf{moutputiog, “as ®Fin”, thisRecievedvalue};

475 FFlush{myoutputiLog);

476 printf{"as ¥'\n", thisRecievedvalue);

azr7

478 [f Replacing values

] my_values[myValRef] = thisRecievedvalue;

A8 fprintf{myoutputiog, = --New my_values[3d] = %¥f\n”~, mywalref, ¥
my_values[myvalref]);

481 Frlush{myoutputiog);

473 f/have condition if no matching wr

483 }

484 }

485 else if (thisHeading =— "NOUPDATE\G®")

aas {

487 Fprintf{myOutputiog, “HOUPDATEYn™);

AR primtf{ "HOUPDATENR"); ;

459 FFlush{myoutputLog);

A998 }

491 else

a8z {

453 fprintf{moutputiog, “Mo expected headers found'n™);;

ag4 Frlush{myoutputiog) ;

495 }

496 }

a7 return fmiok;

498 } // End fmiDoStep()

459
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588
SE1 !
___________________ .
82 /f FML STATUS FUNCTIONS
583 !
___________________ 7

584 Tmistatus fmiGetstatus({fmicomponent c, const fmistatuskind s, fmistatus* value)

585 {

586 return fmiError;

587 }

588

580 fmistatus fmisetRealstatus(fmicomponent c, const fmistatusiind s, fmiReal*
valug)

518 {

511 return fmiError;

512}

513

514 TmiStatus fmiGetInteperStatus(fmiComponent ¢, const fmistatuskind s, fmiInteger*
valuz)

515 f

516 return fmiError;

517 }

518

513 TmiStatus fmiGetBooleanStatus(fmiComponent ¢, const fmistatuskind s, fmiBoolean*
valug)

528 {

521 return fmiError;

522 }

523

524 TmiStatus fmiGetstringStatus{fmiComponent c, comst fmistatuskind s, fmiString*
valus)

525 |

526 return fmiError;

527}



Appendix D EnergyPlus Simple IDF Model

BasicHeatingSetpoint. idf
I-generator IDFEditor 1.49
I-Dption OriginalOrderTop UseSpecialFormat

I-NOTE: All comments with "!-' are ignored by the IDFEditor and are generated
automatically.
- Use "I' comments if they need to be retained when using the IDFEditor.
ZoneControl:Thermostat,
myZ1Thermo, |- Name
ZOME ONE, |- Zone or ZonelList Mame
ALWAYS 4, I- Control Type Schedule Name
Thermostatsetpolnt:Dualsetpoint, !- Control 1 Object Type
myDualSetpoint; I- Control 1 Mame
Thermostatsetpoint :Dualsetpoint,
myDualSetpoint, I- Name
mySstartHeating, I- Heating Setpoint Temperature Schedule Name
myStartCooling; I- Cooling Setpoint Temperature Schedule Name
RunPeriod,
myRunPeriod, I- Name
6, I- Begin Month
1, I- Begin Day of Month
6, I- End Month
2, I- End Day of Month
UsewWeatherrile, |- Day of Meek for Start Day
Yes, I- Use Weather File Holidays and Special Days
Yes, I- Use Weather File Daylight Saving Period
Mo, |- apply Weekend Holiday Rule
Yes, I- Use Weather File Rain Indicators
Yes, I- Use Weather File Snow Indicators
1, I- Number of Times Runperiod to be Repeated
Yes; I- Increment Day of week on repeat
ExternalInterface: FunctionalMockupUnitImport:From:Variable,
ZONE ONE, |- output:variable Index Key MName
Zone Air Temperature , I- gutput:variable Mame
Joe_ep_+mu.fFmu, I- FMU File Name
Joe_ep_fmu, I- FMU Instance HName
epsendZoneMeanAirTenp; I- FMU variable Name
ExternalInterface,

FuncticnalMockupUnitImport; [- Mame of External Interface

ExternalInterface: FunctionalMockupinitImport,

Joe_ep_fmu.fmu, I- FMU File Mame

a, - FMU Timeout {ms}

1; |- FMU Loggingim
Page 1
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ExternalInterface: FunctionalMockuplnitImport:From:variable,

Environment, I- putput:variable Index Key Mame

Site outdoor Air Drybulb Temperature , |- Output:variable MName

Joe_ep_fmu.fmu, I- FMU File Name

Joe_ep_fmu, I- FMU Instance Name

epsendoutdoorAirTemp; I- FMU Variable Name
ExternalInterface: FunctionalMockupUnitImport:To:Schedule,

mystartHeating, I~ Name

myTemps, I- Schedule Type Limits Mames

Joe_ep_+mu.fmu, I- FMU File Name

Joe_ep_fmu, I- FMU Instance MName

epeetstartHeating, I- FMU variable name

17; I- Initial value
ExternalInterface: FunctionalMockupUnitImport:To:Schedule,

mystartCooling, I- Name

myTemps, I- Schedule Type Limits Names

Joe_ep_+mu.Fmu, I- FMU File Name

Joe_ep_fmu, |- FMU Instance Name

epeetstartCooling, I- FMU Variable Hame

34; I- Initial value
ScheduleTypeLimits,

myTemps, I- Name

3 I- Lower Limit value

: I- Upper Limit Value

Continuous, |- Numeric Type

Temperature; I- Unit Type

Introduction to EnergyPlus - Exercise 1A

Building: Fictional 1 zone building with lightweipght walls and 2 windows.
8m x &m x 2.7m high, long side facing N and 5
28C heating, 24C cooling

Internal: None.

System: Purchased Air.

Plant: None.

Environment: Chicago, IL, UsA, Summer and Winter desipn days

version,8.7;

Building,
Exercise 1A, I~ HName
8.8, I- Morth Axis {deg}
Country, I- Terrain

Page 2
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8.84, |- Loads Convergence Tolerance Value
8.4, |- Temperature Convergence Tolerance Value {deltaC}
Fullinteriorandexterior, !- Solar Distribution
3 |- Maximum Number of Warmup Days
&; I- Minimum Number of Warmup Days
Timestep,2;

surfaceConvectionAlgorithm: Inside, TARP;
SurfaceConvectionAlgorithm: outside, TARP;
HeatBalancealgorithm, ConductionTransferFunction;

ShadowCalculation,

AverageoverDaysInFrequency, !- Calculation method

28; |- Calculation Fregquency
SimulationControl,

Mo, I- Do Zone Sizing Calculation

NOo, I- Do system Sizing Calculation

NO, I- Do Plant 5izing Calculation

Yes, I- Run Simulation for Sizing Periods

Yes; I- Run Simulation for weather File Run Periods
Site:Location,

CHICAGD _TL_USA THMYZ-94846, [- MName

41.72068, I- Latitude {deg}

-87.75088, |- Longitude {deg}

-6, 020608 , I- Time Zone {hr}

158 . e ; I- Elevation {m}

I CHICAGD IL_USA Heating 99.6%, MaxDB= -21.20 Wind Speed= 4.60 Wind Dir= 278.8@
SizingPericd:DesignDay,
CHICAGD_IL_USA Heating 99.6% Conditions, [- Mame

1, I- mMonth

21, |- Day of Month

WinterDesignDay, I- Day Type

-21. 20888, |- Maximum Dry-Bulb Temperature {C}

8.8, I- Daily Dry-Bulb Temperature Range {deltaC}

3 I- Dry-Bulb Temperature Range Modifier Type

, |- Dry-Bulb Temperature Range Modifier Day Schedule
Name

wWetbulb, I~ Humidity Condition Type

-21.20008, |- Wetbulb or DewPoint at Maximum Dry-Bulb {C}

» I- Humidity Condition Day Schedule Name

, |- Humidity Ratio at Maximum Dry-Bulb
{kgWater/kgDryair}

E I- Enthalpy at Maximum Dry-Bulb {3/kg}

4 I- Daily Wet-Bulb Temperature Range {deltac}

99863.21, |- Barometric Pressure {Pa}
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4. GBR00E, I- wind speed {m/s}

278.0008, I- Wind Direction {deg}

Ho, I- Rain Indicator

No, |- Snow Indicator

No, I- Daylight saving Time Indicator
ASHRAEC1earsSky, I- Splar Model Indicator

3 I- Beam Solar Day Schedule Mame

F I- Diffuse Ssolar Day Schedule Name

2 |- ASHRAE Clear Sky Optical Depth for Beam Irradiance
(taub) {dimensionless}
, I- asHRAE Clear sky optical pepth for Diffuse
Irradiance (taud) {dimensionless}
8.8; I- sky Clearness

Site:GroundTemperature:BuildingSurface,18.3,18.2,18.3,18.4,20.1,22.8,22,3,27.5,22 .5,
?8.7,18.9,18.5;

Material,

PLASTERBOARD-1, I~ Name

Mediumsmooth, I- Roughness

8.812688, I- Thickness {m}

8. 16808, I- Conductivity {W/m-K}

058,068, I- Density {kg/m3}

248,88, I- specific Heat {3/kg-K}

8. 908088 , I. Thermal Absorptance

8. cB0e0a , |- Splar Absorptance

8. cEae0a ; I- visible Absorptance
Material,

FIBERGLASS QUILT-1, I- Name

Rough, |- Roughness

8.866, I- Thickness {m}

8,848, I- Conductivity {W/m-K}

12,8088, I- pensity {kg/m3}

848 .88, I- specific Heat {1/kg-K}

[ I- Thermal Absorptance

8. cB0e0a I- splar Absorptance

8, CBOa0a | I- wisible absorptance
Material,

WODD SIDING-1, I~ HName

Rough, |- Roughness

8. 889688, I- Thickness {m}

8. 14800, |- Conductivity {W/m-K}

530.808, I- pensity {kg/m3}

988 .88, I- Specific Heat {1/kg-K}

8. 98B , |- Thermal Absorptance

2., eoeea, I- Splar Absorptance
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8.600000;

Material,
FLASTERBOARD-2 ,
Rough,

B.81608,
8. 16888,
958,868,
840.08,
8. 906888,
8. 600008,
8. 680008

Material,
FIBERGLASS QUILT-2,
Rough,
B8.1118,
8.848,
12,868,
848,08,
B.980008,
8.600008,
2. 600000 ;

Material,
ROOF DECE,
Rough,
8.81988,
8.14888,
538.888,
980,88,
8. 968888,
8. 606888,
8. 660080

Material,
HF-C5,
MediumRough,
B.1815088,
1.729688,
2243.868,
837.8008,
8. 5060008,
B.6588088,
B. 6500008

Censtruction,
LTHALL,

BasicHeatingSetpoint. idf

i:

Visible Absorptance

Name

Roughness

Thickness {m}
Conductivity {W/m-K}
pensity {kg/m3}
cpecific Heat {J1/kg-k}
Thermal Absorptance
Solar Absorptance
Visible Absorptance

Name

Roughness

Thickness {m}
Conductivity {W/m-K}
Density {kg/m3}
specific Heat {1/kg-K}
Thermal Absorptance
solar Absorptance
Visible Absorptance

Name

Roughness

Thickness {m}
Conductivity {W/m-K}
pensity {kg/m3}
cpecific Heat {3/kg-K}
Thermal Absorptance
Solar Absorptance
Visible Absorptance

Name

Roughness

Thickness {m}
Conductivity {W/m-K}
pensity {kg/m3}
specific Heat {1/kg-K}
Thermal Absorptance
Solar Absorptance
Visible Absorptance
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WOOD SIDING-1, I- putside Layer

FIBERGLASS QUILT-1, I- Layer 2
PLASTERBOARD-1; I- Layer 3
Construction,
LTFLOOR, [~ Name
HF-C5; I- putside Layer
Construction,
LTROOF, I- Mame
ROOF DECK, I- putside Layer
FIBERGLASS QUILT-2, I- Layer 2
PLASTERBOARD-2 ; I- Layer 3
Zone,
ZONE ONE, - Mame
a, I- Direction of Relative Morth {deg}
e, 8, a, I- X,¥,2 {m}
1, L- Type
1, I- multiplier
2.7888, I- Ceiling Height {m}
129.6; I- volume {m3}
GlobaleeometryRules,
UpperLeftCorner, I- starting vertex Position
Counterclockwise, |- vertex Entry Direction
WorldCoordinateSystem; I- Coordinate System
Buildingsurface:Detailed,
SURFACE NORTH, I- Name
Wall, |- surface Type
LTWALL, I- Construction Hame
ZOME ONE, I- Zone Name
outdoors, |- putside Boundary Condition
- I- gutside Boundary Condition Object
SunExposed, |- Sun Exposure
WindExposed, I- Wind Exposure
8.58, I- view Factor to Ground
4, I- Number of Vertices
8.88, 6.88, 2.78, I- X,¥,2 1 {m}
8.80, 6.088, 8, - X,Y,Z 2 {m}
8, .88, 8, I- X,Y,Z 3 {m}
8, 6.88, 2.78; I- X,Y,2 4 {m}
BuildingSurface:Detailed,
ZONE SURFALCE EAST, I~ HName
wWall, I - surface Type
LTHALL, I- Construction Name
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ZONE OMNE,
outdoors,

¥

SunExposed,
WindExposed,
8.58,

4,

g.e0, 9, 2.78,
g.88, 8, 8,
B.88, 6.80, @,
B.08, .88, 2.78;

Buildingsurface:Detalled,

ZONE SURFACE SOUTH,
Wall,

LTHALL,

ZONE ONE,

outdoors,

p ]

SunExposed,
WindExposed,
8.58,

4,

e, a, 2.78,
a8, a, a,
B.88, 8, B,
B.e@, B8, 2.78;

Buildingsurface:Detailed,

ZONE SURFACE WEST,
Wall,

LTWALL,

ZONE ONE,
outdoors,

E ]
SunExposed,
WindExposed,
8.58,

4,
8, 6.88, 2.78,
8, 6.88, 8,
e, 8, 8,

e, 8, 2.78;

Buildingsurface:Detailed,

ZONE SURFACE FLODOR,
Floor,
LTFLOOR,

BasicHeatingSetpoint. idf

i:
-
E
I-
1.
=
I

1=

Zone Mame

Outside Boundary Condition
outside Boundary Condition object

Sun Exposure

Wind Exposure

View Factor to Ground

Number of vertices
I- X,Y,Z 1 {m}
- ¥,¥,Z 2 {m}
I- X,Y,2 3 {m}
- X,¥,Z % {m}

Mame

surface Type
Construction Name
Zone MName

Outside Boundary Condition
Qutside Boundary Condition Object

Sun Exposure

Wind Exposure

View Factor to Ground

Number of Vertices
- X,Y,Z 1 {m}
I- x,v,Zz 2 {m}
I- X,Y,Z 3 {m}
- X,Y,Z 24 {m}

Hame

Surface Type
Construction MName
Zone Name

Outside Boundary Condition
Qutside Boundary Condition Object

Sun Exposure

Wind Exposure

View Factor to Ground
Number of Vertices

- XY, 1 {m}
- X,Y,2 2 {m}
I- XY,z 3 {m}
I- XY, 4 {m}
Name
surface Type

Construction Name
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ZOME OME, I- Zone Name

Ground, I- gutside Boundary Condition

P I- putside Boundary Condition object

HoSun, |- Sun Exposure

NoWind, I- Wind Exposure

a, I- View Factor to Ground

4, I- Number of Vertices

e, 8, a, I- X,Y,Z 1 {m}

8, 6.88, 8, - ¥,¥,Z 2 {m}

B.88, .80, @, I- X,Y,2 3 {m}

B.08, 8, 8; - X,¥,Z % {m}
Buildingsurface:Detalled,

ZONE SURFACE ROOF, |- Name

Roof, I- surface Type

LTROOF , |- Construction Mame

ZONE ONME, I- Zone Name

outdoors, I- ogutside Boundary Condition

i |- gutside Boundary Condition Object

SunExposed, I- Sun Exposure

WindExposed, |- Wind Exposure

a, I- view Factor to Ground

4, I- Number of Vertices

8, 6.88, 2.78, - X,Y,Z 1 {m}

e, e, 2.78, I- x,v,Zz 2 {m}

g.88, 8, 2.78, I- X,Y,Z 3 {m}

8.88, 5.88, 2.78; - X,Y,Z 24 {m}
ScheduleTypeLimits,

Any Mumber; I- Name
Schedule:Compact,

ALWAYS 4, - Mame

Any MNumber, |- Schedule Type Limits MName

Through: 12/31, I- Field 1

For: AllDays, I- Field 2

until: 24:88, 4; I- Field 4
Schedule:Compact,

ALMAYS 28, I- Mame

Any Number, I- schedule Type Limits Mame

Through: 12/31, I- Field 1

For: AllDays, I- Field 2

until: 24:e8, 28; I- Field 4
Schedule:Compact,

ALHWAYS 24, |- Name

Any Mumber, I- Schedule Type Limits Name
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BasicHeatingSetpoint. idf

Through: 12/31, I- Field 1
For: AllDays, I- Field 2
until: 24:88, 24; I- Field 4

ZoneHVAC : EquipmentConnections,

ZONE OHNE, I- Zone MName
ZOME OME Equipment, I- Zone Conditioning Equipment List Name
ZONE ONE Supply Inlet, I- Zone Air Inlet Mode or MNodelist Mame
% I. Zone Air Exhaust Mode or Modelist Mame
ZOME ONE Zone Air Mode, !- Zone Air Node Mame
ZONE ONE Return Outlet; |- Zone Return Air Node MName
ZoneHVAC: EquipmentList,
ZONE ONE Equipment, I - Mame
ZoneHVAC : Ideal LoadsAirsystem, !- Zone Equipment 1 Object Type
ZONE ONE Purchased Air, !- Zone Equipment 1 Mame
1, I- Zone Equipment 1 Cooling Seguence
1 H I- Zone Equipment 1 Heating or No-Load Sequence

ZoneHVAC : Ideal LoadsAirsystem,

ZOME ONE Purchased Air, !- Name

3 I- Availability Schedule Name

ZOME OME Supply Inlet, I- Zone Supply Air Node Name

= |- Zone Exhaust Air Node Name

5@, I- Maximum Heating Supply Air Temperature {C}

13, |- Minimum Cooling Supply Air Temperature {C}

8.815, I- Maximum Heating Supply Air Humidity Ratio
{kgWater/kgDryAir}

8.81, |- Minimum Cooling Supply Air Humidity Ratio
{kgWater/keDryAir}

MNoLimit, I- Heating Limit

3 I- Maximum Heating Air Flow Rate {m3/s}

3 I- Maximum Sensible Heating Capacity {W}

MNoLimit, I- Cooling Limit

2 I- Maximum Cooling Air Flow Rate {m3/s}

i I- Maximum Total Cooling Capacity {W}

& I- Heating Availability Schedule Name

3 I- Cooling Availability Schedule Hame

ConstantSupplyHumidityRatio, |- Dehumidification Control Type

3 I- Cooling Sensible Heat Ratio {dimensionless}

ConstantsupplyHumidityRatio, !- Humidification Control Type

3 I- pesign Specification Outdoor Air object Mame

» I- putdoor Air Inlet Node Name

, |- pemand Controlled ventilation Type

3 |- putdoor Air Economizer Type

; I- Heat Recovery Type

o I- sensible Heat Recovery Effectiveness {dimensionless}

H I- Latent Heat Recovery Effectiveness {dimensionless}
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Thermostatsetpolint :Dualsetpoint,

office Thermostat Dual 5P Control, [- Mame
ALWAYS 28, I- Heating Setpoint Temperature Schedule Name
ALHAYS 24; I- Cooling Setpoint Temperature Schedule Name

output:variable,*,5ite Outdoor Air Drybulb Temperature,Timestep;
Qutput:variable,*,Zone Air Temperature,Timestep;

output :Surfaces :Drawing,DXF;

output:Constructions,Constructions;

output :variablepictionary,Regular;
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Appendix E EnergyPlus FMU Incorporated IDF Model

epToHLA. idf
| -Generator IDFEditor 1.49
I-pption OriginalOorderTop UseSpecialFormat

I-NOTE: All comments with "!-' are ignored by the IDFEditor and are generated
automatically.
I- Use "1' comments if they need to be retained when using the IDFEditor.

output :variable,mystartCooling,Schedule Value ,Timestep;
output :variable,mySstartHeating,Schedule Value,Timestep;
Qutput :Meter ,Heating: EnergyTransfer:Zone:ZONE OME ,Timestep;
output :Meter,Cocling: EnergyTransfer:Zone :ZONE OME ,Timestep;

ZoneControl : Thermostat,

myZ1lThermo, |- Name
ZONE ONE, I- Zone or ZonelList Mame
ALWAYS 4, |- Control Type Schedule Mame
ThermostatSetpoint:DualSetpoint, !- Control 1 Object Type
myDualSetpoint; I- Control 1 MName
Thermostatsetpoint :Dualsetpoint,
myDualsSetpoint, I- Name
mySstartHeating, I- Heating Setpoint Temperature Schedule Name
myStartCooling; I- Cooling Setpoint Temperature Schedule Name
RunPeriod,
myRunPeriod, I- Name
6, I- Begin Month
1, I- Begin Day of Month
6,y !~ End Month
2, I- End Day of Month
Usedeatherrile, I- Day of Week for Start Day
Yes, I- Use Weather File Holidays and Special Days
Yes, I- Use weather File Daylight Saving Period
MO, I- Apply Weekend Holiday Rule
Yes, I- use Weather File Rain Indicators
Yes, I- Use Weather File Snow Indicators
1, I- Number of Times Runperiod to be Repeated
Yes; I- Increment Day of wWeek on repeat

ExternalInterface: FunctionalMockupUnitImport:From:variable,

ZONE ONE, I- putput:variable Index Key MName

Zone Air Temperature , |- putput:variable Mame

Joe_ep_fmu.fmu, I- FMU File Mame

Joe_ep_fmu, I- FMU Instance Mame

epsendZoneMeanAirTemp: I- FMU Variable Name

Externalinterface,

Functicnal®ockupUnitImport; !- Mame of External Interface
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ExternalInterface: FunctionalMockupUnitImport,

Joe_ep_fmu. fmu, - FMU File Mame

a, I- FMU Timeout {ms}

1; I- FMU Logging0n
ExternalInterface: FunctionalMockupUnitImport:From:variable,

Environment, I- putput:variable Index Key Mame

Site Outdoor Air Drybulb Temperature , |- Output:variable MName

Joe_ep_+fmu.fmu, I- FMU File Mame

Joe_ep_fmu, I- FMU Instance Mame

epsendoutdoorairTemp; I- FMU variable Name
ExternalInterface: FunctionalMockupUnitImport:To:Schedule,

myStartHeating, I- Mame

myTemps, |- Schedule Type Limits Mames

Joe_ep_fmu.fmu, I- FMU File Name

Joe_ep_fmu, I- FMU Instance Mame

epeetstartHeating, I- FMU Variable Mame

17; I- Initial value
ExternalInterface: FunctionalMockupUnitImport:To:Schedule,

mystartCooling, I- Name

myTemps, I- Schedule Type Limits Mames

Joe_ep_fmu. fmu, I- FMU File Mame

Joe_ep fmu, |- FMU Instance Mame

epGetstartCooling, I- FMU Variable Name

38; I- Initial value
scheduleTypeLimits,

myTemps, |- Name

3 I- Lower Limit value

R I- Upper Limit value

Continuous, I- Numeric Type

Temperature; I- Unit Type

Introduction to EnergyPlus - Exercise 1A

I

!

| Building: Fictional 1 zone building with lightweight walls and 2 windows.
I 8m x 6m x 2.7m high, long side facing M and S

I 28C heating, 24C cooling

| Internal: Mone.

I system: Purchased air.

I Plant: None.

I Envirconment: Chicago, IL, USA, Summer and Winter design days

1
1

version,B.7;
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epToHLA, 1df

Building,
Exercise 1A, I- Mame
8.8, I- North Axis {deg}
Country, I- Terrain
8.4, I- Loads Convergence Tolerance Value
8.4, I- Temperature Convergence Tolerance value {deltaC}

FullinteriorandExterior, !- sSolar Distribution
. I- Maximum Mumber of Warmup Days
6} I- Minimum Mumber of Warmup Days

Timestep,4;

surfaceConvectionAlgorithm: Inside, TARP;
SurfaceConvectionalgorithm: outside, TARP;
HeatBalanceAlgorithm, ConductionTransferfunction;

ShadowCalculation,
AverageoverDaysInFreguency, !- Calculation method
28; |- Calculation Frequency
SimulationControl,
Mo, I- Do Zone Sizing Calculation
MO, I- Do System Sizing Calculation
MO, I- Do Plant Sizing Calculation
Yes, I- Run Simulation for Sizing Periods
Yes; I- Run Simulation for Weather File Run Periods

Site:Location,

CHICAGD_IL_USA TMYZ-94846, |- Mame
41.786868, I- Latitude {deg}
-87.75008, |- Longitude {deg}
-6, 00008, I- Time Zone {hr}
196, a8 ; I- Elevation {m}

I CHICAGD IL_USA Heating 99.6%, MaxDB= -21.20 Wind Speed= 4.68 Wind Dir= 278.00
SizingPeriod:DesignDay,

CHICAGD_IL_USA Heating 99.6% Conditions, - MName
1, I- mMonth
21, |- pay of Month
WinterDesignlay, I- Day Type
-21. 20088, I- Maximum Dry-Bulb Temperature {C}
8.8, |- Daily Dry-Bulb Temperature Range {deltaC}
3 I~ Dry-Bulb Temperature Range Modifier Type
¥ |- Dry-Bulb Temperature Range Modifier Day Schedule
Name
wWetbulb, I- Humidity Condition Type
-21. 28008, I- Wetbulb or DewPoint at Maximum Dry-Bulb {C}
3 I- Humidity Condition Day Schedule MName
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epToHLA,. 1df
I- Humidity Ratio at Maximum Dry-Bulb

L]
{kgWater/kgDryAir}
R I- Enthalpy at Maximum Dry-Bulb {J/kg}
s |- Daily Wet-Bulb Temperature Range {deltaC}
99963.21, |- parometric Pressure {Pa}
4. 60008 , I- Wind Speed {m/s}
278.0008 , I- Wind Direction {deg}
Ho, I- Rain Indicator
Ho, I- Snow Indicator
No, I- Daylight saving Time Indicator
ASHRAEClearsky, I- Splar Model Indicator
: I- Beam Solar Day Schedule Name
F I- Diffuse Solar Day Schedule MName

7 |- ASHRAE Clear sky Optical Depth for Beam Irradiance
(taub) {dimensionless}
P |- ASHRAE Clear Sky Optical Depth for Diffuse
Irradiance (taud) {dimensionless}
8.8; I- sky Clearness

Site:GroundTemperature: BuildingSurface,18.3,18.2,18.3,18.4,20.1,22.8,22,3,22,5,22.5,
26.7,1B8.9,18.5;

Material,

PLASTERBDARD-1, I~ Name

Mediumsmooth, I- Roughness

@.81280, I- Thickness {m}

8. 168088, I- Conductivity {W/m-K}

958. 888, I- pensity {kg/m3}

248 .88, I- Specific Heat {J/kg-K}

8.900808 , I- Thermal Absorptance

8. eB0e0a , |- solar Absorptance

8. co0008 ; I- visible Absorptance
Material,

FIBERGLASS QUILT-1, I- MName

Rough, |- Roughness

8.866, I- Thickness {m}

8,848, I- Conductivity {W/m-K}

12,808, I- Density {kg/m3}

246 . B, I- Specific Heat {J/kg-K}

&.908008 , I- Thermal Absorptance

8. 600008 , |- splar Absorptance

8. EB050a ; I- visible absorptance
Material,

WODD SIDING-1, I- HName

Rough, |- Roughness

8, 88988 , I- Thickness {m}
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8.14880, I- Conductivity {W/m-K}

530, B0, I- pensity {kg/m3}

080 . 88, I- specific Heat {1/kg-K}

8. 908808 , |- Thermal Absorptance

8. 600808 , I- splar Absorptance

8. 600008 ; I- visible absorptance
Material,

PLASTERBDARD-2 , |- MName

Rough, I- Roughness

8.81888, I- Thickness {m}

8.16008, I- Conductivity {W/m-K}

958,868, I- pensity {kg/m3}

849.08, I- specific Heat {3/kg-K}

8. 908008 , I- Thermal Absorptance

8. 688008 , I- splar Absorptance

8. 600008 ; I- visible absorptance
Material,

FIBERGLASS QUILT-2, I- Mame

Rough, |- Roughness

@.1118, I- Thickness {m}

8.848, I- Conductivity {wW/m-K}

12,868, I- Density {kg/m3}

848.88, I- specific Heat {J/kg-K}

8. 980008 , |- Thermal absorptance

8. GO0 , I- Splar Absorptance

B. G000 ; I- visible aAbsorptance
Material,

RODF DECK, |- Name

Rough, I- Roughness

8.81388, I- Thickness {m}

8. 14806, I- Conductivity {W/m-K}

539.860, I- pensity {kg/m32}

9P . B8, I- specific Heat {J/kg-K}

8. 900008 , I- Thermal Absorptance

8, Eo0a0a , I- Splar Absorptance

8. 600008 ; I- visible aAbsorptance
Material,

HF-C5, - Mame

MediumRough, I- Roughness

8,1815668, I- Thickness {m}

1.729:88, I- Conductivity {W/m-K}

2243068, I- pensity {kg/m3}

837.60808, - specific Heat {J/kg-¥}

8, 9008808 , I- Thermal Absorptance
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8, 6500088 ,
B. 6500808 ;

Construction,
LTWALL,
WOOD SIDING-1,
FIBERGLASS QUILT-1,
PLASTERBOARD-1;

Construction,
LTFLOOR,
HF-C5;

Construction,
LTROOF,
RODF DECK,
FIBERGLASS QUILT-2,
PLASTERBOARD-2 ;

1,
2.7688,
129.6;

GlobalGeometryRules,
UpperLeftCorner,
Counterclockwise,
WorldCoordinateSystem;

BuildingSurface:Detailed,
SURFACE NORTH,
Wall,
LTHALL,
ZONE ONE,
outdoors,

i ]
SuneExposed,
WindExposed,
8.58,

J=
i

i
-

epToHLA. 1df
Solar Absorptance
Visible Absorptance

Name
Outside Layer
Layer 2

Layer 3

Name
Outside Layer

Name
outside Layer
Layer 2

Layer 3

Name

Direction of Relative Morth {deg}

- X, ¥,Z {m}
Type
Multiplier
Ceiling Height {m}
Volume {m3}

starting vertex Position
Vertex Entry Direction
Coordinate System

Name

surface Type
Construction Name
Zone Name

Qutside Boundary Condition
Outside Boundary Condition Object

Sun Exposure

Wind Exposure

View Factor to Ground

Number of Vertices
I- X,Y,Z 1 {m}
- ¥,¥,Z 2 {m}
- ¥,¥,Z 3 {m}
I- X,¥,Z 4 {m}
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BuildingSurface:Detailed,

ZONE SURFACE EAST, I- MName

Wall, |- Surface Type

LTWALL, I- Construction MName

ZOME ONE, I- Zone MName

outdoors, I- putside Boundary Condition
i I- putside Boundary Condition Object
SunExposed, I- Sun Exposure

WindExposed, I- Wind Exposure

8.58, I- view Factor to Ground

4, I- Number of vertices

g.80, 8, 2.78, I- ¥,Y,Z 1 {m}
g.08, 8, 8, - X,Y,Z 2 {m}
8.88, 6.88, 8, - %,Y,Z 3 {m}
B.88, .88, 21.78; I- X,¥,Z 4 {m}

BuildingSurface:Detailed,

ZONE SURFACE SOUTH, |- Name

wWall, I- surface Type

LTHALL, I- Construction Mame

ZONE ONE, I- Zone Mame

outdoors, I- putside Boundary Condition
7 I- putside Boundary Condition Object
SunExposed, I- Sun Exposure

WindExposed, |- Wind Exposure

8.58, I- View Factor to Ground

4, I- Number of Vertices

8, 8, 2.78, I- X,Y,Z 1 {m}
8, 8, a, I- X,7,Z 2 {m}
g.88, 8, 8, I- X,¥,Z 3 {m}
g.88, 8, 2.78; - X,Y,Z 4 {m}

BuildingSurface:Detailed,

ZONE SURFACE WEST, I- MName

Wall, I- Surface Type

LTWALL, I- Construction Mame

ZONE ONE, I- Zone Name

outdoors, |- putside Boundary Condition
B I- putside Boundary Condition Object
SuneExposed, I- Sun Exposure

WindExposed, |- Wind Exposure

8.58, I- view Factor to Ground

4, |- Number of vertices

8, 6.88, 2.78, I- X,Y,Z 1 {m}
8, 6.88, 8, - ¥,¥,Z 2 {m}
8, 8, 8, - ¥,¥,Z 3 {m}
8, 8, 2.78; I- X,¥,Z 4 {m}

Page 7



epToHLA, 1df

BuildingSurface:Detailed,

ZONE SURFACE FLDOR, I- MName

Floor, |- Surface Type

LTFLOOR, I- Construction MName

ZOME ONE, I- Zone MName

around, I- putside Boundary Condition
; I- putside Boundary Condition Object
HoSun, I- Sun Exposure

NowWind, I- Wind Exposure

a, I- view Factor to Ground

4, I- Number of vertices

8, 8, a8, I- ¥,Y,Z 1 {m}
8, .88, 8, - X,Y,Z 2 {m}
8.88, 6.88, 8, - %,Y,Z 3 {m}
g.88, 8, B; I- X,¥,Z 4 {m}

BuildingSurface:Detailed,

ZONE SURFACE ROOF, |- Name

Roof, I- surface Type

LTROOF, I- Construction Mame

ZONE ONE, I- Zone Mame

outdoors, I- putside Boundary Condition

7 I- putside Boundary Condition Object

SunExposed, I- Sun Exposure

WindExposed, |- Wind Exposure

a, I- View Factor to Ground

4, I- Number of Vertices

8, .88, 2.78, I- X,Y,Z 1 {m}

8, 8, 2.78, I- X,7,Z 2 {m}

g.088, 8, 2.70, I- X,¥,Z 3 {m}

8.88, 5.88, 2.78; - X,Y,Z 4 {m}
ScheduleTypelLimits,

Any Mumber; I- Mame

Schedule: Compact,

ALHAYS 4, - Name

Any Number, I- Schedule Type Limits Mame
Through: 12/31, I- Field 1

For: Allbays, I- Field 2

until: 24:88, 4; I- Field 4

Schedule: Compact,

ALWAYS 28, - Name

Any Wumber, I- Schedule Type Limits Mame
Through: 12/31, I- Field 1

For: AllDays, I- Field 2
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until: 24:e88, 28; I- Field &
Schedule: Compact,
ALMAYS 24, - Mame
Any Mumber, I- Schedule Type Limits Name
Through: 12731, I- Field 1
For: AllDays, I- Field 2
until: 24:e8, 24; I- Field 4
ZoneHVAC : EquipmentConnections,
ZONE ONE, |- Zone Name
ZOME OME Equipment, I- Zone Conditioning Equipment List Name
ZONE ONE Supply Inlet, I- Zone Air Inlet Mode or Nodelist Mame
% |- Zone Air Exhaust Mode or ModelList Mame
ZOME ONE Zone Air Mode, !- Zone Air Node Mame
ZOME ONE Return Outlet; !- Zone Return Air Node Name
ZoneHVAC : EquipmentList,
ZOME OME Equipment, L~ Name
ZoneHVAC : Ideal LoadsAirsystem, !- Zone Equipment 1 Object Type
ZOME OME Purchased Air, !- Zone Equipment 1 Mame
1, I- Zone Equipment 1 Cooling Seguence
1 - I- Zone Equipment 1 Heating or No-Load Sequence

ZoneHVAL : IdealLoadsAirsystem,

ZOME ONE Purchased Air, !- Name
3 I- Availability Schedule Name
ZOME ONE Supply Inlet, |- Zone Supply Air MNode MName
T |- Zone Exhaust Air Node Name
5a, I- Maximum Heating Supply Air Temperature {C}
13, I- Minimum Cooling Supply Air Temperature {C}
8.815, I- Maximum Heating Supply Air Humidity Ratio
{kgrater/keDryAir}
8.81, I- Minimum Cooling Supply Air Humidity Ratio
{kgWater/keDryAir}
MNoLimit, I- Heating Limit
3 I- Maximum Heating Air Flow Rate {m32/s}
3 I- Maximum Sensible Heating Capacity {W}
MNoLimit, I- Cooling Limit
P I- Maximum Cooling Air Flow Rate {m3/s}
F I- Maximum Total Cooling Capacity {wW}
K |- Heating Availability Schedule Name
» I- Cooling Availability sSchedule Mame
ConstantSupplyHumidityRatio, !- Dehumidification Control Type
3 I- Cooling Sensible Heat Ratio {dimensionless}
ConstantsupplyHumidityRatio, !- Humidification Control Type
4 |- pesign Specification Outdoor Air Object Mame
» I- putdoor Air Inlet Node Name
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I- Demand Controlled ventilation Type
|- Outdoor Air Economizer Type
I- Heat Recovery Type
|- Sensible Heat Recovery Effectiveness {dimensionless}
I- Latent Heat Recovery Effectiveness {dimensionless}

ThermostatSetpoint :pualsetpoint,

Office Thermostat Dual SP Control, [- Mame
ALHAYS 28, |- Heating Setpoint Temperature Schedule Name
ALMAYS 24; I- Cooling Setpoint Temperature Schedule Name

Qutput:variable,*,5ite Outdoor Air Drybulb Temperature,Timestep;
output:variable,*,Zone Air Temperature,Timestep;

output :surfaces:Drawling,DXF;

output:Constructions,Constructions;
output:variablebictionary,Regular;
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Appendix F FMU XML File

<?mml version="1.0"7>

<fmiModelDescription
fmiVersion="1_0"
modelHame="Fo= ep fom"
modelldentifier="Joe ep Fom"
guid="{818642F1-D7D04-4DCT7-8549-5546862454199} "
rariablelami ngConrention="struotured"”
numberQ0fContinuonsStates="0"
numherffErentIndicators="0">
<!—— Hawe to be same as the name in C code——>

“ModelVariabless:
<dcalazVariable
name="epSendfoneMeanfi > Temn "
valueReference="1"
causality="inpmt">

<!—— pame has to match E+ "FMU Variable Hame™
he= IneReference must be unigue —>
<!— input/foutput toffrom the =lave —>
<Beal /=
<f8calarVariable>
“<dcalazVariable

name="epSendintdoocrfi rTemng "
valueReference="2"
caunsality="ingpmt">
<Bemal [=
<f8calarVariable>
<BcalarVariable
name="epGetSitartHeating”
ralusRafarapnc=="3"
causality="output":>
<Bmal /=
<f8calarVariable>
<dcalarVariable
name="epGetStartCooling"”
ralueReference="4"
causality="onbpot":
<Beal [
<f8calarTariable>
< /ModelVariahles>

<Implems=ntation>
«<Codimulation Standhlones

“Capabilities canBelnstantiatedinlylncePerProcess="trn="

canMotUsedemoryManagenentFanctions="true" /=
<fCoSimulation StandAlones:
< /Implementations>
«ffmiModel Description>
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