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Abstract 

Smouldering combustion is defined as a flameless oxidation reaction occurring on the surface 

of the condensed phase (i.e., solid or liquid). Traditional research on smouldering was related 

to economic damages, fire risk, and death, due to the release of toxic gases and slow 

propagation rates. Recently, smouldering has been applied as an intentional, engineering 

technology (e.g., waste and contaminant destruction). Smouldering involves the transport of 

heat, mass, and momentum in the solid and fluid phases along with different chemical 

reactions. Therefore, numerical models are essential for the fundamental understanding of the 

process. Smouldering models either neglected heat transfer between phases (i.e., assumed local 

thermal equilibrium) or employed heat transfer correlations (i.e., under local thermal non-

equilibrium conditions) not appropriate for smouldering. Thus, the first step of this thesis was 

to develop and validate a new heat transfer correlation for air flowing through hot sand at 

conditions appropriated to smouldering. The new correlation was reliable and predicted well 

heat transfer between phases. The second step was to apply the new correlation along with 

appropriate chemistry into a one-dimensional model. The model was calibrated to a 

smouldering experiment of an organic liquid fuel embedded in sand and then confidence in the 

model was gained by independent simulations of additional experiments. Local thermal non-

equilibrium demonstrated to be essential to correctly simulate smouldering of organic liquid 

fuels embedded in sand. Moreover, a two-step kinetic mechanism showed to be sufficient to 

simulate the smouldering chemistry. The third step was to use the one-dimensional model to 

understand the conditions that lead to self-sustaining smouldering and smouldering extinction. 

A global energy balance was developed, revealing that self-sustaining and extinction 

conditions occurred when the net energy balance was positive and negative, respectively. The 

last step was to use the one-dimensional model to conduct a sensitivity analysis of the key 

practical model parameters. Moreover, a local energy balance was developed and compared 

with the global energy balance; both were used to explain the physics of the process. It was 

found that the local energy balance described the moment of extinction, whereas the global 

energy balance predicted extinction in advance. Overall, this thesis presented new insights into 

the interplay between heat transfer and chemical reactions along with the understanding of the 

conditions that lead to self-sustaining smouldering and smouldering extinction.   
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Chapter 1  

1 Introduction 

1.1 Background 

Smouldering is a combustion that occurs on the surface of porous organic solids or of 

liquids embedded in an inert porous matrix (e.g., sand) [1-3]. A permeable porous medium 

is necessary to allow the transport of oxygen from outside the fixed fuel bed to the reaction 

zone. Familiar examples of smouldering combustion include charcoal barbeques and 

cigarettes.  

Smouldering is different from flaming combustion. Flaming is governed by homogenous 

(gas phase) reactions that result in higher temperatures (1500-1800°C) and propagation 

velocities, when compared to smouldering [1, 4, 5]. Smoldering is classified as a flameless 

heterogeneous (solid and gas) reaction. Moreover, its lower temperatures produce more 

incomplete reactions, which can release more carbon monoxide (a toxic gas) [4, 6, 7]. 

Although smouldering and flaming are distinct processes, smouldering can lead to flaming 

[4, 8], creating dangerous fires.    

In smouldering, the energy released creates a self-sustaining process that propagates 

through the system without any external energy source, as long as oxygen is provided and 

energy losses minimized [1, 4]. Moreover, smouldering can propagate under low oxygen 

concentrations, and therefore can be difficult to extinguish [9]. Thus, for decades, 

smouldering has been related to economic damages, fire risk, and death, due to the release 

of toxic gases and slow propagation rates [1, 4, 9, 10].  

Recently, smouldering has been applied as an intentional, engineering technology, 

including enhanced oil recovery and waste and contaminant destruction [2, 3, 11-14]. 

However, new technologies bring new challenges that require fundamental understanding 

of the process and optimization of the controlling parameters.  

Smouldering is multi-disciplinary, involving heat and mass transfer mechanisms in porous 

media as well as chemical reactions. Such complex phenomena are challenging to 
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understand by only conducting laboratory experiments, since most of the processes 

occurring are very difficult to observe and measure in detail. Therefore, numerical models 

have long been recognized as important tools in furthering our understanding of 

smouldering experiments [15-20]. For example, it was recognized that oxygen diffusion 

from the bulk pores to the fuel surface was an important process that needs further 

investigation [15-17, 21]. Moreover, Leach et al. [17] identified that heat transfer 

correlations available in the literature (e.g., Wakao et al. [22]) were not appropriate to 

correctly predict local heat transfer between solid and gas phases in smouldering. Heat 

losses were identified as an important mechanism to understand smouldering extinction 

[19].    

Thus, there are knowledge gaps related to applied smouldering and to numerical models 

for smouldering analysis that need further investigation. This thesis aims to fulfill, in part, 

this gap by providing novel explanations of how the behavior of a wide variety of applied 

smouldering scenarios depends on the interaction of heat and mass transfer mechanisms 

with chemical reactions.  

1.2 Research Objectives 

The overall objective of this thesis is to improve our understanding of smouldering 

combustion of an organic liquid embedded in an inert porous medium. Although this work 

focuses on liquid contaminant destruction, it is expected that such detailed analysis will 

reveal new knowledge of value to the entire smouldering community. A driver for the main 

methodology for the work surrounds the question: what is the least complex set of mass, 

momentum, energy and chemical reaction equations required to describe (i.e., simulate) 

smouldering combustion in a one-dimensional system?  

To achieve the main objective, several specific objectives were accomplished:  

1. Develop a new heat transfer correlation in porous media appropriate for air flux 

and inert sand matrixes associated with liquid smouldering applications.  

2. Develop a simple and valid kinetic reaction framework for organic liquid 

smouldering based on thermogravimetry and differential scanning calorimetry. 
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3. Develop an appropriate one-dimensional numerical model of organic liquid 

smouldering utilizing the results of Objectives 1 and 2.  

4. Validate the model against vertical column laboratory experiments with organic 

liquid embedded in sand. 

5. Develop a local and global energy balance for organic liquid smouldering and 

explore their ability to explain self-sustaining and extinction conditions. 

6. Explore, with numerical simulations, the sensitivity of organic liquid 

smouldering to key system parameters.   

7. Use the results of Objective 5 and 6 to identify local and global extinction 

criteria, characterize the robustness of smouldering scenarios, explain observed 

smouldering behaviour, and guide optimization of smouldering applications.   

1.3 Thesis Outline 

This thesis is written in “Integrated Article Format”. A brief description of each chapter is 

presented below. 

Chapter 1 provides a brief introduction to smouldering combustion and delineates the 

objectives of this thesis. 

Chapter 2 presents a literature review of smouldering combustion, focusing on its 

occurrence as a hazard and its use as an engineering application. Emphasis was placed on 

previous experimental and numerical studies that have explored smouldering of solid 

reactive fuels and liquid fuels embedded in an inert matrix. Moreover, key contributions 

along with some gaps in the literature are discussed. 

Chapter 3 titled “Determination of the interfacial heat transfer coefficient between forced 

air and sand at Reynold’s numbers relevant to smouldering combustion” is a manuscript 

that developed a new heat transfer correlation in porous media appropriate for air flux and 

inert sand matrixes associated with liquid smouldering applications. The new Nusselt 

versus Reynold’s and Prandtl empirical correlation was obtained via optimization of the 

interfacial heat transfer coefficient between sand and air by inverse modelling. This chapter 

was published on June 20th 2017 in the International Journal of Heat and Mass Transfer. 

doi.org/10.1016/j.ijheatmasstransfer.2017.06.020 
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Chapter 4 titled “The Role of Local Thermal Non-Equilibrium in Modelling Smouldering 

Combustion of Organic Liquids” is a manuscript that developed a simple and valid kinetic 

reaction framework for organic liquid smouldering and applied both the kinetic framework 

and the new heat transfer correlation developed in Chapter 3 into a one-dimensional 

numerical model to simulate smouldering of organic liquids. The model was validated 

against vertical column experiments at different conditions. This chapter was accepted for 

presentation at the 37th International Symposium on Combustion (2018). 

Chapter 5 titled “Determining the Conditions that Lead to Self-Sustained Smouldering 

Combustion by Means of Numerical Modelling” is a manuscript that uses the one-

dimensional numerical model validated in Chapter 4 to explore how a global energy 

balance controls the self-sustainability and extinction of a forward smouldering reaction. 

This chapter was accepted for presentation at the 37th International Symposium on 

Combustion (2018). 

Chapter 6 titled “Smouldering Combustion Explored via Numerical Modelling: Sensitivity 

to Key Parameters” is a manuscript that explains the interplay between chemical reactions 

and heat transfer processes taking place in space and time in smouldering of organic liquid 

fuels via a model sensitivity analysis. Moreover, local and global extinction criteria, 

robustness of smouldering scenarios, and optimization of smouldering applications were 

explored. This chapter will be submitted to a peer-reviewed journal. 

Chapter 7 summarizes the major conclusions of the thesis and presents a series of 

recommendations for future work. 

Appendix A presents a Supplementary Material for “Determination of the interfacial heat 

transfer coefficient between forced air and sand at Reynold’s numbers relevant to 

smouldering combustion”, showing sand thermal properties and permeability 

measurements. 

Appendix B provides Supplementary Material for “The Role of Local Thermal Non-

Equilibrium in Modelling Smouldering Combustion of Organic Liquids”, describing the 

Kissinger method and showing Thermogravimetry (TG) and Differential Scanning 

Calorimetry (DSC) data for an organic liquid fuel. 
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Appendix C presents supplementary analysis of the performance of the developed 

numerical model, including a mesh analysis along with proof of conservation of energy 

and mass. 

Appendix D presents data on smouldering experiments that were not presented in the main 

chapters, including under weak and extinction conditions. It also shows a modelling 

sensitivity analysis of heat losses and heat of oxidation for such conditions. 
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Chapter 2  

2 Smouldering Combustion: From Hazard to Engineering 
Applications 

2.1 Introduction 

Smouldering combustion is defined as a surface (exothermic) oxidation reaction applicable 

to porous materials, either organic solids [1] or liquids embedded in an inert porous matrix 

[2, 3]. A permeable porous medium is necessary to efficiently transport oxygen by 

diffusion and convection to the reaction zone. Familiar examples of smouldering 

combustion include charcoal barbeques and cigarettes (Figure 2.1). The energy released by 

the exothermic reaction is partially stored in the porous medium, partially transferred ahead 

by heat transfer mechanisms (conduction, convection, and radiation), and partially lost to 

the surroundings [1, 4-6]. Thus, smouldering has the potential to become self-sustaining 

(Figure 2.2), i.e., the front propagates with a constant velocity and repeating peak 

temperatures as long as oxygen is provided and a positive energy balance (energy released 

surpasses energy lost) is maintained [7].  

  

 

Figure 2.1: Smouldering of (a) charcoal barbecue [8] and (b) cigarettes [9]. 

 

 

(a) (b) 
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Figure 2.2: Schematic of a one-dimensional self-sustaining smouldering experiment. 

Colours show the temperature evolution with time along different positions in the 

system. 

 

Smouldering is different from flaming combustion. Flaming is governed by gas phase 

homogenous reactions that result in higher temperatures (1500-1800°C), heat of 

combustion, and propagation velocities, when compared to smouldering [1, 4, 10]. 

Smoldering is classified as a flameless heterogeneous (solid and gas) reaction. Moreover, 

its lower temperature produces more incomplete reactions, i.e., releases more carbon 

monoxide (CO) (toxic gas) [4, 11-13]. Although smouldering and flaming are distinct 

processes, smouldering can lead to flaming [4, 14-18], creating dangerous fires.    

Self-sustaining smouldering propagation is classified into natural and forced air 

smouldering. The former is governed by natural convection, i.e., air naturally enters the 

porous fuel induced by a density difference (between hot gases inside and cold gases 

outside) and boundary layer flows [5, 19-22]. The latter is controlled by forced convection 

due to an external source [2, 3, 23-29].   

One-dimensional smouldering propagation is defined according to two configurations: 

forward and opposed (Figure 2.3). The direction of the reaction front relative to the air flux 

defines in which configuration smouldering is travelling [4, 19, 23, 30]. Forward 

smouldering (Figure 2.3a,b) is identified when both reaction front and air flux travel in the 

same direction [30]. Cold air flows through the burnt region that is still hot. Convective 

heat transfer from the solid to the gas phase heats up the air, and once it reaches the reaction 

zone, oxygen is depleted (feeding the oxidation reaction). The remaining gases flow 
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towards the unreacted (virgin) fuel, where convective heat transfer between the hot gas and 

the cold virgin fuel activates pyrolysis reactions, creating a solid porous material (char) 

available for subsequent oxidation.  

In opposed smouldering (Figure 2.3c,d), the direction of the reaction front is opposed to 

air flux [30]. Opposed smouldering typically occurs naturally (e.g., coal pile smouldering). 

Air travels through the cold virgin fuel and reaches the reaction front, at which oxygen is 

consumed. Since the air is cold, the smouldering front is cooled down to heat up the gas 

[25]. Once the air is heated and passed through the front, convective heat transfer is towards 

the burnt region, resulting in inefficient heat transfer. Note that in a multi-dimensional 

scenario, smouldering is a combination of both forward and opposed propagation [19, 23]. 

 

Figure 2.3: Smouldering front configurations. 

Smouldering propagation can also be classified into: upward (Figure 2.3a,c) and downward 

(Figure 2.3b,d). In downward propagation, the reaction propagates in the direction of the 

gravitational acceleration, whereas in the upward propagation, the reaction travels in the 

opposite direction [19, 31].  Upwards forward smouldering is the most typical scenario for 

applied smouldering to treat organic liquids in inert media, and therefore this configuration 

will be the focus of the work in this thesis. 
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Smouldering is a complex phenomenon, involving heat and mass transfer along with 

chemical reactions. However, the main measurable parameter of smouldering systems is 

temperature.  Thus, it is useful to identify different regions and processes according to their 

spatial distribution and with respect to temperature. Figure 2.4 represents a conceptual 

model (Figure 2.4a) and a corresponding plot of the vertical spatial distribution of 

temperature and oxygen concentrations (Figure 2.4b) for an upward, forward smouldering 

combustion reaction, depicted at a particular moment in time. The schematic presented in 

Figure 2.4 is referent to an organic fuel (solid or liquid) embedded in an inert porous matrix 

(e.g., sand).  

  

Figure 2.4: (a) Conceptual model of an upward, forward smouldering front. (b) 

Temperature distribution and oxygen concentration depicted at a particular 

moment in time (adapted from [32]). 
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In the uppermost region, sand and virgin fuel are unaffected by the smouldering reaction, 

staying at ambient temperature (T0). In the preheating zone, the fuel is exposed to elevated 

temperatures due to the proximity to the exothermic oxidation zone. These elevated 

temperatures are a result of heat transfer via conduction, convection and radiation from the 

regions below to the fuel-plus-sand mixture above. The air flowing through the preheating 

zone exhibits a reduced oxygen fraction (YO2,f) due to partial consumption in the oxidation 

zone. Note that at high fuel concentrations, oxygen can be entirely consumed by oxidation 

reactions.  

The elevated temperatures produce the conditions necessary for fuel to undergo pyrolysis, 

creating a solid porous char. As the temperature in the pyrolysis zone approaches the 

smouldering ignition temperature (Tig), exothermic oxidation reactions between char and 

oxygen occur, resulting in a decrease in oxygen concentrations and an increase in 

temperature until the characteristic peak temperature (Tmax) is reached. The smouldering 

front in the case analyzed in Figure 2.4 is typically thin, on the order of a few mm [29]. 

The end of the smouldering front marks the heat transfer zone, with slight decrease in 

temperature due radial heat losses and heat transfer. This region is characterized by hot 

clean sand, with no fuel remaining.  

The cooling zone is characterized by a rapid slope change of the temperature curve below 

the heat losses zone. No reactions occur in this region and therefore the oxygen remains 

constant at initial concentrations (YO2,0). The temperatures in the cooling region are 

decreasing mainly due to convection from the forced air flow below and since there is no 

fuel source in this region, no additional heat is being produced.  Overall, it is clear that a 

non-trivial temperature signals arises from the complex interactions of heat and mass 

transfer processes and chemistry. Moreover, this signal propagates and evolves in space 

and in time, linked to the evolving distribution of energy in the smouldering system. 

For decades, smouldering of porous solid fuels has been related to economic damages, fire 

risk, and death, due to the release of toxic gases and slow propagation rates [1, 4, 33, 34]. 

The majority of smouldering research is for these kinds of scenarios. Only recently, 

smouldering has been applied as an intentional, engineering technology that ranges from 

enhanced oil recovery to waste and contaminant destruction [2, 3, 27, 29, 35-42]. Note that 
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engineering smouldering applications are mainly in fuels embedded in inert matrixes. Both 

types of smouldering research have important knowledge of relevance to this thesis.  

Therefore, this chapter will provide a critical review on smouldering combustion from 

hazard to engineering application, discussing the key contributions as well as identifying 

some gaps in the literature that need further research. 

2.2 Smouldering as a Hazard 

Properties and environmental damages created by smouldering include ignition of 

upholstered furniture (e.g., couches, chairs, mattresses, etc.) [10, 12, 43-45], smouldering 

wildfires [11, 46-52]), subsurface fires in coal seams and landfills [53-55], self-heating of 

organic porous media [56-60], and hidden smouldering fires in commercial and space 

vehicles [6, 61-63]. 

Ignition of upholstered furniture typically starts from an external source such as cigarettes 

[10, 12, 43, 64]. Then, smouldering initiates, and can burn for a long period of time (hours) 

without being noticed (e.g., when people are asleep) [64]. Toxic gases such as CO are 

produced, creating conditions that can lead to death. Typically, when smouldering 

encounters a free surface where fuel can vapourize and combust homogeneously, flaming 

can occur. Flaming is even more dangerous due to higher temperatures, large destruction 

power, and large amount of smoke (especially CO), reaching critical levels in seconds [12]. 

Smouldering fires from upholstered furniture represent one of the largest causes of fire 

death [43].  

Smouldering wildfires can cause property damage, severe consequences in the ecosystem, 

and death [65]. One of the possible ways to ignite such fires is by hot metal particles from 

powerlines, equipment, and railroads [50]. Smouldering wildfires release large amounts of 

carbon emissions, which contribute to increasing global CO2 concentrations [11, 46].  

Subsurface fires in coal seams (Figure 2.5a) are the oldest, largest, most prevalent, and 

environmentally catastrophic fires in the world. They can be ignited by natural causes (e.g., 

lightning strike and self-heating) or human factors (e.g., mining activities) and are 

responsible for toxic emissions, acid rain, property damage, destruction of the ecosystem, 

heath issues, and death [53, 54].  
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Smouldering in landfills typically initiates due to anaerobic or aerobic biodegradation that 

increases the waste temperature beyond the ignition temperature of smouldering. Figure 

2.5b shows a schematic of a smouldering front in landfills [55]. 

 

 

Figure 2.5: (a) The coal seam fire at Hazelwell Mine in Australia [66] (b) Schematic 

of a smouldering front propagating in landfills [55]. 

 

(a) 

(b) 
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Self-heating of organic porous media can occur due to spontaneous exothermic reactions 

in oxidative atmospheres at low temperatures. This process can lead to self-sustained 

smouldering combustion depending on the balance between energy released and energy 

lost [13]. Consequently, if all conditions are met, it can lead to flaming near the surface, 

causing uncontrolled fire. Literature reports self-heating in shale rock, peat, coal, organic 

waste, oil-soaked lagging, etc. [13, 56-60]. 

Smouldering fires in space shuttles [61, 62] are feared due to the closed environment of a 

spacecraft and an atmosphere rich in oxygen [61]. Smouldering can originate from 

electrical cable insulation [63], ignition of polyurethane foams [6], among many others. 

Such fear has motivated NASA (National Aeronautics and Space Administration) to create 

the Microgravity Smoldering Combustion (MSC) research program, with the purpose of 

studying several smoldering characteristics of porous combustible materials [6]. Many 

aspects of smouldering were investigated such as smouldering in normal and microgravity, 

transition to flaming, and role of polyurethane foam.  

A review of the main scientific conclusions associated with smouldering as a hazard will 

be discussed in this chapter. Several fuels such as cigarettes, peat, biomass, cellulosic 

materials, and polyurethane foams were studied and the main findings and gaps in the 

literature will be presented next.    

2.2.1 Key Contributions 

Literature shows a variety of smouldering combustion research in opposed [25, 30, 31, 33, 

67-70] and forward [5, 14, 16, 17, 23, 25, 30, 69, 71-74] configurations under natural [5, 

25, 30, 67-69, 75] and forced [14, 16, 17, 23, 31, 33, 70, 74] convection. The primary 

studies on smouldering were focused on solid porous fuels such as cigarettes [72, 73], 

polyurethane foams [5, 14, 16, 17, 23, 31, 33, 67-69, 74], cellulosic materials [25, 30, 75], 

peat [65, 70, 76, 77], wood [71], and coal [59, 78].   

2.2.1.1 Opposed Smouldering 

In the past, fire hazard was mostly linked to opposed smouldering [68], although not 

leading to flaming under normal conditions [25, 68]. Note that an increase in the oxygen 

concentration might lead to transition to flaming [70]. In opposed smouldering, heat 
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transfer is dominated mainly by conduction and radiation [30], with a negative (cooling) 

effect of convection [67] because the reaction front and air are travelling in opposite 

directions. Thus, smouldering is controlled by a competition between oxygen supply to the 

reaction zone and heat transfer from the reaction zone to the surroundings [25, 69].   

Thermal degradation of solid fuels (e.g., polyurethane foams) indicated that fuel 

decomposition mainly occurs by (endothermic) pyrolysis, (exothermic) fuel oxidation, and 

(exothermic) char oxidation (see Figure 2.13 for details): 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 

𝐹𝑢𝑒𝑙 + 𝑂2  → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

𝐶ℎ𝑎𝑟 + 𝑂2  → 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

(2.1) 

In opposed smouldering, fuel oxidation drives the process with negligible influence of char 

oxidation, whereas in forward smouldering, most of the energy release comes from char 

oxidation [25, 30, 70, 75] (see Section 2.2.1.2).  

The front velocity and peak temperature increase when air flux or oxygen concentration 

increase [25, 30, 67, 70]. Low air flux results in a weak smouldering reaction due to low 

oxygen mass flux. An increase in air flux, accelerates the rate of oxygen transfer to the fuel 

surface, enhancing the local heat release rate, local temperature, and front velocity [71].  

Further increase in the air flux causes extinction by convective cooling [25, 31]. When 

either air flux or oxygen concentration increases, the air-to-fuel ratio shifts towards 

stoichiometric burning, resulting in more complete combustion, less time to ignition [68], 

and thinner reaction front [30, 67]. Ignition needs a minimal char thickness to insulate the 

front against heat losses. If the char thickness is too small, ignition is weak and as soon as 

the igniter is turned off, extinction occurs by large heat losses [68]. 

Small accidents in space shuttles and space stations have motivated research under normal 

gravity and microgravity. Under microgravity, buoyancy at low air fluxes becomes 

important [33], changing heat and mass transfer processes [69]. Char oxidation is not 

activated, but smouldering propagated through the whole sample due to fuel oxidation with 

negligible radial heat losses, i.e., temperature at the front is almost planar [33].  
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Under normal gravity, char oxidation is activated and buoyancy enhances heat losses at the 

center, leading to a conical shape front [33]. Torero et al. [31] investigated the effects of 

buoyancy in opposed smouldering under downward and upward configurations. In 

downward opposed smouldering, air flows along the column’s cold walls towards the 

reaction zone, reaching the virgin fuel region (Figure 2.6: Schematic of the mixed flow 

inside the polyurethane foam for opposed smouldering (adapted from [31]).Figure 2.6). 

Since the virgin fuel has relatively low permeability, air returns and moves upward along 

the center-line with the forced air. This excess of air enhances the reaction front providing 

more oxygen mass flux, but also can cool it, leading to extinction, if the reaction is already 

weak. The effects of buoyancy decrease as air flux increases. Moreover, Torero et al. [31] 

suggested that the onset of buoyancy depends on fuel permeability. For example, char has 

high permeability. Thus, buoyancy within the char is enhanced by natural convection due 

to differences in the temperature.  In upwards opposed smouldering, extinction occurs due 

to buoyant flows that oppose and partially cancel the air flux. After extinction, residual 

char is still oxidized by the remaining oxygen in the system, especially near the igniter 

where temperatures are high.  

 

Figure 2.6: Schematic of the mixed flow inside the polyurethane foam for opposed 

smouldering (adapted from [31]). 
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Under microgravity (buoyancy is not present), the smouldering front needs less oxygen 

mass flux to propagate [33, 69]. This was a key finding that improved the fire safety in a 

space-based environment. In addition, the front velocity increases with air flux either under 

normal or microgravity. However, the rate of increase is different with larger front 

velocities under microgravity than normal gravity [33, 69].  

2.2.1.2 Forward Smouldering 

Research on forward smouldering of porous organic solids started with cigarettes [72, 73] 

and the related risk of fire [1, 7, 30]. Potential missions to Mars and the Moon motivated 

forward smouldering studies [1, 5, 7, 14, 16, 17, 23, 25, 30, 69, 71-74] in polyurethane 

foams, which is a material commonly used on both earth and spacecraft-based facilities, 

with well-known properties [74]. 

Forward smouldering is governed by char oxidation, Equation (2.1), and heat is transferred 

by conduction, convection, and radiation. Heat generation is carried forward by the air flux 

[30]. In solid fuels such as polyurethane foams, the fuel is not entirely consumed, leaving 

unburnt char behind the front. Thus, heat losses in the char region is an important 

controlling mechanism [30, 74]. Note that at high air fluxes, fuel might be entirely 

consumed, becoming the limiting factor [23]. Since convection heat transfer is in the same 

direction as the reaction front, a pyrolysis front is created and moves faster than oxidation 

[5, 23, 30]. The smouldering front velocity increases when air flux is increased [25], but it 

is lower than the one in opposed configuration [25, 30]. 

Forward smouldering was also studied under microgravity and normal gravity, showing 

similar conclusions as in opposed configuration. Under microgravity, reduced heat losses 

(no buoyancy) lead to the oxidation of the remaining char (second char oxidation) [16, 74]. 

Under normal gravity, buoyancy-induced heat losses cause the char to cool rapidly, 

preventing its second oxidation and causing extinction at low air fluxes. Smouldering under 

normal gravity presented front velocities smaller than in microgravity [69, 74]. 

Forward smouldering in reactive porous media such as polyurethane foam was considered 

a precursor of transition to flaming. Literature shows three possible causes of transition to 

flaming under either natural or forced air forward smouldering: i) strong secondary char 
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oxidation behind the front, ii) acceleration of the smouldering front velocity, and iii) 

increase of oxygen concentration. Smouldering of reactive porous matrixes typically leaves 

unburnt char (permeable matrix with large pore diameters) behind the front due to oxygen-

limited conditions and heat losses. Residual char remains as an insulating material [25, 30, 

67]. Under specific conditions, smouldering of this remaining char can be energetic enough 

to ignite flammable gases from pyrolysis and oxidation reactions (since flammability limits 

and sufficient heat are achieved [16]) that might be circulating in convective currents inside 

the pores, causing the transition to flaming [5, 14, 16, 17, 23, 25, 30, 74]. Note that 

formation of large pores is required, but it is not a sufficient condition for transition to 

flaming, since large pores were found in flaming and non-flaming conditions [14].  

Bar-Ilan et al. [74] suggested that high front velocities might cause transition to flaming. 

On the other hand, Tse et al. [17] and Putzeys et al. [14] showed that the front velocity 

increases and sometimes decreases, as transition to flaming is approaching, indicating that 

an increase in the front velocity is not the primary cause of transition to flaming. Finally, 

large oxygen concentrations (>30%) are pointed as a cause of transition to flaming [14, 16, 

75]. Note that high air fluxes may also cause the same effect. However, although it enhance 

the oxygen mass flux, high air fluxes may decrease the front temperature by convective 

cooling [16]. 

2.3 Engineering Smouldering Applications 

Recently, the high energy released in forward smouldering processes and its potential of 

being self-sustaining have been recognized in several proposed or emerging industrial 

applications: iron ore sintering [79, 80], enhanced oil recovery [29, 81-87], underground 

coal gasification [37], landmine detection [88], and waste and contaminants destruction [2, 

3, 32, 36, 38, 40-42, 89-97].  

Iron ore sintering is a pre-treatment technology to convert ore fines into porous and 

permeable sinters [80]. This process requires the smouldering combustion of a solid fuel 

(e.g., coke breeze, charcoal, etc.) blended into the ore fines (Figure 2.7). The high 

combustion temperature (> 1100 ºC) creates a melting phase that results in high strength 

sinter [79, 80]. 
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Figure 2.7: Schematic diagram of iron ore sintering process [80]. 

In-situ combustion also known as fire-flooding [29, 81-87] is an enhanced oil recovery 

technique applied in unconventional oils (i.e., challenge to be recovered by standard 

techniques) such as heavy oil, oil shale, and oil sands. Figure 2.8 illustrates the process. 

Injection of hot air (or enriched oxygen air) into the reservoir creates a smouldering 

combustion front that burns a fraction of oil (typically heavy fractions such as asphaltenes). 

Heat generated by the combustion front is carried out by the air, increasing the temperature 

of the region ahead of the front, and consequently, decreasing the viscosity of the virgin 

oil. This highly mobile oil moves to the bottom of the reservoir, where it is recovered. 

Although a fraction of fuel is burnt in the process, most of the oil (>80% [87]) can be 

technically recovered [83], with quality improvements (less viscous). 
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Figure 2.8: Schematic of the THAI (Toe to Heel Air Injection) in-situ combustion 

process (Modified from [86]). 

 

Underground coal gasification is considered a “clean” coal technology that converts coal 

directly into gas via partial or complete combustion under air, oxygen, or steam. Coal 

gasification is considered clean because it removes sulfur, nitrogen compounds and 

particulates before the fuel is burnt. The gasification produces a syngas (mixture of high 

calorific value gases such as hydrogen, carbon monoxide, methane, etc.) as clean as natural 

gas and at the same time eliminates mining [37].  

Proper waste management is one of the challenges of the new century. The number and 

type of contaminants are very extensive and range from petroleum by-products to human 

excreta. Semi-coke is a primary by-product of oil shale combustion (mostly from 

combustion in ex-situ reactors) for oil recovery. It is typically disposed in open dumps, and 

can potentially cause groundwater contamination (heavy metals, polycyclic aromatic 

hydrocarbons, etc.) due to rain and snow. Thus, semi-coke is a waste that needs effective 

treatment. Smouldering combustion of semi-coke has been proven to be a good alternative 

to eliminate the residue and also recover its energetic value under laboratory conditions. 
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However, a drawback is the decomposition of carbonates, which can produce large amount 

of carbon dioxide (CO2) [89].   

Tire waste is another residue that needs proper disposal. Typically, tires can be recycled in 

incinerators due to their high energetic value, replacing charcoal or oil. However, 

incineration by flaming combustion is costly since it requires a continuous input of energy. 

Thus, smouldering combustion was tested in laboratory as a promising technology for 

recycling tire waste [38]. 

Poor sanitation is one of the main causes of public health problems, due to wrong disposal 

of faecal matter and human waste [93]. Other organic wastes such as biosolids (i.e., 

separated solids with 88-99.75% moisture content) from wastewater treatment plants are 

also a concern [42]. Incineration by flaming is not efficient. Thus, smouldering combustion 

has been tested in laboratory as a new approach to destroy contaminants ex-situ in an 

efficient and self-sustaining process [36, 41, 94, 95, 97]. 

Finally, inappropriate disposal practices of organic liquid wastes from industrial activities 

known as Non-Aqueous Phase Liquids (NAPLs) has created extensive soil and 

consequently groundwater contamination [2]. A wide range of NAPLs were found as a 

source of contamination: coal tar, crude oil, oil sludge, creosote, and chlorinated volatile 

organic compounds (CVOCs) such as trichloroethylene (TCE) and tetrachloroethylene 

(PCE). Conventional remediation technologies (e.g., excavation, pump and treat, 

incineration, etc.) are costly [2, 40] and have been proven largely inefficient [3]. A 

relatively new remediation technology called Self-sustaining Treatment for Active 

Remediation (STAR) has been tested in-situ and ex-situ and it is showing promising results 

[2, 3, 32, 40, 90-92, 96].  

STAR is based on the principle of smouldering combustion in which a smouldering front 

completely destroys the contaminant (i.e., different from oil recovery techniques), just 

leaving clean sand behind (Figure 2.9). A localized section of contaminated material 

(brown region in Figure 2.9) is heated by a forced hot air supply. Contaminant is thermally 

decomposed (pyrolysis) until the ignition of a smouldering combustion reaction, which 

propagates away from the ignition source. For self-sustained smouldering to be viable in 
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any context, a minimum air flux and contaminant concentration must be present. Note that 

such conditions are dependent on the scale, contaminant, and porous medium. Once the 

reaction is deemed self-sustaining (i.e., no longer needs an external heat supply), the igniter 

is turned off while the air (cold) is maintained. The reaction is typically tracked by 

temperature measurements via thermocouples or gas analysis. The process is terminated 

when there is no more fuel to react, i.e., when all contaminant has been destroyed. The 

reaction can also be externally quenched by removing the air supply, consequently 

removing the oxygen from the reaction, making it a controllable, safe process. 

 

Figure 2.9: Schematic of STAR technology in the field [98]. 

All these applications take advantage of the self-sustaining nature of smouldering 

combustion to propose an engineering technique that has relatively low cost and low energy 

footprint. They all consider the full or partial destruction of an organic fuel (solid, sludge, 

or liquid) embedded in an inert porous medium; this is a key difference from the natural 

fire hazards posed by solid porous fuels discussed above.  Most of these approaches (tires, 

semi-coke, biosolids) are still the subject of research and not yet commercialized. A few 

have been tested in the field. Oil recovery has been applied in pilot and full-scale but have 

had technical issues in the field [86] (see next section). STAR has been proven successful 

in several pilot-scale field tests [91], and a full-scale commercial application is ongoing 
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[99]. Ex situ treatment of oil sludge mixed with sand and contaminated soils has also 

advanced to the stage of commercial applications. 

2.3.1 Key Contributions 

Industrial application of smouldering is new and challenging. Thus, the scientific 

contributions are still modest, mostly focused on operational and design conditions, with 

limited published information on a fundamental understanding of the process or how it 

differs from fire hazard and natural/uncontrolled smouldering conditions.  

Although petroleum engineering has applied smouldering combustion (commonly named 

in-situ combustion or fire-flooding) since the 80’s, literature showed evidence of poor 

understanding of the process and the conditions that lead to high oil recovery. Garon et al. 

[85], conducting laboratorial experiments with oil saturation between 65 and 77%, showed 

that 30% of the oil was burnt at the end of the process. Only twenty years later, Xia et al. 

[87], using a new horizontal well technique (THAI process [86], Figure 2.8) was able to 

improve oil recovery up to 80% (under laboratory conditions) [85].  

In many attempts of improving oil recovery, a new method called “wet combustion” was 

developed [100], where a mixture of air and steam was injected in the reservoir. In forward 

smouldering, a considerable amount of energy is stored in the sand behind the front. When 

water is injected with air, the high heat capacity of water can absorb and transport heat 

many times more efficiently than air. The heat absorbed vaporizes the water into steam that 

passes through the combustion front, releasing the heat via condensation in the virgin fuel 

region. Thus, energy stored behind the front can be recovered and transported forward, 

resulting in faster heat movement, decreasing the oil viscosity and increasing oil recovery 

up to 90% [81, 84, 85, 100]. This results in less fuel consumption, due to a decrease in the 

overall peak temperature [81]. Note that extinction of the combustion front may happen at 

high water content [84]. One of the main advantages of wet combustion is to reduce air 

requirements and improve oil recovery [84]. 

In-situ combustion for heavy oil recovery had not been very successful in the field due to 

poor understanding of smouldering. Most significant operational problems come from 

differences between gas and oil densities, channeling due to rock heterogeneity, gas/oil 
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mobility ratio, difficulty in minimizing fuel consumption (impacting the amount of oil 

recovered), and failure to supply sufficient air flux to sustain the reaction [86]. 

Although several failures, smouldering is still applied (under laboratory conditions) in oil 

shale combustion for oil recovery. Recently, Martins et al. [29] showed that oil shale can 

smoulder and oil can be recovered via smouldering. The high amount of inert material 

present in the oil shale creates a porous medium that favours the propagation of a 

smouldering front. However, at high temperatures, carbonates (CaCO3) can decompose, 

releasing large amounts of CO2. Moreover, laboratory experiments showed large radial 

heat losses (42% of the total energy released by combustion). A new micro-sampling 

system was used to measure the smouldering front thickness, and indicated a thin front 

(~10 mm), with an inclined curved surface. 

The exploration of oil shale created new residues such as semi-coke that need to be 

eliminated. Thus, Sennoune et al. [89] conducted several experiments to identify the 

smouldering burning capacity of semi-coke as well as the influence of carbonates. Semi-

coke (3.48% fixed carbon and 22.4% CaCO3) was mixed with sand and ignited to form a 

self-sustaining front, with all the oxygen consumed. Only 0.25% of fixed carbon was left 

behind. The amount of CaCO3 was increased from 22.4 to 72.4%, which resulted in a 

decrease in the peak temperature due to the high endothermicity of CaCO3. Higher CaCO3 

(>72.4%) resulted in no change in the peak temperature. Decarbonation typically occurs 

around 800 ºC, and the lower temperatures created by high CaCO3 could not activate the 

reaction. Thus, CaCO3 worked mostly as an inert material.  A decrease in the fixed carbon 

content from 3.48 to 1.74% decreased peak temperature from 1000 ºC to 562 ºC and 

prevented decarbonation (less CO2 emission). Extinction occurred at 1.39% fixed carbon. 

At 1.74%, only half of the oxygen was consumed. Front velocity increased from 3.9 mm 

min-1 up to a maximum 5.5 mm min-1 when fixed carbon content was increased from 1.74% 

to 2.71% and then decreased to 4.0 mm min-1 when fixed carbon further increased to 

3.48%. Heat losses were also important. Center-line and near the wall temperatures differed 

by 150 ºC. In two other studies, Sennoune et al. [28, 101] used air enriched with CO2 in 

the smouldering process, and identified that decarbonation was reduced in 30% [101]. 

Moreover, an increase in the oxygen concentration from 3.5% to 6.5% increased peak 
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temperature and front velocity from 660 ºC to 820 ºC and from 2.40 mm min-1 to 4.26 mm 

min-1. Note that extinction occurred at 3.5% O2 [28]. 

Vantelon et al. [38] applied smouldering combustion to eliminate tire waste. Shredded tires 

were mixed with inert material (briquettes of refractory clay) to form a porous medium and 

a self-sustaining smouldering front was achieved. Water was produced, evaporated when 

the reaction front approached, and condensed again in the cold regions. A competition 

between pyrolysis and oxidation reactions was recognized. Condensation of hydrocarbons 

with high calorific value occurred, which could be potentially used as a fuel.  

Smouldering of surrogate faeces and biosolids both mixed with sand were tested in [36, 

42, 93-95, 97]. Biosolids were able to smoulder with moisture content as high as 80%. An 

increase in the mass destruction rate was found by lowering moisture content or 

sand/biosolids ratio, and increasing the air flux [42]. A parameter space based on moisture 

content and sand-to-biosolids ratio was created and showed the conditions the led to self-

sustaining smouldering and smouldering extinction. For the self-sustaining cases, 

smouldering was able to destroy all the contaminants. 

Yerman et al. [36, 97] identified that in the smouldering of surrogate faeces mixed with 

sand, moisture content within the range 64-73% had negligible impact of peak temperature 

and front velocity, whereas an increase in the sand content from 4 to 28 g g-1 decreased 

peak temperature and front velocity from 850 ºC to 450 ºC and from 0.65 cm min-1 to 0.35 

cm min-1, respectively. An increase in the air flux from 3 to 38 cm s-1 resulted in a linear 

increase in the front velocity from 0.25 to 3.5 cm min-1, and peak temperature increased 

from 423 to 612 ºC. A further increase in the air flux to 47 cm s-1 decreased the peak 

temperature to 498 ºC due to convective cooling. Moreover, an analysis on the sand particle 

diameters (dp) was conducted, where dp varied from 0.31 mm to 5.5 mm. Extinction 

occurred for dp ≤ 0.5 and dp ≥ 3 mm. Increasing dp from 0.9 mm to 2.22 mm decreased 

peak temperature and front velocity from 500 ºC to 450 ºC and from 0.45 cm min-1 to 0.3 

cm min-1. In another study, Yerman et al. [95] confirmed that fuel consumption rates are 

independent of moisture content, but show a linear relationship with fuel concentration and 

air flux. Moreover, a general expression for front velocity changing with fuel consumption 

rates was developed. Smouldering and water evaporation fronts moved at similar rates, but 



26 

 

10-15 cm separated. At high moisture contents (56%), the smouldering reaction could not 

overcome the water heat sink, and both smouldering and water evaporation fronts collapsed 

into one, resulting in extinction. The difference between critical moisture content for 

biosolids and faeces is likely related to the fuel characteristics and operational conditions 

employed. In all the cases, fuel was entirely destroyed leaving only clean sand and ash 

behind.  

The destruction of liquid contaminants embedded in sand was analyzed by [2, 3, 32, 90-

92] in the context of developing the STAR technology (Figure 2.9). Pironi et al. [2, 3] first 

studied the conditions that lead to ignition and propagation of a smouldering front for coal 

tar destruction. The front velocity increased linearly from 0.4 cm min-1 to 1.5 cm min-1 

with an increase in the air flux from 2.29 cm s-1 to 16.2 cm s-1, whereas the peak 

temperature increased and decreased [2]. Moreover, peak temperature increased from 750 

ºC to 1100 ºC when coal tar saturation increased from 10% to 35%, and then decreased to 

850 ºC when saturation further increased to 50% [3]. The decrease in peak temperature at 

high saturations was hypothesized as a result of an increase in the volumetric fuel heat 

capacity. Increasing fuel saturation from 10% to 25% increased the energy release rate, 

causing an acceleration of the front velocity from 0.50 cm min-1 to 0.69 cm min-1, despite 

having more fuel to consume. In this regime, the smouldering front is controlled by the 

amount of fuel available to react (fuel-limited). Above 25% saturation, oxygen-limited 

conditions likely take place and front velocity decreased to 0.50 cm min-1 with a further 

increase in fuel saturation to 50%. In addition, increasing the water content from 0 to 75% 

increased the time to ignition, reducing the peak temperature from 1050 ºC to 850 ºC, but 

resulted in negligible effects on the front velocity. Coarse (dp=1.34 mm) and medium 

(dp=0.75 mm) sand demonstrated to be the most favourable to self-sustaining conditions. 

Large particle diameters resulted in a decrease in peak temperature and front velocity 

(increased role of the porous medium as a heat sink). All the cases resulted in an average 

mass removal at the column center-line of 99.9% [2, 3]. 

STAR was also conducted in different scales, and an increase in scale (increase in the 

diameter of the column decreases the surface area per unit volume) led to reduced heat 

losses [90]. Pilot scale field tests were also conducted [91]. Smouldering was applied 
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beneath the water table in a soil containing coal tar, sand, brick, and other construction 

materials (i.e., high heterogeneity). A smouldering front was successfully ignited and 

propagated through the medium, with a drying front moving ahead of the smouldering 

front. Thus, although beneath the water table, water was not a limiting factor in the self-

sustaining process.  

The robustness of STAR was also tested for other contaminants such as trichloroethylene 

(TCE) mixed with vegetable oil and sand [92]. Vegetable oil was used to provide the energy 

necessary to eliminate TCE (highly volatile). Self-sustaining propagation was achieved for 

all the cases where TCE saturation did not exceed 20% with oil saturation in the range of 

5-15%. On average, 75% of TCE was removed due to volatilization. For TCE saturation ≥ 

30% and oil saturation equal to 15%, extinction of the smouldering front occurred due to 

an unfavourable energy balance created by the volatilization of TCE (absorbing energy), 

insufficient energy released by oxidation, and heat losses. 

Vegetable oil was again used in STAR to understand mobility effects. Kinsman et al. [32] 

showed that downward organic mobility was found, and resulted in atypical (rapid cooling, 

re-ignition events, and increase in the front thickness) temperature profiles, leading to 

elevated peak temperatures (quasi-super-adiabatic conditions). Three conditions must 

simultaneous exist for downward mobility takes place: i) forced air flux must be 

sufficiently low to permit a downward hydraulic gradient, ii) viscosity of the liquid ahead 

of the front must be low to enable migration, and iii) pre-heating zone height must be 

sufficiently large (large column size). Thus, it was shown that downward mobility can be 

minimized by increasing the upwards air flux.  

2.4 Solid versus Liquid Smouldering 

2.4.1 Porous Matrix 

Traditionally, smouldering combustion has been studied in solid fuels (foams, peat, wood, 

etc.). The porous matrix of such materials is composed of a reactive, immobile fuel that 

contains large pores (high porosity: 92-97% [102-104]) with high pore connectivity, low 

thermal conductivity (O[10-2 W m-1 K-1] [102, 105, 106]) and low volumetric heat capacity 

(O[104 J m-3 K-1] [102, 103, 106]), constant fuel concentration (if homogeneous), and a 
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large surface area for reaction [95, 107]. Figure 2.10a shows an example for polyester 

urethane foam. Since the matrix is reactive, fuel shrinkage is common, which might 

damage the integrity of the smouldering front. Smouldering of solid fuels typically leaves 

unburnt fuel behind that insulates the front against heat losses.  

In contrast, liquid smouldering is only possible when the organic liquid fuel (e.g., NAPL) 

is embedded in an inert matrix (typically sand or sandstone), Figure 2.10b. Sand has a lower 

porosity (38-50% [2, 27, 32]), with relatively small pores partially or totally filled with a 

liquid hydrocarbon [108], higher thermal conductivity (O[10-1 W m-1 K-1]) and higher 

volumetric heat capacity (O[106 J m-3 K-1] [109]) when compared to solid fuels. The 

presence of fuel in the matrix porosity means reduced effective permeability to air, and 

relatively less fuel surface area exposed to the gas phase, compared to solid fuels. The long 

chain liquid hydrocarbons with high energy content (e.g., crude oil, coal tar, etc.) exhibit a 

complex composition mixing liquid and solid particulates [110, 111]. In addition, the 

potential mobility of liquids, due to liquid phase gradients and influenced by gas phase 

gradients and temperature induced viscosity reductions, is an important difference in 

relation to solid smouldering. Another important difference is related to heat transfer 

mechanisms and heat accumulation in the matrix. In liquid smouldering, the inert matrix 

accumulates more energy than the reactive matrix in solid smouldering. This is important 

because the accumulated heat can be recovered and provide extra energy to sustain the 

smouldering front. 
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Figure 2.10: (a) Computed tomography image of a polyester urethane foam [107]. 

(b) NAPL-water distribution in porous media [112]. 

 

2.4.2 Flow, Heat, and Mass Transfer Processes 

Smouldering combustion takes place in a porous matrix either organic reactive (e.g., foam) 

or inorganic inert (e.g., sand) embedded with organic fuel. The porous structure contains a 

large number of microscopic pores and throats through which the fluids pass. 

Understanding flow, mass, and heat transfer processes in smouldering is challenging 

because of the complexity of the medium. Figure 2.11 shows a schematic of smouldering 

of a liquid hydrocarbon embedded in an inert porous medium (sand) and will be used along 

this section to illustrate the different processes present in smouldering.  

(a) (b) 
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Figure 2.11: (a) Heat transfer processes between solid and gas phases, (b) liquid fuel 

embedded in the sand, (c) bitumen pyrolysis, (d) char oxidation, and (e) bulk and 

surface oxygen diffusion (adapted from Hobbs et al. [113]). 

 

For fundamental understanding of such complex phenomenon, robust numerical models 

are needed. Typically, these models are not described at the pore scale (microscale), but at 

the scale of a Representative Elementary Volume or REV (macroscale) over which average 

properties (e.g., from tens to hundreds of pores) can be defined. One of the key differences 

is that microscale models use the full conservation of momentum to investigate the pore 

velocity distribution, whereas macroscale models approximate it via Darcy’s Law [114-

116].  



31 

 

A mathematical description of the relevant processes in one-dimensional liquid 

smouldering at macroscale is presented below. For simplicity, only two phases are 

considered, i.e., liquid/solid (assumed to have effective properties of a single solid phase) 

and gas phases (Figure 2.11b). When liquid mobility is not considered, the conservation of 

mass [117] for the gas phase is defined: 

𝜕(𝜌𝑔𝜙𝑔)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔)

𝜕𝑥
= 𝑄𝑔 (2.2) 

Equation (2.2) solves air pressures and velocities adopting Darcy’s Law [118] without 

gravity effects: 

𝑢𝑔 = −
𝑘𝑝

𝜇𝑔
(
𝜕𝑃𝑔

𝜕𝑥
) (2.3) 

with gas density (ρg): 

𝜌𝑔 =
𝑃𝑔

𝑅𝑠𝑇𝑔
 (2.4) 

following the ideal gas law [119]. The term Qg in Equation (2.2) represents the generation 

(source) or removal (sink) of mass per unit volume per unit time for gas phase. It may 

include consumption or production of chemical species as well as evaporation and 

condensation. The bulk transport of oxygen and other species in the gas phase [120] is 

described by: 

 

𝜙𝑔
𝜕(𝜌𝑔𝑌𝑂2)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔𝑌𝑂2)

𝜕𝑥
= 𝜙𝑔

𝜕

𝜕𝑥
(𝜌𝑔𝐷𝑔

𝜕𝑌𝑂2
𝜕𝑥
) + 𝑄𝑂2 (2.5) 

where QO2 represents the mass per unit volume per unit time for oxygen consumption. The 

conservation of energy follows one of two different approaches: Local Thermal 

Equilibrium (LTE) and Local Thermal Non-Equilibrium (LTNE). In the LTE, the 

temperatures of the fluid (liquid or gas) and solid phases in the porous media are locally 
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the same, and only one energy equation is required. On the other hand, in the LTNE, the 

solid/liquid temperature (Ts) differs from the gas temperature (Tg) [116, 121]: 

(𝜌𝐶𝑝)𝑒𝑓𝑓
𝜕𝑇𝑠
𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘𝑒𝑓𝑓

𝜕𝑇𝑠
𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝

𝑉𝑠𝑝
) (𝑇𝑔 − 𝑇𝑠) + 𝑄𝑔𝑒𝑛 − 𝑄𝑙𝑜𝑠𝑠 (2.6) 

𝜙𝑔 (𝜌𝑔𝐶𝑝𝑔)
𝜕𝑇𝑔

𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔𝑢𝑔

𝜕𝑇𝑔

𝜕𝑥
= 𝜙𝑔

𝜕

𝜕𝑥
(𝑘𝑔

𝜕𝑇𝑔

𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝

𝑉𝑠𝑝
) (𝑇𝑠 − 𝑇𝑔) (2.7) 

 

Source/sink terms (Q) in Equation (2.6) represent the net energy per unit volume per unit 

time for pyrolysis (Figure 2.11c) and oxidation (Figure 2.11d) reactions (Qgen), and radial 

heat losses (Qloss). Effective thermal properties for the solid/liquid phases are considered: 

(𝜌𝐶𝑝)𝑒𝑓𝑓 =
(1 − 𝜙)(𝜌𝑠𝐶𝑝𝑠) + (𝜙𝑙)(𝜌𝑙𝐶𝑝𝑙) 

𝑘𝑒𝑓𝑓 = (1 − 𝜙)(𝑘𝑠 + 𝑘𝑟𝑎𝑑) + (𝜙𝑙)(𝑘𝑙) 

𝜙 = 𝜙𝑔 + 𝜙𝑙  

(2.8) 

When LTNE is assumed, heat transfer among phases (Figure 2.11a) is simulated via a 

interfacial heat transfer coefficient (hsg), which is typically employed as an empirical 

Nusselt (Nu) versus Reynolds (Re) and Prandtl (Pr) correlation. The most widely employed 

heat transfer correlation was developed by Wakao et al. [122]: 

𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 2 + 1.1(𝑅𝑒0.6𝑃𝑟1 3⁄ ) (2.9) 

valid for 15≤Re≤8500. If within the REV the difference between the solid and gas 

temperature is negligible (Tg=Ts=T), the hypothesis of LTE can be assumed. Thus, 

Equations (2.6) and (2.7) are combined into one [116, 121], resulting in: 

(𝜌𝐶𝑝)𝑒𝑓𝑓
𝜕𝑇

𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔𝑢𝑔

𝜕𝑇

𝜕𝑥
=
𝜕

𝜕𝑥
(𝑘𝑒𝑓𝑓

𝜕𝑇

𝜕𝑥
)+𝑄𝑔𝑒𝑛 − 𝑄𝑙𝑜𝑠𝑠 (2.10) 

where: 

(𝜌𝐶𝑝)𝑒𝑓𝑓 =
(1 − 𝜙)(𝜌𝑠𝐶𝑝𝑠) + (𝜙𝑙)(𝜌𝑙𝐶𝑝𝑙) + (𝜙𝑔) (𝜌𝑔𝐶𝑝𝑔) (2.11) 
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𝑘𝑒𝑓𝑓 = (1 − 𝜙)(𝑘𝑠 + 𝑘𝑟𝑎𝑑) + (𝜙𝑙)(𝑘𝑙) + (𝜙𝑔)(𝑘𝑔) 

𝜙 = 𝜙𝑔 + 𝜙𝑙 

Equation (2.5) considers that all of the bulk oxygen is available for the oxidation reaction. 

Leach et al. [106] suggested that diffusion of oxygen into the surface of the fuel (here, fuel 

is the porous solid) might limit the reaction rate: 

𝜙𝑏𝑘
𝜕

𝜕𝑡
(𝜌𝑔,𝑏𝑘𝑌𝑂2,𝑏𝑘) +

𝜕

𝜕𝑥
(𝜌𝑔,𝑏𝑘𝑢𝑔,𝑏𝑘𝑌𝑂2,𝑏𝑘)

= 𝜙𝑏𝑘
𝜕

𝜕𝑥
(𝜌𝑔,𝑏𝑘𝑌𝑂2,𝑏𝑘𝐷𝑔,𝑏𝑘

𝜕𝑌𝑂2,𝑏𝑘

𝜕𝑥
)

+ ℎ𝑚 (
𝐴𝑠,𝑠𝑝

𝑉𝑠𝑝
) (𝑌𝑂2,𝑠𝑓 − 𝑌𝑂2,𝑏𝑘) 

(2.12) 

𝜙𝑠𝑓
𝜕

𝜕𝑡
(𝜌𝑔,𝑠𝑓𝑌𝑂2,𝑠𝑓)

= 𝜙𝑠𝑓
𝜕

𝜕𝑥
(𝜌𝑔,𝑠𝑓𝑌𝑂2,𝑠𝑓𝐷𝑔,𝑠𝑓

𝜕𝑌𝑂2,𝑠𝑓

𝜕𝑥
)

+ ℎ𝑚 (
𝐴𝑠,𝑠𝑝

𝑉𝑠𝑝
) (𝑌𝑂2,𝑏𝑘 − 𝑌𝑂2,𝑠𝑓) + 𝑄𝑂2 

(2.13) 

where ϕg=ϕbk+ϕsf and ug,sf =0. Equation (2.12) describes the transport of O2 in the bulk gas 

(YO2,bk), and Equation (2.13) shows the transport of O2 at the surface of the solid (YO2,sf); 

both phenomena are illustrated in Figure 2.11d. The sink term (QO2) indicates the depletion 

of oxygen by oxidation reactions on the fuel surface. The transport of mass in two separated 

continuums (e.g., bulk and surface, fracture and matrix) is widely known in the porous 

media literature as dual-porosity models [123-125], in which these two continuums are 

superimposed over the same volume [126]. Equations (2.12) and (2.13) are also linked by 

a mass transfer coefficient (hm) [127]. 

When certain assumptions are made (e.g., one-dimensional configuration, simple reaction 

models, LTE, etc. [7, 128, 129]), the above equations can be solved analytically. 

Approximate analytical expressions are used for determining the structure of the 
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smouldering front, the front propagation velocity, and the maximum (adiabatic) 

temperature at the combustion front [7, 23, 128-134]. 

Smouldering has been analyzed analytically by [20, 128-130, 132, 133, 135, 136], where 

three distinct structures were described: reaction leading, reaction trailing, and super-

adiabatic (Figure 2.12). The definition of each structure is based on simple analytical 

assumptions, and the conditions that lead to structure change are still not well understood. 

However, since it is present in the smouldering literature, a brief summary will be described 

here for completeness. In the reaction leading structure (Figure 2.12a), the chemical 

reaction front propagates faster than the heat transfer front, whereas in the reaction trailing 

structure (Figure 2.12b), the opposite occurs. In the super-adiabatic structure (Figure 

2.12c), the velocity of the reaction front overlaps the velocity of the heat transfer front, 

causing a steep increase in the combustion temperature (Tb); in theory, it approaches 

infinity. In practice, virtually of the experimental research on smouldering of organic 

liquids in inert porous media has exhibited the reaction leading structure; this appears to 

be the dominant structure for the practical conditions of interest to these systems. 
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Figure 2.12: Forward smouldering front: (a) reaction leading; (b) reaction trailing; 

(c) super-adiabatic (Modified from [129, 130]). 

 

Analytically, the smouldering front structure can be described as a function of a Δ factor 

[7, 128-131, 134]: 

Δ =
𝜙𝑔𝜌𝑔𝑢𝑔

(𝜙𝑔𝜌𝑔𝐶𝑝𝑔 + (1 − 𝜙𝑔)𝜌𝑠𝐶𝑝𝑠) 𝑣𝑓

=
(1 − 𝜙𝑔)𝜌𝑔𝐶𝑝𝑔

𝜙𝑔𝜌𝑔𝐶𝑝𝑔 + (1 − 𝜙𝑔)𝜌𝑠𝐶𝑝𝑠

([𝐹𝑢𝑒𝑙]𝑖𝑛 − [𝐹𝑢𝑒𝑙]𝑜𝑢𝑡)

([𝑂2]𝑖𝑛 − [𝑂2]𝑜𝑢𝑡)
 

(2.14) 

where [O2]in and [O2 ]out, [Fuel]in and [Fuel]out, are the oxygen and fuel concentrations 

upstream and downstream from the combustion front, respectively. The value of Δ 

determines whether the smouldering front structure is reaction leading (Δ < 1), reaction 

trailing (Δ > 1), and super-adiabatic (Δ = 1). Thus, following the assumptions above, an 
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analytical expression for the smouldering front velocity (vf) and the adiabatic temperature 

(Tb) were developed:  

𝑣𝑓 =
𝜙𝑔

1 − 𝜙𝑔

([𝑂2]𝑖𝑛 − [𝑂2]𝑜𝑢𝑡)

([𝐹𝑢𝑒𝑙]𝑖𝑛 − [𝐹𝑢𝑒𝑙]𝑜𝑢𝑡)
𝑢𝑔 (2.15) 

𝑇𝑏 =
(1 − 𝜙𝑔)([𝐹𝑢𝑒𝑙]𝑖𝑛 − [𝐹𝑢𝑒𝑙]𝑜𝑢𝑡)Δ𝐻𝑜𝑥𝑖𝑑

𝜙𝑔𝜌𝑔𝐶𝑝𝑔 + (1 − 𝜙𝑔)𝜌𝑠𝐶𝑝𝑠
 

(2.16) 

Equation (2.15) can be reformulated based on a single carbon oxidation reaction [28] and 

become:  

𝑣𝑓 =
𝑢𝑔𝜌𝑔𝑌𝑂2𝑓𝑟𝑜𝑥𝑖𝑑𝑀𝑐𝑏

𝑀𝑔𝜌𝑏𝑒𝑑𝑥𝐹𝐶𝑓𝑟𝑜𝑥𝑖𝑑(1 − 𝑓𝑟𝐶𝑂 2⁄ )
 (2.17) 

Torero et al. [5, 23, 31, 33] developed another analytical expression for the front velocity 

based on an energy balance at the oxygen-limited reaction front, local thermal equilibrium, 

and two-step reactions (pyrolysis and oxidation):  

𝑣𝑓 =
𝑌𝑂2𝜌𝑔𝑢𝑔Δ𝐻𝑜𝑥𝑖𝑑 + (�̇�𝑖𝑔

" − �̇�𝑙𝑜𝑠𝑠
" )(𝐴𝑠 𝑉⁄ )

[(1 − 𝜙𝑔)𝜌𝑠𝐶𝑝𝑠 + 𝜙𝑔𝜌𝑔𝐶𝑝𝑔] (𝑇 − 𝑇0) − (1 − 𝜙𝑔)𝜌𝑠Δ𝐻𝑝𝑦𝑟 + 𝑌𝑂2𝜌𝑔Δ𝐻𝑜𝑥𝑖𝑑
 (2.18) 

Although analytical expressions are useful for general understanding of the process, in 

complex cases in which many chemical reactions take place, local thermal equilibrium is 

not valid, or fundamental understanding is necessary, evaluating smouldering with simple 

analytical expressions is challenging, and numerical models are therefore valuable.  
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2.4.3 Chemical Reactions 

Smouldering kinetic mechanisms generally describe competing exothermic and 

endothermic reactions, that combined, can result in net consumption or generation of heat 

[1, 70, 106, 137-142]. There are many chemical reactions that can possibly occur within 

pyrolysis and oxidation of fuels [143]. Oxidative reactions tend to be much faster than 

pyrolysis reactions, so simplifications are possible and the literature provides kinetic 

models of different levels of complexity [49, 139-141, 144]. These models range from 

single one-step global reactions to multiple steps. Table 2.1 shows a compilation of several 

kinetic mechanisms from one to nine steps available in the literature for a variety of solid 

and liquid hydrocarbons (peat, polyurethane foam, biomass, cellulose, cardboard, wood, 

tire waste, crude oil, heavy oil, bitumen, tar sands, oil shale, and asphalt).  

Thermogravimetry (TG), Differential Thermogravimetry (DTG), and Differential 

Scanning Calorimetry (DSC) (under air, N2, and O2 atmospheres, heating rates from 1 to 

80 ºC/min, and sample mass between 2 and 50 mg [138, 140, 145-166])  along with SARA 

(Saturated, Aromatics, Resins, and Asphaltenes [167-169]) analysis (i.e., a technique that 

separate liquid compounds into fractions according to their solubility in solvents of 

different polarity), were used to develop such mechanisms. TG is an analytical technique 

that measures mass changes of a sample that was submitted to a heating procedure under 

an inert atmosphere (e.g., N2) or oxidative (e.g., air) atmosphere. DTG is the derivative of 

the TG and is used to identify the temperature range at which global reactions are taking 

place. In the DSC, a heat flux (endothermic or exothermic) is measured, and compared 

with a reference at the same temperature [170]. Figure 2.13 shows an example of TG and 

DSC for cellulosic insulation heated in air. DSC captured one endothermic peak before 100 

ºC (likely water evaporation) and two exothermic peaks after 300 ºC, which suggests two 

oxidation reactions. Thus, TG, DTG, and DSC can identify the different chemical regions 

presented in Figure 2.11 and are typically used to characterize and develop chemical 

reaction mechanisms of materials.  
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Figure 2.13: TG (solid line) and DSC (dashed line) results for cellulosic insulation 

heated in air at 5 ºC/min [30]. 
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Table 2.1: Compilation of Generic Kinetic Mechanism from Literature  

Ref. Eq. Steps Rection Type Generic Mechanism Fuel Liquid Solid Highlights 

[20, 128-

130, 132, 

133, 135, 
136, 142, 

171-175] 

(2.19) 1-step 1 oxidation 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐴𝑠ℎ +𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Carbon [132, 142, 

171-173, 175], 

Hydrocarbon 
mixture [133, 

174], Diesel 

Particulate Filters 
[135], Wood 

[136], Cellulosic 

material [20], 
Porous solid fuel 

[128-130] 

- Ash 

Simple global 

mechanisms, mostly 
employed in 

analytical 

smouldering models. 
Kinetic parameters 

are typically 

estimated through 
analytical methods.  

[7, 27, 

75, 176-
179] 

(2.20) 

2-step 

1 pyrolysis; 1 

oxidation 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Oil shale [27], 

Polyurethane 

foam [176-179], 
Cellulosic 

materials [7, 75] 

- 

CaCO3, 

CaO, Char, 
Ash 

Fuel pyrolysis is 
included in Eqs. 

(2.19) and (2.20). 

Eq. (2.19) implies 
that char oxidation 

can be neglected and 

Eq. (20) indicates 
that fuel oxidation is 

not relevant. Eq. 

(2.21) shows 
decarbonation of oil 

shale. Eq. (2.22) 

neglects pyrolysis 
reactions and takes 

into account fuel 

and char oxidation. 

(2.21) 
𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

(2.22) 
1 oxidation; 1 

decarbonation 

𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐶𝑎𝐶𝑂3 +𝐻𝑒𝑎𝑡 → 𝐶𝑎𝑂 + 𝐶𝑂2 

(2.23) 2 oxidation 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

[1, 70, 

103, 106, 
137, 140, 

180-184] 

(2.24) 

3-step 

1 pyrolysis; 2 
oxidation  

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Polyurethane 

foam [106, 180, 

184], Cellulosic 

materials [1, 103, 

137], Wood [181], 

Biomass [140, 
183], Peat [70], 

Porous solid fuel 

[182] 

- Char, Ash 

Eq. (2.23) shows 
competition between 

fuel pyrolysis and 

fuel oxidation, 
whereas drying is 

included in Eq. 

(2.24) neglecting 
fuel oxidation.  

(2.25) 

1 drying; 1 

pyrolysis; 1 

oxidation 

𝐹𝑢𝑒𝑙(𝑤𝑒𝑡) + 𝐻𝑒𝑎𝑡 → 𝐹𝑢𝑒𝑙(𝑑𝑟𝑦) + 𝐻2𝑂 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ +𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

[165, 

185] 

(2.26) 

4-step 

1 pyrolysis; 3 

oxidation 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝑇𝑎𝑟 + 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝑇𝑎𝑟 + 𝑂2 → 𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Heavy oil [185], 

Oil shale [165] 

Tar 

(Organic 
matter, 

light oil, 

oil)  

CaCO3, 
CaO, char 

(coke, fixed 

carbon), 
ash (inert 

material) 

Three oxidation 

reactions are 

introduced in Eq. 
(2.25). Eq. (26) 

shows drying and 

decarbonations for 
oil shale.  

(2.27) 

1 drying, 1 
pyrolysis, 1 

oxidation; 1 

decarbonation 

𝐹𝑢𝑒𝑙(𝑤𝑒𝑡) + 𝐻𝑒𝑎𝑡 → 𝐹𝑢𝑒𝑙(𝑑𝑟𝑦) + 𝐻2𝑂 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝑇𝑎𝑟 + 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐶𝑎𝐶𝑂3 +𝐻𝑒𝑎𝑡 → 𝐶𝑎𝑂 + 𝐶𝑂2 
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Table 2.1: Continue. 

Ref. Eq. Steps Rection Type Generic Mechanism Fuel Liquid Solid Highlights 

[49, 102, 

138-141, 

186, 187] 

(2.28) 

5-step 

2 pyrolysis; 3 
oxidation 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛽 − 𝐹𝑢𝑒𝑙 + 𝐺𝑎𝑠𝑒𝑠 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Peat [49, 139, 

141, 186], 
Polyurethane 

foam [102, 

138], 
Biomass 

[140] 

- 

char, α –char, 

β-char, β-fuel, 

ash 
The concept of α-, 

β-, and γ-fuel (or 

char) is introduced 
in Eqs. (2.27)-

(2.29), and applied 

hereafter.  

(2.29) 

1 drying; 1 

pyrolysis; 3 

oxidation 

𝐹𝑢𝑒𝑙(𝑤𝑒𝑡) + 𝐻𝑒𝑎𝑡 → 𝐹𝑢𝑒𝑙(𝑑𝑟𝑦) + 𝐻2𝑂 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛼 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝛽 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛽 − 𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛼 − 𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

(2.30) 
3 pyrolysis; 2 

oxidation 

𝛼 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛽 − 𝐹𝑢𝑒𝑙 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐺𝑎𝑠𝑒𝑠 
𝛼 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝛽 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 +𝐻𝑒𝑎𝑡 

Oil sands 

[187] 

α –Fuel 

(maltene) 

α –Fuel 

(asphaltene), 

char (coke) 

[188] (2.31) 6-step 
3 pyrolysis; 3 

oxidation 

𝛼 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝑇𝑎𝑟 + 𝐻𝑒𝑎𝑡 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝛼 − 𝑇𝑎𝑟 +𝐻𝑒𝑎𝑡 → 𝛼 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝑇𝑎𝑟 + 𝑂2 → 𝛼 − 𝑇𝑎𝑟 +𝐻𝑒𝑎𝑡 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛼 − 𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐻2𝑂 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Heavy oil - 

α –Fuel 
(Asphaltene), 

char (coke1), 

Tar (heavy 
fractions), α –

Tar (oxidized 

heavy 
fractions), α –

char (coke2)  

The mechanism 

showed in [188] was 

reformulated and 

presented in a 

generic format in 
Eq. (2.30).  

[189] (2.32) 7-step 
3 pyrolysis; 4 

oxidation 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛽 − 𝐹𝑢𝑒𝑙 + 𝐺𝑎𝑠𝑒𝑠 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛾 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝛾 − 𝐶ℎ𝑎𝑟 + 𝐻𝑒𝑎𝑡 → 𝐺𝑎𝑠𝑒𝑠 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝛼 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛼 − 𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Polyurethane 

foam 
- 

β –Foam, γ-
char (Thermal 

char), char, α 

–char 

The processes that 

lead the transition 
from smouldering to 

flaming might be 

analyzed by the 
incorporation of 

char and α-char 

oxidation reactions 
in Eq. (2.31). 

[18] (2.33) 8-step 
3 pyrolysis; 4 
oxidation; 1 

gas oxidation 

𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛽 − 𝐹𝑢𝑒𝑙 + 𝐺𝑎𝑠𝑒𝑠 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛾 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝛾 − 𝐶ℎ𝑎𝑟 + 𝐻𝑒𝑎𝑡 → 𝐺𝑎𝑠𝑒𝑠 
𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐶ℎ𝑎𝑟 + 𝑂2 → 𝛼 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛼 − 𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝐺𝑎𝑠𝑒𝑠 + 𝑂2 → 𝐹𝑖𝑛𝑎𝑙 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Polyurethane 

foam 
- 

β –Foam, γ-

char (thermal 

char), char, α 
–char 

Same mechanism as 

Eq. (2.31) with the 
addition of gas-

phase oxidation to 

simulate the 
transition from 

smouldering to 

flaming. 
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Table 2.1: Continue. 

Ref. Eq. Steps Rection Type Generic Mechanism Fuel Liquid Solid Highlights 

[140] (2.34) 9-step 
1 drying; 3 

pyrolysis; 5 

oxidation 

𝐹𝑢𝑒𝑙(𝑤𝑒𝑡) + 𝐻𝑒𝑎𝑡 → 𝐹𝑢𝑒𝑙(𝑑𝑟𝑦) + 𝐻2𝑂 

𝛼 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛼 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛼 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝛾 − 𝐹𝑢𝑒𝑙 + 𝐻𝑒𝑎𝑡 → 𝛼 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 
𝛼 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝛽 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛽 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝛽 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛾 − 𝐹𝑢𝑒𝑙 + 𝑂2 → 𝛽 − 𝐶ℎ𝑎𝑟 + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛽 − 𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 
𝛼 − 𝐶ℎ𝑎𝑟 + 𝑂2 → 𝐴𝑠ℎ + 𝐺𝑎𝑠𝑒𝑠 + 𝐻𝑒𝑎𝑡 

Biomass - 

α –Fuel 

(Hemicellul

ose), β –
Fuel 

(cellulose), 

γ –Fuel 
(lignin), α –

char, β –

char, ash  

Multiple 

competition between 
pyrolysis and 

oxidation reactions 

 

The kinetic mechanisms presented in Table 2.1, standing alone, are not sufficient for 

simulating combustion reactions; they provide only the stoichiometry. Chemistry theory 

additionally describes such mechanisms in terms of reaction rates (R): 

𝑅[𝑠−1] = 𝑘𝑎[𝑌𝑓]
𝑛
[𝑌𝑂2]

𝑚
 (2.35) 

where n and m are the reaction orders, Yf and YO2 are the mass fractions of fuel and oxygen, 

respectively, and ka is the Arrhenius equation: 

𝑘𝑎 = 𝐴𝑒𝑥𝑝 (−
𝐸

𝑅𝑔𝑇
) (2.36) 

where A is the pre-exponential factor (s-1), E is the activation energy (J mol-1), Rg is the 

ideal gas constant (J K-1 mol-1), and T is the temperature (K). Pyrolysis reaction rates are 

represented by Equation (2.35), ignoring YO2, i.e., [YO2]
m=1. 

The application of such kinetic mechanisms into smouldering numerical models requires 

the estimation of the kinetic parameters, i.e., activation energy (E), pre-exponential factor 

(A), and reaction orders (n,m), described in the Arrhenius equation. These expressions are 

continuous functions. Therefore, a unique temperature for the onset of these reactions is 

difficult to establish. Characteristic temperature values obtained from TG/DTG/DSC data 

generally describe the temperature at which each process occurs, although strongly 

depending on heating rates and sample size employed.  
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Thus, several methods when coupled with TG/DTG/DSC data may be used to 

calculate/estimate the Arrhenius parameters: Kissinger, Ozawa, Freeman-Carroll, Coats-

Redfern, Genetic Algorithms (GA), Levenberg-Marquart (LM) algorithm, etc. [140, 145-

149, 165, 190-198]. Limitations can be found in almost all of them. For example, graphical 

methods (e.g., Kissinger, Ozawa, etc.) are only suitable for reactions that are simple, non-

noisy and non-overlapping. LM algorithm converges quickly but it is very sensitive to the 

initial guess. GA algorithm can be used for a large number of unknown kinetic parameters; 

however, it is time consuming and stochastic, i.e., uniqueness of the solution is not 

guaranteed [148, 165, 190, 196].  

Since chemical mechanisms and kinetic parameters depend on the type of fuel, 

TG/DTG/DSC heating rates, and methods of estimation, it is currently unknown the 

minimal number of reactions necessary to proper simulate smouldering combustion.  

2.4.4 Key Contributions 

Analytical and numerical models in smouldering combustion mostly focused on the 

understanding of smouldering as a fire hazard [1, 18, 20, 102, 103, 106, 136, 137, 141, 

177-180, 184, 186, 189, 199-202], with a few studies in smouldering applications [27, 133, 

171-173]. The fuels analyzed were: polyurethane foams [1, 18, 20, 102, 106, 177-180, 184, 

189, 199, 202], peat [141, 186], cellulosic materials [1, 103], wood [136, 137], cigarette 

[200, 201], oil shale [27, 114, 172], crude oil [133], and carbon (pyrolized sugar) [171]; 

Heat transfer in the porous medium employed one of two approaches: Local Thermal 

Equilibrium (LTE) [20, 27, 133, 136, 137, 177, 180, 186, 189, 202] or Local Thermal Non-

Equilibrium (LTNE) [18, 102, 103, 106, 141, 171, 178, 179, 184, 199-201]. LTE is widely 

used due to its simplicity, requiring only a single temperature model. However, Oliveira 

and Kaviany [203] noted that highly exothermic reactions (typical of smouldering 

combustion) may cause LTNE. In addition, heat transfer controls pyrolysis ahead of the 

smouldering front and cooling behind the front, with both affecting the energy balance at 

the reaction zone. Moreover, at high air fluxes smouldering can be extinguished by heat 

transfer processes [1, 31]. Thus, it is hypothesized here that a LTNE model is likely 

required for forced air smouldering of fuel embedded in an inert porous medium.  
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Smouldering numerical models in LTNE [103, 106, 141, 179, 184, 199-201] generally 

assumed heat transfer between phases based on Wakao et al. [122], Equation (2.9). Leach 

et al. [106] tested Wakao’s correlation and concluded that Equation (2.9) incorrectly 

predicted LTE. Several other studies that applied LTNE based on other empirical 

correlations and sensitivity analysis on hsg [102, 171, 178, 199, 200] showed small 

temperature difference between solid and gas phases, concluding that LTE can be assumed. 

To date, there is no hsg correlation that correctly predicts LTNE in smouldering 

combustion. 

The effect of heat losses on smouldering propagation were studied by [1, 27, 29, 102, 133, 

137, 141, 171, 180, 184, 199, 202, 204]. Heat losses may have a substantial impact on the 

smouldering front. Model solution of a smouldering front in the absence of heat losses (or 

pyrolysis) could lead to peak temperatures that tend to increase indefinitely [1]. Two-

dimensional models typically treat heat losses as boundary conditions [141, 171, 199], 

whereas one-dimensional models employ a global heat loss coefficient (U) [27, 102, 137, 

180, 184]. Experimental and numerical work estimated that 42-50% of the energy released 

by oxidation is lost at the cell walls [29, 171]. This creates a curvature in the shape of the 

smouldering front, as shown in Figure 2.14. Martins et al. [29] experimentally measured 

the front curvature for forward (downward) smouldering, resulting in a concave shape 

(Figure 2.14a). Numerically, the front shape is identified by changing the heat loss 

coefficient (U), as shown in Figure 2.14b. Figure 2.14b shows a case of forward 

(downward) smouldering with and without heat losses. The convex shape in the front with 

heat losses indicates that near the wall, the smouldering front is quenched, whereas at the 

center-line, the front is mostly flat (similar to the shape without heat losses, Figure 2.14b 

– right) and propagates faster insulated from the surroundings [137, 171, 189, 199]. Note 

that, although both cases showed forward (downward) smouldering, the experimental 

shape of the smouldering front is different than the numerical. This is likely because in the 

experiment, channeling (not considered in the model) can favour the passage of air at the 

walls, or lower wall temperatures that results in higher gas density and faster front velocity 

[29]. In one-dimensional models, the global heat loss coefficient is typically adjusted to 

match the slope of the experimental temperature curve behind the front [27], Figure 2.15.  
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Figure 2.14: (a) Experimental curvature of the reaction front [29] for forward 

(downward) smouldering and (b) Numerical front curvature of the forward 

(downward) smouldering of carbon: (left) with heat losses and (right) without heat 

losses [171]. 

 

 

(a) 

(b) 
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Figure 2.15: Temperature profile versus distance: (□) experimental and numerical 

results (x) with and (●) without heat losses [27]. 

 

Literature on numerical forward smouldering showed a linear relationship between peak 

temperature and front velocity with air flux [27, 106, 180]. Figure 2.16a describes 

numerical front velocities from Leach et al. [106] compared with experiments from Torero 

and Fernandez-Pello [23], and Figure 2.16b describes numerical predictions of the front 

velocity [180] compared with the analytical front velocity developed by Torero et al. [31], 

Equation (2.18). The numerical results in [180] agree well with the analytical model [31], 

except for extinction and high air fluxes.  
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Figure 2.16: Front velocity versus air flux (a) [106] and (b) [180]. 

 

In opposed smouldering of solid porous fuels, numerical extinction by convective cooling 

at high air fluxes was found by [102, 136, 177-179, 202], agreeing with the experiments 

from Torero et al. [31]. Under oxygen-limited conditions (Figure 2.17), additional oxygen 

supply by the high air flux creates additional heat generation, which offsets the heat 

removed as the gas passes through the reaction front; smouldering velocity and peak 

temperature increase when air flux is increased. Under fuel-limited conditions, cold air 

passes through the hot sample, absorbing heat from the solid, decreasing the peak 

temperature and front velocity when air flux is further increased, causing extinction [106, 

136, 177, 179, 184].  

(a) 

(b) 
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Figure 2.17: Predicted (a) adiabatic temperature and (b) the front velocity versus 

air flux for the oxygen- and fuel-limited regimes [136]. 

 

Literature also shows that extinction of the smouldering front occurs due to heat losses 

[133, 141, 180, 186] and low (oxygen-limited) air fluxes [102, 136, 177-180, 184]. Leach 

et al. [179] suggested that extinction was not linked to the dominance of pyrolysis 

reactions, whereas Lozinski and Buckmaster [202] indicated that pyrolysis needed to be 

introduced to proper simulate extinction.  

Local chemical non-equilibrium between gas and solid phases, i.e., oxygen concentration 

in the bulk gas phase differs from that at the solid surface, was numerically studied [106, 

136, 179, 184, 199] by employing Equations (2.12) and (2.13). Reaction rates are 

controlled by the rate at which oxygen can diffuse to the surface of the solid fuel by a solid-

gas mass transfer coefficient (hm) [136]. However, literature lacks in presenting the effects 

of hm and bulk and surface oxygen concentrations on the smouldering front.  

Most of the kinetic mechanisms proposed in Table 2.1 had the end goal of simply fitting 

kinetic reaction parameters against TG/DTG data without any application into numerical 
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models [205]. One-step oxidation reaction mechanism, Equation (2.19), is widely used in 

the smouldering literature [20, 128-130, 132, 133, 135, 136, 142, 171-175] due to its 

simplicity. Such global reactions assume that pyrolysis is negligible and only oxidation 

governs the process [20, 136]. It is very popular in analytical smouldering models [20, 128-

130, 132, 133, 135, 136] and in models that investigate factors affecting the smouldering 

self-sustaining behaviour [174].  

The absence of pyrolysis reactions in analytical models is understandable since more 

reactions introduce non-linearity in the governing equations. However, it is known that 

pyrolysis is an important energy sink near extinction, since large amount of fuel undergoes 

pyrolysis and its reaction rate is much higher than the oxidation one [1, 106, 178, 179, 182, 

186, 202]. In addition, the understanding of pyrolysis is crucial to simulate ignition, 

propagation, and extinction of smouldering combustion [106, 140, 148, 179, 202, 206, 

207].  

Model solutions of a smouldering front in the absence of pyrolysis and heat losses show 

that the peak temperature tends to increase indefinitely as a result of a typically large heat 

of oxidation (ΔHoxid). Thus, such one-step oxidation models [20, 128-130, 132, 133, 135, 

136, 142, 171-175] may need to adjust ΔHoxid to avoid extremely high temperatures. 

Moreover, numerical models usually neglect pyrolysis reactions based on the assumption 

that the heat of pyrolysis (ΔHpyr) is relatively small when compared with the heat of 

oxidation (ΔHoxid) [1, 20, 27, 128-130, 132, 133, 135, 136, 142, 171-177]. 

Moussa et al. [75] proposed a two-step mechanism with one pyrolysis and one oxidation 

for cellulosic materials. Other two-step mechanisms can be found in Table 2.1, Equations 

(2.20-2.23). Ohlemiller [1], and a few others later on, based on two exothermic peaks in 

DSC experiments (Figure 2.13), proposed a three-step mechanism defining smouldering as 

a competition between (endothermic) pyrolysis and fuel oxidation, Equation (2.23). Both 

reactions form char, which is completely or partially oxidized, resulting in self-sustained 

smouldering [1, 70, 137, 156, 167, 176, 178, 179, 187, 188, 196, 205, 208, 209]. Opposed 

smouldering research revealed that the smouldering front is governed mostly by the 

competition between pyrolysis and fuel oxidation (both reactions overlap to form a single 

front [102]) with negligible contribution of the char oxidation [1, 103, 136, 176, 178, 179]. 
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In forward smouldering, oxidation and pyrolysis reactions form two distinct propagation 

fronts, with pyrolysis faster than oxidation. Moreover, char oxidation drives the front 

propagation [1, 184]. Forward smouldering is typically faster than opposed smouldering 

[102].  

After Ohlemiller [1], Rein et al. [138] were the precursors of proposing more complex 

(realistic) kinetic mechanisms for polyurethane foams. Based on TG experiments, they 

concluded that a five-step mechanism (two pyrolysis and three oxidations, Equation (2.28)) 

would be more appropriate to simulate smouldering of polyurethane foam, since the 

inclusion of only one pyrolysis reaction to simulate two consecutive reactions paths would 

significantly under-estimate the production of char [184].  

One of the reasons for disparities between experimental and numerical results in the 

smouldering of wet fuels (e.g., biomass, peat, etc.) was attributed to the lack of water 

evaporation in the kinetic mechanisms [102]. However, water evaporation is typically 

assumed as a chemical reaction [140, 141, 146, 165, 186, 200] rather than a phase-change 

process. Thus, most of the kinetic mechanisms including water evaporation when applied 

into smouldering combustion models are not able to capture the temperature plateau around 

100 ºC. It is important to note that some fuels (e.g., peat) have a significant fraction of 

water and its movement by condensation and evaporation can alter the energy balance in 

the ignition, propagation, and extinction of the smouldering front [1, 186]. Another 

important parameter is the inorganic content in fuels such as peat and oil shale [27, 186].  

Complex kinetic mechanisms with seven (Equation (2.32)) and eight (Equation (2.33)) 

reactions were used with the intention of predicting the transition to flaming [18, 182, 189], 

incorporating a secondary char oxidation [189] and one gas-phase oxidation [18]. More 

reactions have the tendency of fitting TG data with more precision. However, when 

employed into smouldering combustion models, these extra reactions produced negligible 

effects in the smouldering process. For example, Rein et al. [138] concluded that the 

oxidation of the virgin foam may be virtually neglected since all of it was converted to β-

foam. In addition, β-foam was consumed by the oxidation reaction instead of its competing 

pyrolysis reaction. Another example can be found in [189], in which the model was very 
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sensitive to the first char oxidation but not sensitive to the final step of pyrolysis and final 

char oxidation. 

It is important to note that, although the literature on kinetic parameters estimation is very 

extensive and well established, TG/DTG/DSC experiments use low and constant heating 

rates, whereas smouldering typically occurs at high heating rates (O[101-103 C/min)]) 

[140]. Such low heating rates favour some minor, low temperature reactions that most of 

the time disappear at high heating rates, causing some discrepancy in the calculation of the 

Arrhenius parameters. Moreover, the compensation effect (i.e., ln (A) has a linear 

relationship with E) may occur, especially in complex mechanisms, in which several 

reactions may have similar decomposition temperature intervals.  The compensation effect 

may arise as a result of either the influence of experimental factors (e.g., heating rates) or 

the mathematical nature of the Arrhenius equation [27, 137, 148, 171, 196, 210-213]. Thus, 

some studies [106, 179] suggested that kinetic parameters associated with a specific 

reaction mechanism might have no fundamental physical meaning, and even if carefully 

estimated, they may have to be significantly changed in order to produce the best possible 

description of reality.  

2.5 Conclusion 

In this chapter we have presented the many advances in the fundamental understanding of 

forward and opposed smouldering combustion in the past 35 years. Smouldering, for most 

of the time, has been treated as a fire hazard, leading to property and environmental 

damages and death. Only recently, smouldering has been employed as an engineering 

technology in a wide range of applications from oil recovery to waste and contaminant 

destruction.  

A large amount of fundamental research on smouldering was first devoted to solid porous 

reactive matrixes.  Recently, liquid and solid fuels embedded in an inert porous matrix have 

also been objective of study. Together, they have successfully elucidated a number of heat 

and mass transfer processes in porous media. The main contributions are related to column-

scale experiments coupled with numerical models. Experiments and numerical models 

were able to identify and understand important operational conditions such as peak 



51 

 

temperature and smouldering front velocity varying with air flux, fuel and oxygen 

concentrations. Moreover, there have also been significant advances in the understanding 

of heat losses, chemical reaction mechanisms (from simple to complex), smouldering 

extinction, smouldering in microgravity, and transition to flaming.  

Despite the large number of advances and successes, there remain many gaps in the current 

fundamental understanding of smouldering. Although extensive research was devoted to 

chemical reaction mechanisms, it is still unclear the minimum number of pyrolysis and 

oxidation reactions necessary to properly simulate smouldering. The number of reactions 

will depend on the fuel and conditions analyzed (e.g., simple or complex hydrocarbons, 

heating rates, etc.). Moreover, literature does not well articulate how reactions are 

distributed in time and space. Numerical models still struggle to correctly simulate water 

evaporation, with most of the studies employing water evaporation as a chemical reaction 

instead of a phase-change process.  

Literature also lacks in providing a satisfactory correlation to correctly predict heat transfer 

between solid and gas phases, i.e., local thermal non-equilibrium. Existing correlations 

were developed for conditions that are not applicable to smouldering combustion. Proper 

models for non-equilibrium are likely particularly important for simulating smouldering of 

liquid or solid fuels embedded in inert porous media.  Likewise, numerical models have 

not yet performed a detailed analysis on the mass transfer between bulk and surface oxygen 

concentrations.   

Smouldering propagation depends on a positive net energy balance in which energy added 

into the system needs to be higher than energy removed from the system. Thus, while 

literature provides some local energy balance methods, a global energy balance is also 

required to understand smouldering propagation and extinction. Furthermore, the 

understanding of heat losses under different experimental scales or multi-dimensional 

numerical models needs further investigation.   

Finally, liquid fuel mobility has been proven to be challenge to understand with possible 

negative impact on waste and contaminant destruction. Thus, further experimental and 

numerical studies are necessary. Together, the above listed challenges represent a 
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significant opportunity for advances that will undoubtedly lead to more understanding of 

smouldering combustion. That, in turn, should assist bringing more smouldering 

applications from research to practice and optimization of engineered smouldering 

technologies. 
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Chapter 3  

3 Determination of the interfacial heat transfer coefficient 
between forced air and sand at Reynold’s numbers 
relevant to smouldering combustion1 

3.1 Introduction 

Smouldering is defined as an oxygen-limited, flameless form of combustion with low 

temperatures and slow propagation rates relative to flaming [1]. It is a heterogeneous, 

exothermic chemical reaction between the (solid or liquid) reactive fuel and oxygen, using 

the heat released during the exothermic process to sustain the combustion front [1-4]. 

Traditionally, research on smouldering focused on porous organic solids, such as 

polyurethane foam and peat in the context of fire safety [5]. Examples include smouldering 

involved in residential, industrial, and forest fires and subsurface fires in coal seams.  

Recently, smouldering has been developed as an engineering technology. Applications 

include liberating oil from shale [6-8], treating human feces [9], underground coal 

gasification [10], tire recycling [11], treating wastewater biosolids [12], and remediating 

contaminated soil [13-16].  In each case, smouldering is enabled by the fact that the organic 

fuels are embedded in an inert porous matrix (e.g., rock, soil, sand). This matrix plays 

important roles, including: (i) its permeability permits oxygen transfer to the reaction zone 

by convection and diffusion [1, 4, 15, 17], and (ii) its high heat capacity acts as a thermal 

reservoir, which  recycles the released energy into the reaction.  This energy efficiency 

enables the smouldering of fuels with low calorific values [18-20].  

Generally, predictions of smouldering must take into account the transport of momentum, 

mass, and energy in the solid and fluid phases [21, 22]. The transport of energy is dependent 

on the ability of the porous medium to store, conduct, and radiate heat, as well as 

                                                 

1
 A version of this chapter has been published: M.A.B. Zanoni, J.L. Torero, J.I. Gerhard, Determination of 

the interfacial heat transfer coefficient between forced air and sand at Reynold’s numbers relevant to 

smouldering combustion, International Journal of Heat and Mass Transfer, 114 (2017) 90-104. 

doi.org/10.1016/j.ijheatmasstransfer.2017.06.020 
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convective transfer between phases. Modelling of energy generally follows one of two 

approaches: Local Thermal Equilibrium (LTE) or Local Thermal Non-Equilibrium 

(LTNE) [23-28]. In LTE, the local temperature of the solid and gas phases is assumed to 

be the same so only one energy equation is employed. In LTNE, this is not assumed, so the 

energy equation for each phase is solved: 

(1 − 𝜙)(𝜌𝑠𝐶𝑝𝑠)
𝜕𝑇𝑠
𝜕𝑡

= (1 − 𝜙)
𝜕

𝜕𝑥
((𝑘𝑠 + 𝑘𝑟𝑎𝑑)

𝜕𝑇𝑠
𝜕𝑥
) − 𝑈 (

𝐴𝑠,𝑐𝑙
𝑉𝑐𝑙
) (𝑇𝑠 − 𝑇∞)

+ ℎ𝑠𝑔 (
𝐴𝑠,𝑠𝑝
𝑉𝑠𝑝

) (𝑇𝑔 − 𝑇𝑠) 

(3.1) 

𝜙 (𝜌𝑔𝐶𝑝𝑔)
𝜕𝑇𝑔

𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔𝑢𝑔

𝜕𝑇𝑔

𝜕𝑥
= 𝜙

𝜕

𝜕𝑥
(𝑘𝑔

𝜕𝑇𝑔

𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝

𝑉𝑠𝑝
) (𝑇𝑠 − 𝑇𝑔) (3.2) 

The two equations are linked by the interfacial heat transfer coefficient (hsg), which dictates 

transfer between solid and gas phases. hsg is multiplied by the surface area per unit volume 

assumed as perfect spheres (As,sp/Vsp=6(1-ϕ)/dp) [29]. The global heat loss coefficient (U) 

is multiplied by the surface area per unit volume of cylindrical column (As,cl/Vcl=2/r). Note 

that source/sink terms would appear in Equations (3.1) and (3.2) if chemical reactions were 

taking place.  

Analytical and numerical models of smouldering assuming LTE [7, 18, 20, 29-37] and 

LTNE [21, 22, 38-45] have been extensively applied. It is suspected that LTNE is necessary 

to predict scenarios with forced air flow through hot sand. For example, high inlet gas 

velocities can decrease the solid temperature until smouldering quenches [1, 38, 46-52]. 

LTNE predictions require quantifying the thermophysical properties of both phases and 

hsg. 

The thermophysical properties of sand are important for a wide range of heat transfer 

applications beyond only applied smouldering. Sand’s specific heat capacity (Cps) and 

thermal conductivity (ks) vary with temperature (T), porosity (ϕ), and particle diameter (dp). 

Literature thermophysical properties for quartz sand are compiled in Table 3.1.  The range 
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of values reveal that these measurements need to be conducted with care and under relevant 

experimental conditions.   

Table 3.1: Literature Values for Thermophysical Properties of Sand 

Ref. 
dp      

[mm] 

Cps                    

[J kg-1 K-1] 

ks                       

[W m-1 K-1] 

kp      

[m2] 

ϕ             

[-] 

ρbk                          

[kg m-3] 

T     

[ºC] 

[53] 0.76-0.91 776 4.2 - - 2632 20-70 

[54] 0.50-1.00 - 0.27-0.40 - - - 20-200 

[55] - - 0.52 - - 1730 - 

[56] 0.38-1.70 840 - - 0.31-038 1600-1800 - 

[57] - - 0.23 1.8x10-9 0.39-0.41 - - 

[58] - 726 0.53-0.59 - - 1630-1740 - 

[59] 0.15-0.60 796 0.32-0.34 - - 1400 - 

[60] - - 0.3 - - - - 

[61] - 800 0.27 - - 1520 27 

[62] - 950 0.45 - - 1700 - 

 

hsg has been examined to predict heat transfer processes in a range of porous media 

including sand beds [62, 63], sintered particles [64-66], spherical glass particles [67-69], 

ceramic foam [70-73], metal foam [74], and porous carbon foam [75]. hsg is independent 

of the surface area per unit volume of the porous medium (av=As,/V) (see Equation 3.1). 

When av is unknown, the results are reported in terms of a volumetric heat transfer 

coefficient (hv=avhsg) [70, 71]. Analytical equations [23-26, 42, 66], inverse modeling [70, 

71], and experiments [66, 70, 71, 76-83] have been used to derive empirical correlations 

for hsg or hv as a function of the parameters on which it depends, such as Reynolds number 
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(Re=ρgugdp/ϕμg), Nusselt number (Nu=hsgdp/kg), Prandtl number (Pr=μgCpg/kg), ϕ, and dp. 

Wakao et al. [78, 84], conducting an extensive review of experiments in packed beds 

(Figure 3.1), provided:  

𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 2 + 1.1(𝑅𝑒0.6𝑃𝑟1 3⁄ ) (3.3) 

which has become the correlation most widely employed. 

 

Figure 3.1: Log-log plot of the experimental data (■) compiled by [78] along with 

Eq. (3) (solid black line). The data from [78] were reproduced with permission. 

 

A compilation of other empirical correlations is provided in Table 3.2. Many aspects of 

these correlations are inconsistent. For example, several studies found that hsg increases 

[85, 86] or decreases [65, 66, 69-71, 87] with dp, while others indicate the hsg (dp) 

relationship is affected by the solid and fluid thermal conductivities, Darcy air fluxes, and 

porosities [88, 89]. In general, they agree that an increase in the Darcy air flux (ug) (i.e., 

increase in Re) results in an increase in hsg [65-67, 69, 74, 87, 90] up to a maximum beyond 

which it is independent of ug [67, 87, 90].   
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Table 3.2: Literature Correlation Equations for Predicting the Heat Transfer 

Coefficient in Porous Beds 

Ref. Eq. Correlation Material 
dp 

(mm) 
ϕ Fluid Re Pr Description 

[41] (3.4) 𝑁𝑢𝑣 =
ℎ𝑣𝑑𝑝

2

𝑘𝑔
= 𝑎 + 𝑏𝑅𝑒𝑐 

Polyurethane 
foam  

- 
0.97-
0.99 

Air - - 

Values of a, b, 

and c are 
empirical 

constants. 

[66] (3.5) 𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 0.198𝜙0.07𝑅𝑒0.66𝑃𝑟1 3⁄  

Sinter 

particles 
12-32 

0.49-

0.54 
Air 

537-

2233 

0.67-

0.70 
- 

[69] (3.6) 𝑁𝑢 = 𝐶𝑅𝑒𝑎𝑃𝑟𝑏 
Spherical 

glass particles 
11-22 - Air 

1000-

5000 
- 

Values of a, b, 
and c are 

empirical 

constants. 

[70] (3.7) 𝑁𝑢 = 0.819 [1 − 7.33(
𝑑

𝐿
)]𝑅𝑒0.36

[1+15.5(
𝑑
𝐿
)]

 
Ceramic 
Foam 

- 
0.83-
0.87 

Air 5.1-564 - 

The ratio d/L 
varies from 

0.005 to 0.136, 

where d is the 
pore diameter 

and L is the 
thickness of the 

porous ceramic. 

[71] (3.8) 𝑁𝑢𝑣 =
ℎ𝑣𝑑𝑝

2

𝑘𝑔
= 𝐶𝑅𝑒𝑚 

Cellular 

Ceramics 
- - Air 

0.02-

1594 
- 

Values of C and 

m vary 
depending on 

the porous 

medium 
properties. 

[73] (3.9) 𝑁𝑢𝑣 = 𝑎𝑅𝑒
𝑏 

Ceramic 

foams 
- - Air 

100-

2000 
- 

Values of a and 

b are empirical 
constants. 

[74] (3.10) 𝑁𝑢𝑣 = 𝑏1𝑅𝑒
𝑏2 

Aluminum 
foams 

- 
0.70-
0.95 

Air 
1900-
7800 

- 

Values of b1 

and b2 vary with 

porosity. 

[80] (3.11) 𝑁𝑢 = {(1.18𝑅𝑒0.58)4 + [(0.23 (
𝑅𝑒

1 − 𝜙
)
075

)

4

]}

1 4⁄

 Pebble beds - 
0.26-

0.94 

Air 

Helium  

10-105 0.71 - 

[81] (3.12) 𝑁𝑢𝑣 = 0.124(𝑅𝑒𝑃𝑟)
0.791 

Open-cellular 
materials 

- 
0.74-
0.95 

Air - - - 

[82] (3.13) 𝑁𝑢 = 0.015 + 0.11(𝑃𝑒)0.73 
Shredded 

materials 
- 0.80 Air - - 

Valid for 

Pe=RePr<25. 

[83] (3.14) 𝑁𝑢𝑣 = 0.07(
𝜙

1 − 𝜙
)
2 3⁄

(𝑅𝑒𝑃𝑟) 
Spherical 
particles  

- 
0.70-
0.95 

Air 3-1000 0.72 - 

[91] (3.15) 𝑁𝑢 = 2.4𝑥10−5 + 285.6(𝑅𝑒2.7𝑃𝑟1 3⁄ ) Sand 0.3-1 0.30 Water 
0.001-
0.01 

- 

Based on hsg 

calculated from 

[92] 
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Smouldering studies have extensively used Equation (3.3) [78] to predict hsg or hv [22, 38-

40, 44, 93]. However, Leach et al. [22] concluded that Equation (3.3) overestimates the 

heat transfer coefficient, resulting in an incorrect assumption of LTE for smouldering. A 

key issue is that Equation (3.3) was developed for systems very different from smouldering. 

The packed bed systems considered for Equation (3.3) exhibit 15 ≤ Re ≤ 8500 and 30 ≤ dp 

≤ 171 mm, which leads to Nu in the range 101-102. In contrast, natural convection (i.e., 

accidental) smouldering typically exhibits 0.01 < Re < 0.1 [50] and forced air (i.e., 

engineered) smouldering typically employs 1 < Re < 40 [6, 8, 12, 14-16, 94-101] and 0.1 

< dp <2 mm [9, 12, 15, 16, 102], which corresponds to Nu in the range 10-4-101.  Therefore, 

smouldering combustion is outside the range of applicability of Equation (3.3), as 

illustrated in Figure 3.1. No hsg correlation exists for the specific conditions of applied 

smouldering, namely hot gases flowing through sand at relevant Re. 

The main objective of this study is to develop an empirical correlation for hsg between 

forced air and sand at the low Reynolds’ numbers relevant to smouldering. Twelve column 

experiments were conducted to evaluate heat transfer in sand for different air fluxes and 

sand particle diameters. All of the necessary parameters were obtained independently 

except hsg, which was optimized through inverse modelling of the experimental results. 

The developed correlation was validated against two additional experiments. A numerical 

model, equipped with the validated correlation, was then employed to explore the system’s 

sensitivity to key parameters. In addition, the model allowed exploration of the validity of 

assuming local thermal equilibrium and this was compared to an analytical LTE criterion 

developed for these systems.  The outcome is a new empirical Nu vs Re and Pr correlation 

that is valid for air flow through sand in conditions relevant to smouldering, namely 0.125 

< dp < 2.000 mm, Pr=0.72, and 0.5 < Re < 31. This correlation is valuable for improving 

our understanding of thermal non-equilibrium in such systems and predicting hsg in a 

variety of similar heat transfer scenarios. 
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3.2 Methodology 

3.2.1 Experimental Setup 

Heat propagation and transfer experiments were carried out in a stainless-steel cylindrical 

column with 0.160 m inner diameter and 0.505 m in height (Figure 3.2). The column was 

placed over a stainless-steel base (0.14 m inner diameter, 0.20 m in height), containing a 

flat, spiral-coiled heater (0.14 m outer diameter, 450 W, 120V, Watlow Ltd) connected to 

a 120 V AC, single-phase variable power supply (STACO Energy Products), and an air 

diffuser made of perforated tubes connected to laboratory compressed air supply via a mass 

flow controller (FMA5400/5500 Series, 0-500 L min-1, Omega Ltd). The air diffuser was 

covered with commercially available quartz sand (number 1240, Bell & MacKenzie Co., 

mean dp = 0.5 mm, coefficient of uniformity < 1.5) to ensure uniform airflow. The column 

was filled with clean quartz sand with one of three distinct particle diameters (Table 3.3). 

The particle diameters were obtained by sieving sands number 12ST, 1240, and 505 (Bell 

& MacKenzie Co.) and retaining only what remained on sieves number 16, 40, and 120, 

respectively, for the hereafter named “coarse”, “medium”, and “fine” sands. The sieved 

sands were carefully packed in 0.05 m lifts, each tamped, for maximum uniformity. Twelve 

thermocouples (3.2 mm diameter, 150 mm length, Type K, Inconel, Omega) were 

horizontally positioned at intervals of 0.035 m to measure the variation in temperature at 

the column centerline. The thermocouples were connected to a computer through a data 

logger (Multifunction Switch/Measure Unit 34980A, Agilent) that acquired temperatures 

every 2 seconds. The column was wrapped in insulation (high-temperature mineral wool, 

McMaster-Carr) to minimize heat losses.  

Table 3.3 summarizes the fourteen experiments that were performed. All experiments 

followed a heating procedure similar to that established for igniting a smouldering 

experiment [15, 16]; however, no fuel was used in this study. Exps. 1 – 12 were used to 

develop the heat transfer correlation while Exps. A and B were used for model validation. 

In each experiment, the heat wave was initiated by providing power to the heater (90% 

capacity, 4.4A) for 1800 s. Then, air injection just below the heater was initiated and 

maintained at a constant Darcy air flux (volume per unit cross-sectional area per unit time). 

Darcy air fluxes ranged from 0.016 to 0.113 m s-1, which correspond to volumetric flow 
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rates from 20 to 140 L min-1; this spans the range typically employed in applied 

smouldering studies [15, 16, 103]. After 600 s of air injection (i.e., 2400 s of heating) the 

heater was turned off while the air flow was maintained. Exp. B tripled the “pre-air” 

heating time to 5400 s, at which time the air flow was initiated and the heater was turned 

off at 6000 s. The base case experiment (1.18 < dp < 2.00 mm, 0.065 m s-1) was repeated 

five times to provide a measurement of the experimental uncertainty. Only three Darcy air 

fluxes (0.016, 0.040, and 0.065 m s-1) were used for the fine sand because the sand fluidized 

at higher air fluxes.  

 

Figure 3.2: Schematic of the experimental apparatus. 
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Table 3.3: Heat Transfer Experiments 

Exp. 

[#] 

dp                       

[mm] 

Qg             

[L min-1] 

ug                            

[m s-1] 

Heating Period 

[s] 

n 

[#] 

1 

1.180<dp<2.000 

20 0.016 2400 1 

2 50 0.040 2400 1 

3 80 0.065 2400 5 

4 140 0.113 2400 1 

5 

0.425<dp<0.600 

20 0.016 2400 1 

6 50 0.040 2400 1 

7 80 0.065 2400 1 

8 110 0.089 2400 1 

9 140 0.113 2400 1 

10 

0.125<dp<0.250 

20 0.016 2400 1 

11 50 0.040 2400 1 

12 80 0.065 2400 1 

A 

1.180<dp<2.000 
110 0.089 2400 1 

B 110 0.089 6000 1 

 

3.2.2 Global Energy Balance 

Heat losses play an important role in heat transfer systems. Although a rigorous analysis 

of heat loss effects requires multi-dimensional modeling [7, 21, 36], radial heat losses in 

these experiments may be quantified by the use of a global heat loss coefficient (U) and 

assuming a one-dimensional system. U was calculated through an energy balance: 

�̇�𝑖𝑛 − �̇�𝑜𝑢𝑡 + �̇�𝑔𝑒𝑛 − �̇�𝑙𝑜𝑠𝑠 =
𝑑𝐸𝑠
𝑑𝑡

 (3.16) 
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The energy entering (�̇�𝑖𝑛) the column comes from the heater (Figure 3.2). Energy can 

leave the column vertically out the top (�̇�𝑜𝑢𝑡) or through radial heat losses (�̇�𝑙𝑜𝑠𝑠). Since 

no chemical reactions occur, the energy generation term (�̇�𝑔𝑒𝑛) is zero, and the result is 

the rate at which energy stored in the system (𝑑𝐸𝑠 𝑑𝑡⁄ ) changes. �̇�𝑖𝑛 and �̇�𝑜𝑢𝑡 are difficult 

to estimate since the gas enthalpy and heater energy are unknown. Therefore, the approach 

here was to isolate a time interval during which approximately zero energy is entering and 

leaving the system (�̇�𝑖𝑛 = �̇�𝑜𝑢𝑡 = 0); in other words, when both the inlet and outlet 

temperatures were approximately ambient (25-35 ºC). This allows Es in the time interval 

(i) to be calculated:  

𝐸𝑠,𝑗 =∑[𝑚𝑠,𝑗𝐶𝑝𝑠(𝑇𝑠,𝑗(𝑥) − 𝑇∞)]

12

𝑗=1

 (3.17) 

where the mass of sand in each control volume of the column (ms,j) is calculated from the 

total mass of sand (ms,T) divided by the number of thermocouples (j), which here is 12. The 

sand temperature in each control volume (Ts,j) was taken from the thermocouple at the axis 

of symmetry. The thermocouple was assumed to best represent the sand since the 

thermocouple’s characteristic heating time is likely most consistent with the solid phase. If 

heat losses are occurring, Equation (3.17) would show Es decreasing with time during this 

interval (while adiabatic conditions would result in constant Es). Since the control volume 

is small enough that the Biot number (Bi) is also small and radial heat losses (�̇�𝑙𝑜𝑠𝑠) are 

assumed, Equation (3.16) becomes:  

�̇�𝑙𝑜𝑠𝑠 = −𝑈𝐴𝑠,𝑐𝑙(𝑇𝑎𝑣𝑔(𝑡) − 𝑇∞) = 𝑚𝑠,𝑇𝐶𝑝𝑠
𝑑𝑇𝑎𝑣𝑔(𝑡)

𝑑𝑡
 (3.18) 

which can be integrated over time to obtain U:  

𝑈 = −𝑙𝑛 (
(𝑇𝑎𝑣𝑔(𝑡2) − 𝑇∞)

(𝑇𝑎𝑣𝑔(𝑡1) − 𝑇∞)
)

𝑚𝑠,𝑇𝐶𝑝𝑠
𝐴𝑠,𝑐𝑙(𝑡2 − 𝑡1)

 (3.19) 
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The surface area of the cylinder is As,cl=2πHr, Cps was measured (see Section 3.2.3), T∞ is 

the ambient temperature, t2 and t1 represent the time period over which Equation (3.18) 

was integrated, and the mass-weighted average temperature was calculated: 

𝑇𝑎𝑣𝑔(𝑡) =
∑ [𝑚𝑠,𝑗𝐶𝑝𝑠(𝑇𝑠,𝑗(𝑥) − 𝑇∞)]
12
𝑗=1

𝑚𝑠,𝑇𝐶𝑝𝑠
 (3.20) 

As the temperature of the system varies with time and distance, the purpose of Equation 

(3.20) was to obtain an average temperature of the entire domain varying just with time. 

Overall, this approach uses the centerline thermocouple data from a particular interval in 

each experiment to estimate the fraction of energy decline at the centerline due to radial 

heat loss throughout the experiment. 

3.2.3 Sand Properties 

The porosity (ϕ) and bulk density (ρbk) of each sand pack was calculated using the mass of 

sand, the particle density (ρs) and the cell volume. The intrinsic permeability (kp) of each 

sand was determined in a custom-built permeameter (following ASTM D6539-00 [104]). 

A Hot Disk Thermal Constants Analyzer [105] was used to measure ks as a function of 

temperature for each sand. Cps as a function of temperature was measured by Differential 

Scanning Calorimetry (DSC Q2000, TA Instruments) following ASTM-E1269 [106]. 

Further details are provided in the Appendix A and supplied references [104, 105, 107, 

108]. 

Table 3.4 presents the measured properties for all three sand sizes. As expected, ϕ and ρbk 

varied little with dp, and kp increased two orders of magnitude from the smallest to the 

largest sand. As expected, ks linearly increased with temperature for all three sands, as 

shown in Figure 3.3. Note that the experimental uncertainty was ± 5%, and the maximum 

difference in ks for all three sands was only 7%; it can therefore be concluded that ks 

exhibits negligible dependence on dp. Figure 3.4 presents Cps measurements for the 

medium (0.425 < dp < 0.600 mm) and coarse (1.180 < dp < 2.000 mm) sands. The DSC 

method did not provide reliable Cps results for the fine sand (0.125 < dp < 0.250 mm). As 

expected, Cps linearly increased with temperature, with a maximum value of 1886 J kg-1 K-

1 (medium sand) and 1653 J kg-1 K-1 (coarse sand) at 760 K (486.85 ºC). The experimental 
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uncertainty for Cps was found to be 5% and the maximum Cps difference from coarse to 

medium sand was only 8%. Therefore, it is concluded that dp has a negligible influence on 

Cps. Moreover, the high Cps values measured in this work confirm the widely held (but 

seldom tested) assumption that sand has a relatively high specific heat capacity. 

 

Table 3.4: Measurements of the Sand Properties. 

dp                 

[mm] 

T      

[ºC] 

ks                    

[W m-1 K-1] 

ϕ      

[-] 

ρbk          

[kg m-3] 

kp             

[m2] 

0.125<dp<0.250 

19.0  0.247 

0.36 1691 2.07x10-11 
86.0  0.278 

175.0  0.325 

269.0  0.359 

0.425<dp<0.600 

22.0  0.256 

0.37 1660 1.84x10-10 
85.0  0.308 

172.0  0.348 

264.0  0.391 

1.180<dp<2.000 

22.0  0.276 

0.37 1672 1.03x10-9 
85.0  0.322 

173.0  0.382 

267.0  0.432 
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Figure 3.3: Thermal conductivity of sand versus temperature increase for three 

particle diameters: +: 1.180 < dp < 2.000 mm; ■: 0.425 < dp < 0.600 mm; ●: 0.125 < dp 

< 0.250 mm. Solid and dashed lines represent the linear regression for each particle 

diameter. The accuracy and reproducibility of each measurement were within ± 5% 

and ± 2%, respectively [109].  

 

 

Figure 3.4: Cp of sand versus temperature increase for two particle diameters 

(dashed line: linear regression for (+) 1.180 < dp < 2.000 mm; solid line: linear 

regression for (■) 0.450 < dp < 0.600 mm). Confidence intervals (shaded region) were 

evaluated based on three distinct experiments for 1.180 < dp < 2.000 mm calculating 

the area under the standard normal curve that equals 95%. 
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3.3 Modelling 

3.3.1 Governing Equations 

A one-dimensional numerical model was developed in COMSOL Multiphysics (Version 

5.0), which uses the finite-element method. The domain simulated the 0.505 m column, 

with the lower boundary coincident with the air diffuser and the upper boundary at the 

sand’s upper surface (Figure 3.2). Air pressures and velocities were solved via the gas-

phase continuity equation [110]:  

𝜕(𝜌𝑔𝜙)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔)

𝜕𝑥
= 0 (3.21) 

which employed Darcy flow without gravity effects [111]. The gas density followed the 

ideal gas law [112]. The model solves the transient energy equation for both solid and gas 

phases, Equations (3.1) and (3.2), respectively; therefore, LTNE was considered. Heat 

transfer in the porous medium included conduction, convection, and radiation. Radiation 

heat transfer follows the Rosseland approximation [113] and was expressed as a radiative 

conductivity (krad=16σdpTs
3/3). An average global heat loss coefficient (Uavg) was included 

(see Sections 3.2.2 and 3.4.1), and used the surface area per unit volume (As,cl/Vcl=2/r) of 

the column.   

Sand particles were taken as spheres with a surface area per unit volume (As,sp/Vsp) equal 

to 6(1-ϕ)/dp [29]. Sand properties, as described in Section 3.2.3, were employed and a 

homogeneous porous medium was assumed. As described above, direct measurements 

revealed no significant dependence on dp for either ks (Figure 3.3) or Cps (Figure 3.4).  

Therefore, the determined ks and Cps for 0.425 < dp < 0.600 mm were used in the 

simulations for all grain sizes. The properties of air – Cpg, kg, and µg – were fitted from 

thermodynamic tables within 1% from 300 to 1500 K.  

The initial and boundary conditions are provided in Table 3.5. Both heater and air diffuser 

were simulated by piecewise functions without smoothing effects. The air diffuser was 

described by a mass flux located at x=0 m and the heater was described by a constant heat 

flux applied at x=0.100 m. The piecewise functions followed the experimental procedure 

described in Section 3.2.1. The upper boundary was simulated by a convective heat flux at 
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x=0.505 m and fixed atmospheric pressure. Table 3.6 presents the model input parameters 

for the base case, revealing that the majority were measured directly and the rest were 

obtained from the literature. The only exception was the interfacial heat transfer coefficient 

(hsg), which needed to be determined independently (Section 3.3.2). 

 

Table 3.5: Initial and Boundary Conditions for Numerical Model 

Eq. Initial Condition Boundary Condition 

(3.1-3.2) 𝑡 = 0 ⟹ {
𝑇𝑠 = 𝑇0
𝑇𝑔 = 𝑇0

 

𝑥 = 0.100 𝑚 ⟹

{
 
 

 
 −(𝑘𝑠 + 𝑘𝑟𝑎𝑑)

𝜕𝑇𝑠
𝜕𝑥
= �̇�" → 0 ≤ 𝑡 ≤ 𝑡ℎ

−(𝑘𝑠 + 𝑘𝑟𝑎𝑑)
𝜕𝑇𝑠
𝜕𝑥
= 0 → 𝑡ℎ < 𝑡 ≤ 𝑡𝑓

𝑇𝑔 = 𝑇0                                              

 

𝑥 = 0.505 𝑚 ⟹ {
−(𝑘𝑠 + 𝑘𝑟𝑎𝑑)

𝜕𝑇𝑠
𝜕𝑥
= 𝑈(𝑇𝑠 − 𝑇∞)

−(𝑘𝑔)
𝜕𝑇𝑔

𝜕𝑥
= 𝑈(𝑇𝑔 − 𝑇∞)            

 

(3.21) 𝑡 = 0 ⟹ 𝑃𝑔 = 𝑃0 
𝑥 = 0.000 𝑚 ⟹ 𝜌𝑔𝑢𝑔 = 𝜌𝑔𝑢𝑔(𝑡) → {

𝑢𝑔 = 0 → 0 ≤ 𝑡 ≤ 𝑡𝑔
𝑢𝑔 = 𝑢𝑔 → 𝑡𝑔 < 𝑡 ≤ 𝑡𝑓

 

𝑥 = 0.505 𝑚 ⟹ 𝑃𝑔 = 𝑃0 
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Table 3.6: Model Input Parameters Common to All Simulations 

Parameters Value Unit Reference 

Cps 2.49(Ts)+39.06 J kg-1 K-1 Measured 

Cpg -3x10-5(Tg
2)+0.2261(Tg)+940.35 J kg-1 K-1 [114] 

ks 0.000541(Ts)+0.1044 W m-1 K-1 Measured 

kg -1x10-8(Tg
2)+8x10-5(Tg)+4.3x10-3 W m-1 K-1 [114] 

ms,T 14.1 kg This work 

μg -9x10-12(Tg
2)+4x10-8 (Tg)+6x10-6 Pa s [114] 

P0 101375  Pa This work 

q   25000 W m-2 Calculated 

r 0.08 m This work 

ρs 2650 kg m-3 [114] 

T0 293 K This work 

T∞ 293 K This work 

U 1.7 W m-2 K-1 Calculated 

 

3.3.2 Inverse Modelling 

The only unknown parameter in the governing equations, hsg, was obtained via inverse 

modelling of the experiments (Table 3.3). The objective function (S) minimized was: 

𝑆 =∑∑(𝑇𝑠(𝑒𝑥𝑝)
𝑖,𝑗

− 𝑇𝑠(𝑛𝑢𝑚)
𝑖,𝑗

)
2

𝑡𝑓

𝑗=1

11

𝑖=1

 (3.22) 

where Ts(exp) is the experimental sand temperature and Ts(num) is the simulated sand 

temperature at each thermocouple (i) and time step (j). The temperature curve for the first 

thermocouple above the heater (x=0.120 m) was not used in the hsg optimization due to 
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experimental variability in the heater position and the heat flux delivered at the inlet 

boundary. The rest of the thermocouples were used at all times. A unique hsg, was obtained 

for each experiment by varying hsg only and minimizing S to best-fit the observed evolution 

of the heat wave. The Levenberg-Marquardt (LM) algorithm was used to minimize 

Equation (3.22), which is a gradient-based optimization method available in the COMSOL 

Optimization Module. Further information on Levenberg-Marquardt algorithm can be 

found in [115-119].   

3.3.3 LTE Criterion 

Kaviany [25] and Oliveira and Kaviany [27] present a framework for developing case-

specific LTE criteria. They indicate that LTE can be assumed when the characteristic time 

(τ) associated with heat transfer at the scale of a representative elementary volume (REV) 

is much greater than that at the scale of a single particle: 

𝜏𝑅𝐸𝑉 ≫ 𝜏𝑝 (3.23) 

In this work, this is evaluated by considering the energy balance between a sand particle 

and the air flowing past it.  The developed LTE criterion for heat transfer associated with 

flowing air in hot sand is:    

6ℎ𝑠𝑔

𝑢𝑔𝜌𝑠𝐶𝑝𝑠
≫ 1 (3.24) 

The full derivation of Equation (3.24) is presented in the Appendix A. This LTE criterion 

was evaluated by employing (i) Cps provided by the measurement (see Section 3.2.3) taken 

at the average temperature given in Equation (3.20), and (ii) hsg provided by the optimized 

value from the inverse modelling. 

3.4 Results and Discussion 

Figure 3.5a, showing temperature evolution in the base case experiment, demonstrates that 

conduction from the heater (x=0.100 m) extends only as far as the second thermocouple 

(x=0.155 m) just before the air was turned on (t=1800 s). The heating of the sand below 

the heater could not be shown due to the lack of thermocouples. Assuming symmetry of 
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conduction suggests a heated zone 0.11 m thick centered on the heater. When air injection 

was initiated, convective heat transfer of this stored energy along the column was observed, 

starting with a rapid rise in the temperature of the first thermocouple above the heater 

(x=0.120 m). The heater was then turned off (t=2400 s) and the stored energy in the sand 

was transferred upwards and spread longitudinally, corresponding to a steady decrease in 

the peak temperature. This is clearly shown in Figure 3.5b, which presents temperature 

profiles as a function of time. Figure 3.5 also reveals the excellent repeatability of the 

experiment for temperatures in both space and time. 

 

 

Figure 3.5: (a) Experimental temperature evolution versus time and (b) temperature 

profile versus height of the column (x) for base case experiment (1.18 < dp < 2.00 

mm, 0.065 m s-1). Solid lines represent the mean value of the temperatures (TM) for 

five independent repeats (n). The colours in the figure (a) represent thermocouple 

positions (x) from 0.120 to 0.505 m with 0.035 m intervals, and (b) experimental 

times (t) from 3840 to 9240 s with intervals of 1080 s. The shading represents 95% 

confidence intervals.  

 

The other experiments listed in Table 3.3 (except Exp. B) provide results that are similar 

to the base case, so the main trends are summarized in Figure 3.6 and Figure 3.7. Figure 

3.6 presents the peak temperature as a function of height for all experiments. First, it reveals 

a consistent decrease in the peak temperature as the heat wave proceeds through the column 

due to cooling processes. In addition, it shows that an increase in the Darcy air flux leads 

to an increase in the peak temperature. The velocity of the heat wave (Figure 3.7) was 
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calculated from the time interval necessary for two consecutive thermocouples reach their 

peak temperature and their known separation distance. Figure 3.7 indicates that the speed 

of the heat wave is driven by convection. Taken together, the figures indicate that dp has a 

negligible effect on both peak temperature and heat wave velocity (except for a minor effect 

for the cases of high Darcy air fluxes and fine sand).  

 

 

Figure 3.6: Experimental peak temperature as a function of column height. The 

colours describe three sand particle diameters: blue (1.180 < dp < 2.000 mm), red 

(0.425 < dp < 0.600 mm), and brown (0.125 < dp < 0.250 mm) and the symbols show 

five Darcy air fluxes: (▲) 0.016 m s-1, (♦) 0.040 m s-1, (●) 0.065 m s-1, (+) 0.089 m s-1, 

and (▼) 0.113 m s-1. The shaded region corresponds to the 95% confidence interval 

for base case (0.065 m s-1, 1.180 < dp < 2.000 mm). 
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Figure 3.7: Average peak temperature velocity as a function of Darcy air flux. The 

colours and symbols describe three sand particle diameters: (●) 1.180 < dp < 2.000 

mm, (■) 0.425 < dp < 0.600 mm, and (♦) 0.125 < dp < 0.250 mm. The error bar shows 

the 95% confidence interval on the average velocity (0.065 m s-1, (●) 1.180 < dp < 

2.000 mm). 

 

Conduction versus convection dominance was analyzed via Equation (A.14) – Appendix 

A – and the results are presented in Figure 3.8. The figure plots the ratio of the characteristic 

time for conduction to the characteristic time for convection for all of the experiments 

conducted and includes how the ratio changes as the heat wave propagates the length of 

the column. Convection is dominant when τcond/τconv >> 1, thus Figure 3.8 shows that heat 

transfer in all of the experiments are dominated by convection at all times.  It also reveals 

that conduction is less important as the heat wave propagates away from the heater.  Note 

that Figure 3.8 shows negligible influence of dp on this ratio. Appendix A also shows an 

analysis of mixed convection (buoyancy in forced convection) investigated via a Darcy-

modified Rayleigh number (Ra) [120], Equation (A.15). The results indicate negligible Ra 

(10-3 < Ra < 10-1); therefore, buoyancy in forced convection may be disregarded in this 

scenario. 
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Figure 3.8: The ratio between the characteristic time for conduction and the 

characteristic time for convection (τcond/τconv) as a function of heat wave position (x). 

The colours describe three sand particle diameters: blue (1.180 < dp < 2.000 mm), 

red (0.425 < dp < 0.600 mm), and brown (0.125 < dp < 0.250 mm) and the symbols 

shows five Darcy air fluxes: (▲) 0.016 m s-1, (♦) 0.040 m s-1, (●) 0.065 m s-1, (+) 0.089 

m s-1, and (▼) 0.113 m s-1. 

 

3.4.1 Global Heat Loss Coefficient (U) 

Figure 3.9a describes the energy in the system calculated from Equation (3.18) for the base 

case experiment. The mass of sand and the adopted Cps (measured in Section 3.2.3) are 

provided in Table 3.6. Note that Cps for 0.425 < dp < 0.600 mm (retrieved at the average 

temperature) was used as the basis for the energy and all U values calculations. The figure 

identifies four distinct regions, of which Region (III) is of primary importance in this 

context because it represents the interval during which no energy was entering or leaving 

through the ends of the column (i.e., �̇�𝑖𝑛 = �̇�𝑜𝑢𝑡 = 0).   
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Figure 3.9: (a) Energy evolution with time in the system and (b) zoomed in to focus 

on Region (III) for the base case experiment (1.18 < dp < 2.00 mm, and 0.065 m s-1). 

Region (I) describes the period that the heater is powered; Region (II) shows the 

period of energy recovery after the heater has been shut off; Region (III) 

corresponds to the time-period between 4920 and 6000 s in which �̇�𝒊𝒏 = �̇�𝒐𝒖𝒕 = 𝟎; 

Region (IV) defines the period in which energy is leaving the system via the outlet. 

 

Under adiabatic conditions, Region (III) would be characterized by a constant amount of 

energy in the system. However, Figure 3.9b reveals a decrease in stored energy with time, 

which means that heat losses are taking place. U was then calculated through Equation 

(3.19) by applying �̇�𝑖𝑛 = �̇�𝑜𝑢𝑡 = 0 on Region (III). This was repeated for all experiments 

in which Region (III) could be isolated, namely all experiments but three (Table 3.7). 

Figure 3.10 and Table 3.7, presenting the results of these calculations, illustrate that U 

varied from 1.0 to 2.0 W m-2 K-1 between experiments, which was smaller than the random 

error from five repeats. No clear relationship between U, dp, and Re was observed. 

Therefore, the average U (Uavg=1.7 W m-2 K-1) was employed as a constant heat loss 

coefficient in all model simulations. It should be noted that Uavg does not only represent 

heat losses across the column wall but also includes energy lost radially from the centerline 

of the column, a fraction of which is stored in sand between the centerline and the wall.   
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Figure 3.10: Global heat loss coefficient calculated from Equation (3.20) varying 

with Re number: (●) 1.180 < dp < 2.000 mm; (■) 0.425 < dp < 0.600 mm; (♦) 0.125 < dp 

< 0.250 mm. The error bar encompasses the calculated range of values obtained for 

five repeat experiments at 0.065 m s-1 and the dashed line corresponds to an average 

of all measured U values (Uavg=1.7 W m-2 K-1). 

 

3.4.2 Interfacial Heat Transfer Coefficient (hsg) 

A value of hsg was obtained for each experiment by inverse modelling (Section 3.3.2). For 

the base case, hsg was 5.34 W m-2 K-1 and, in general, hsg increased with increased Darcy 

air flux and with increased grain size up to a maximum of 10.43 W m-2 K-1 (Table 3.7). 

Figure 3.11 shows that when the base case hsg was input into the model, the simulated heat 

wave propagation was in excellent agreement with the experiment in both space and time.  

This comparison between simulation and experiment was completed for all 12 cases. The 

fit was quantified in each case with the Normalized Root-Mean-Square Deviation 

(NRMSD) between experimental sand temperature (Ts,exp) and numerical sand temperature 

(Ts,num): 

𝑁𝑅𝑀𝑆𝐷 =
√∑ (𝑇𝑠,𝑒𝑥𝑝 − 𝑇𝑠,𝑛𝑢𝑚)

2𝑧
𝑖=1 𝑧⁄

(𝑇𝑠,𝑚𝑎𝑥 − 𝑇𝑠,𝑚𝑖𝑛)
 

(3.25) 
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The NRMSD with respect to time evaluates inaccuracy associated with hsg (e.g., Figure 

3.11a) while the NRMSD with respect to distance evaluated inaccuracy with respect to U 

(e.g., Figure 3.11b). The NMRSD-hsg and NRMSD-U values are listed for each experiment 

in Table 3.7. It reveals that, for the base case, the NRMSD values for both hsg and U are 

6%, which are within the 95% confidence interval for temperature versus time (9%) and 

temperature versus distance (9%) (see Figure 3.5). Moreover, they reveal that the optimized 

hsg values do reasonably well in providing simulations that match the observations. The 

lowest air flow rate shows up to 23% error, which might be associated with uncertainty 

associated with assuming uniform values of sand thermal conductivity and specific heat 

capacity, since low air flow experiments experience a larger influence from conduction 

near the heater (see Figure 3.8). 

Table 3.7: Summarized Results for all Experiments and Simulations 

dp                       

[mm] 

ug              

[m s-1] 

�̇�𝑖𝑛 = �̇�𝑜𝑢𝑡 = 0 

[-] 

U                           

[W m-2 K-1] 

hsg                 

[W m-2 K-1] 

NRMSD-hsg  

[%] 

NRMSD-U   

[%] 

1.180<dp<2.000 

0.016 ✓ 2.0 0.23 23 50 

0.040 ✓ 1.5 1.601 7 13 

0.065 ✓ 1.6±1.1* 5.34±0.2* 6±0.1* 6±0.1* 

0.113  - 10.43 6 10 

0.425<dp<0.600 

0.016 ✓ 2.0 0.09 21 32 

0.040 ✓ 1.5 0.62 7 12 

0.065 ✓ 1.0 1.62 9 18 

0.089  - 3.00 17 32 

0.113  - 5.50 15 35 

0.125<dp<0.250 

0.016 ✓ 2.0 0.04 17 35 

0.040 ✓ 1.9 0.30 19 29 

0.065 ✓ 1.8 0.35 10 16 

*
Based on 95% confidence interval 
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Figure 3.11: (a) Temperature versus time and (b) temperature versus x showing a 

comparison between experimental (shaded region: 95% confidence interval) and 

numerical (solid line) data for base case (1.180 < dp < 2.000 mm, 0.065 m s-1). The 

colours show (a) thermocouple positions from 0.155 to 0.505 m with 0.07 m 

intervals, and (b) experimental times from 3840 to 9240 s with intervals of 1080 s. 

The numerical data shows the sand temperature for Uavg=1.7 W m-2 K-1 and 

optimized hsg=5.34 W m-2 K-1. 

 

The NRMSD values in Table 3.7 reveal that the uncertainty associated with energy loss 

(U) is larger than associated with the heat transfer coefficient (hsg) in all cases. A sensitivity 

analysis of the temperature curves to U (Figure 3.12) for base case revealed that small 

variations in U (0 < U < 3.6 W m-2 K-1; i.e., the range associated with experimental 

repeatability) caused significant changes in the predicted peak temperatures. Assuming 

U=0 W m-2 K-1 (adiabatic conditions) increased peak temperatures, as expected (see upper 

limit of grey shading on Figure 3.12) resulting in an increase in the NRMSD-U from 6% to 

12%.  Assuming U=3.6 W m-2 K-1 slightly overestimated the heat losses (see lower limit 

of orange shading on Figure 3.12), increasing NRMSD-U from 6% to 7%. This illuminates 

the role of radial heat loss on the centerline temperatures and provides support for the 

independent method provided (Section 3.2.2) for determining its magnitude. 
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Figure 3.12: Sensitivity of the temperature profiles to the heat loss coefficient (U). 

The dashed line shows the average experimental data for base case (0.065 m s-1, 

1.180 < dp < 2.000 mm) and the solid line represents the simulated sand temperature 

employing U=1.7 W m-2 K-1 and optimized hsg=5.34 W m-2 K-1 for times from 3840 to 

9240 s with intervals of 1080 s. The upper limit of the grey region is the predicted 

temperature profiles for U=0 W m-2 K-1 (adiabatic) and the lower limit of the orange 

region represents U=3.6 W m-2 K-1. 

 

3.4.3 Evaluating the LTE Criterion 

Table 3.8 shows the results for the LTE evaluations against the criterion presented in 

Equation (3.24), using the optimized hsg values for each experiment (Table 3.7).  First, the 

table reveals that Bi<<1 for all experiments therefore, the bulk heating approximation 

assumed in Equation (3.24) is valid. Moreover, it demonstrates that τREV/τp is much less 

than 1 for all cases. This means that LTNE is important in this scenario and the LTE 

assumption is invalid. Equation (3.24) suggests that hsg in excess of 105 W m-2 K-1 is 

required to assume LTE (compared to the maximum order of 101 W m-2 K-1 found in this 

work); however it is noted that the Bi<<1 assumption is violated when hsg exceeds 180 W 

m-2 K-1.   
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Table 3.8: Evaluation of LTE Criterion 

dp                         

[mm] 

ug       

[m s-1] 
τp       

[s] 

τREV         

[s] 

τREV/τp        

[-] 

Bi         

[-] 

ΔTsg/Tp 

[%] 

1.180<dp<2.000 

0.016 2.6x103  3.7 x10-2 1.4x10-5 1.3x10-3 22 

0.040 3.9x102  1.5x10-2 3.8x10-5 8.9x10-3 10 

0.065 7.4x101  9.0x10-3 1.2 x10-4 4.7x10-2 6 

0.113 5.9x101  5.2x10-3 8.8x10-5 5.6x10-2 6 

0.425<dp<0.600 

0.016 2.2x103  1.2x10-2 5.4 x10-6 1.6x10-4 20 

0.040 3.2x102  4.7x10-3 1.5 x10-5 1.1x10-3 9 

0.065 1.2x102  3.0x10-3 2.4 x10-5 2.9x10-3 7 

0.089 6.6x101  2.0x10-3 3.2 x10-5 5.4x10-3 7 

0.113 3.5x101  1.7x10-3 4.8x10-5 1.0x10-2 6 

0.125<dp<0.250 

0.016 1.8x103  4.2x10-3 2.3x10-6 2.6x10-5 19 

0.040 2.4x102  1.7x10-3 7.0x10-6 2.0x10-4 9 

0.065 2.0x102  1.0x10-3 5.1x10-6 2.3x10-4 7 

 

3.4.4 New Empirical Correlation for the Heat Transfer Coefficient 

Figure 3.13 plots the hsg values from this work (Table 3.7) as a function of Nu, Re, and Pr. 

A power-law regression was employed that provides a new empirical correlation for the 

heat transfer between sand and air:   

𝑁𝑢 = 0.001(𝑅𝑒1.97𝑃𝑟1 3⁄ ) (3.26) 

that is valid for Pr=0.72, 0.5 < Re < 31, and 0.125 < dp < 2.000 mm. The Prandtl number 

was added into Equation (3.26) based on the boundary layer theory (Pr1/3) [114].  
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Figure 3.13: Log-log plot describing hsg as a function of Nu versus Re and Pr for 

three sand particle diameters (●: 1.180 < dp < 2.000 mm; ♦: 0.425 < dp < 0.600 mm; 

▲: 0.125 < dp < 0.250 mm). The solid gray line shows the power law regression 

corresponding to Equation (3.26). The solid black line shows the most commonly 

used correlation from the literature, Equation (3.3).  

 

Figure 3.13 contrasts this new correlation, Equation (3.26), with that most commonly used 

from the literature, Equation (3.3). Note that the presented correlation captures low Re and 

Nu, which are outside the range of applicability of Equation (3.3). Equation (3.26) exhibits 

a higher slope than Equation (3.3), which suggests an increased sensitivity of hsg to Re in 

this region. Previous work has projected Equation (3.3) to a Re~0, predicting Nu~2 for 

smouldering by natural convection [39]. This work reveals that such extrapolations of 

Equation (3.3) would overestimate Nu by at least three orders of magnitude.   

3.4.5 Validation 

The developed correlation, Equation (3.26), was input into the model as a function of hsg 

and used to simulate two additional, distinct experiments (Exp. A and B, Table 3.3); these 

simulations employed no fitting or optimization. The predicted sand temperatures are 

compared to the experimental data in Figure 3.14. The model predicted Exp. A (2400 s of 

heating) extremely well, with a NRMSD-hsg = 6% (Figure 3.14a) and NRMSD-U = 7% 

(Figure 3.14b). The model prediction of Exp. B (6000 s of heating) was reasonable with a 
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NRMSD-hsg = 13% (Figure 3.14c) and NRMSD-U = 21% (Figure 3.14d). It is not 

surprising that this simulation was less accurate than for Exp. A since the heat losses in 

Exp. B would have been higher due to the higher peak temperatures (see Figure 3.14). The 

Uavg value used for all simulations was developed from experiments with lower peak 

temperatures like Exp. A (see Section 3.4.1). The figure further shows that using the model 

equipped with the commonly used correlation, Equation (3.3), is less able to reproduce 

validation Exp. A; in this case NRMSD-hsg = 14% (Figure 3.14e) and NRMSD-U = 22% 

(Figure 3.14f). 

3.4.6 Temperature Difference between Sand and Air 

The simulation of each experiment provides the temperatures of both phases, which are 

unattainable from the experiments themselves. Figure 3.15 plots the difference between the 

sand and gas temperatures along the length of the column normalized to the maximum 

(experimental) peak temperature (ΔTsg/Tp). LTE is approached as this ratio approaches 

zero. The figure illustrates that the Exp. A validation simulation shows ΔTsg/Tp = 12% near 

the heater and decreasing with distance to less than 5% due to reduced heater influence and 

increased convective cooling of the sand. The figure shows that the extended heating of 

Exp. B results in ΔTsg/Tp = 23% near the heater, decreasing along the column to less than 

6%. Note that the model generally predicts the gas phase temperature is higher at the peak 

of the heat wave, but at certain distance and times the sand temperature is higher. When 

these experiments are simulated using Equation (3.3) to dictate hsg, ΔTsg/Tp never exceeds 

2%; nearly identical results are found when using an arbitrarily high, constant value of 

hsg=500 W m-2 K-1 (Figure 3.15). The average ΔTsg/Tp for Exp. A is 6% and for Exp. B is 

9%, while for the latter two simulations in Figure 3.15 are 1% and 0.3%. The average 

ΔTsg/Tp for all of the simulated experiments are shown in Table 3.8; these metrics provide 

additional evidence that LTE is not achieved in this system. 
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Figure 3.14: Comparison of simulations (solid lines) to experiments (dashed lines). 

(a,b) Simulation using Equation (3.26) for validation Exp. A (2400 s of heating) and 

(c,d) for validation Exp. B (6000 s of heating).  (e,f) Simulation using Equation (3.3) 

for validation Exp. A. The left column shows temperature-time with colours 

indicating thermocouple positions from 0.155 to 0.505 m at 0.07 m intervals. The 

right column shows temperature-height with experimental times from (b,f) 3840 to 

9240 s with 1080 s intervals or (d) experimental times from 7500 to 15000 s with 

intervals of 1500 s. 
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Figure 3.15: Normalized maximum simulated solid (Ts) and gas (Tg) temperature 

varying with column height (x) for: (+) validation of Exp. A; (♦) validation of Exp. 

B; (●) Exp. A using Equation (3.3); (■) Exp. A using hsg=500 W m-2 K-1. 

 

3.5 Conclusion and Summary  

Many systems of interest involve a heat wave travelling via flowing air through a fixed bed 

of fine to coarse sand at low Reynold’s numbers (Re<30). Such systems are typically 

assumed to be at local thermal equilibrium. When local thermal non-equilibrium is 

assumed, the heat transfer coefficient (hsg) is typically calculated using the correlation of 

Wakao et al. [78, 84]. This work identified that Wakao et al. [78, 84] correlation was 

developed from high Reynold’s numbers experiments (15 ≤ Re ≤ 8500) and can over-

predict Nu by up to three orders of magnitude when extrapolated to low Re. It also 

demonstrated that the hsg values produced by that correlation for these systems (180 < hsg 

< 420 W m-2 K-1) effectively generate local thermal equilibrium, which is not appropriate 

for these systems.   

Twelve column experiments were conducted with a variety of sand sizes and air flow rates, 

providing a novel data set for heat wave propagation relevant to these systems. These were 

simulated with a one-dimensional numerical model that assumed local thermal non-

equilibrium. All of the material properties and system parameters were obtained 

independently except hsg, which was optimized via inverse modelling. A methodology for 
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estimating heat losses based on a global energy balance in the experimental system 

demonstrated that radial heat losses were significant and needed to be included. The 

determined values of hsg, which varied from 0.04 to 10.43 W m-2 K-1, were used to develop 

a new correlation: Nu=0.001(Re1.97Pr1/3), which is valid for 0.5 < Re < 31 and 0.125 < dp < 

2.000 mm. The numerical model employing this correlation was validated against two 

distinct experiments, producing excellent predictions of the measured temperatures even 

for significantly higher peak temperatures than considered in the development (e.g., 

characteristic of smouldering).  

A new criterion for assuming local thermal equilibrium was developed based on 

characteristic time scales.  Its application to these experiments demonstrated that the local 

thermal equilibrium assumption is incorrect for these low Reynold’s number systems. 

Indeed, the validated model predicts temperatures differences between the air and sand of 

up to 23% in certain locations and up to 6% on average. When the model employed the 

Wakao et al. [78, 84] correlation, negligible non-equilibrium was predicted locally and the 

model could not accurately reproduce the experiments. The high heat capacity of the sand 

combined with the dominance of convection in these systems acts to ensure that non-

equilibrium must be considered in all of these cases, with increasing error in assuming 

equilibrium at lower air flow rates, smaller grain sizes, and increased proximity to the 

heater. 

Overall, the new correlation was demonstrated to be reliable for simulating heat transfer 

between flowing air and a fixed sand bed. The fact that the model was able to predict low 

and high temperature processes with such low deviation indicates its robustness and wide 

applicability. This work is expected to be useful for understanding local thermal non-

equilibrium in a variety of processes characterized by low Reynolds’ numbers. Future work 

is exploring the value of this correlation in predicting the performance of ambient and 

applied smouldering systems. 
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Chapter 4  

4 The Role of Local Thermal Non-Equilibrium in Modelling 
Smouldering Combustion of Organic Liquids2 

4.1 Introduction 

Smouldering combustion is a surface oxidation reaction common to porous organic solids 

[1]. Organic liquids embedded in an inert porous matrix can also smoulder due to the 

production of char during pyrolysis [2, 3]. Soil is frequently contaminated by liquid 

hydrocarbons, such as bitumen, coal tar, and crude oil, and intentional smouldering is 

gaining acceptance as a soil remediation technology [4-6]. Numerical modelling of these 

smouldering processes is essential to determine operating conditions but simulating the 

intentional smouldering of liquids for remediation is challenging and novel. Models to date 

have either focused on porous organic solids [7, 8] or have been heuristic engineering tools 

that significantly simplified chemical reactions and mass transfer processes [9, 10].  

Smouldering numerical models require appropriate chemistry. Smouldering kinetic 

mechanisms have received significant attention and been described with varying degrees 

of detail, from simple [11] to complex [8] and are typically presented as Arrhenius-type 

equations. The Arrhenius parameters – pre-exponential factor (A), activation energy (E), 

and heat of reaction (ΔH) – are obtained by analyzing Thermogravimetry (TG), Differential 

Thermogravimetry (DTG), and Differential Scanning Calorimetry (DSC) experiments on 

the fuel [1, 7, 12]. An analytical analysis [13] is useful for simple chemical schemes while 

complex schemes require stochastic methods such as Genetic Algorithms [7].  

Smouldering numerical models also require appropriate heat transfer processes. In contrast 

to chemistry, heat transfer in smouldering has received little attention. Smouldering models 

treat heat transfer with one of two approaches [14]: Local Thermal Equilibrium (LTE) [11, 

                                                 

2
 A version of this chapter has been accepted for presentation at the 37th International Symposium on 

Combustion in Dublin, Ireland in July, 2018: M.A.B. Zanoni, J.L. Torero, J.I. Gerhard, The Role of Local 

Thermal Non-Equilibrium in Modelling Smouldering Combustion of Organic Liquids, (2018). 
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15] and Local Thermal Non-Equilibrium (LTNE) [8, 16]; the former assumes that the gas 

and the solid are in thermal equilibrium while the latter allows for heat exchange between 

them. There are numerous reasons to hypothesize that LTNE is important for simulating 

smouldering. Oliveira and Kaviany [14] note that highly exothermic reactions may cause 

LTNE. In addition, heat transfer (via convection and conduction) controls pyrolysis of the 

fuel ahead of the smouldering front and controls cooling of the hot, clean sand behind the 

front (heat is transferred to the cold air and is lost radially), with both affecting the energy 

balance at the reaction zone. Moreover, at high gas velocities smouldering can be 

extinguished by heat transfer processes [1, 17].  

LTNE models require an interfacial heat transfer coefficient (hsg). This has been quantified 

via empirical Nusselt (Nu) versus Reynolds (Re) and Prandtl (Pr) numbers correlations 

[18] that are not related to smouldering. For example, Wakao et al. [18]:  

𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 2 + 1.1(𝑅𝑒0.6𝑃𝑟1 3⁄ ) (4.1) 

is valid for 15 ≤ Re ≤ 8500, whereas natural and intentional smouldering typically exhibits 

Re<15. Nevertheless, Equation (4.1) has been widely employed in smouldering numerical 

models,  predicting large hsg values [8], which may lead to the untested conclusion that the 

gas and solid are in thermal equilibrium in smouldering [16].   

Chapter 3 used the convective propagation of a heat wave through sand (no smouldering) 

to develop a new correlation for hsg:  

𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 0.001(𝑅𝑒1.97𝑃𝑟1 3⁄ ) (4.2) 

valid for Pr=0.72, 0.5 ≤ Re ≤ 31, and 0.125 < dp < 2.000 mm; these ranges are typical for 

smouldering remediation of liquids [6]. A recently developed criterion (Chapter 3) for the 

validity of assuming local thermal equilibrium was demonstrated to be violated within 

these parameter ranges, indicating that LTNE is appropriate and essential for heat transfer 

in these scenarios. Heat generation and heat transfer parameters have the potential to 

compensate for errors when models are calibrated to experiments. Therefore, the minimum 
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kinetic mechanisms necessary to simulate smouldering and the appropriate approach for 

heat transfer remain open questions.  

The objective of this study was to develop and build confidence in a one-dimensional 

numerical model that simulates smouldering with explicitly quantified heat transfer. The 

target scenario was the intentional (forced), self-sustaining smouldering remediation of 

bitumen-contaminated sand. Simple smouldering chemistry (one pyrolysis and one 

oxidation reaction) was employed as a baseline scenario. The kinetic constants were 

populated from TG/DTG/DSC experiments. Only four independent parameters that 

minimize the potential for error compensation were calibrated to a base case smouldering 

experiment (conducted in triplicate). Confidence in the model was obtained by comparing 

predictions to observations of independent experiments. The role of heat transfer was 

analyzed by considering various LTE/LTNE models and comparing them to the 

experimental observations. This comparison provides unique conclusions about the 

importance and magnitude of LTNE in smouldering processes. 

4.2 Methodology 

4.2.1 Experiments 

The smouldering experiments were carried out in a stainless-steel column (Figure 4.1) 

following an established methodology [19]. A base case experiment (Exp. #1) was 

conducted in triplicate and another three experiments (Exp. #2-4) varied the injected Darcy 

air flux (ug), Table 4.1.  

Table 4.1: Smouldering Experiments. 

Exp. #  

[-] 

ug 
a   

[m s-1] 

Saturation (Sb) 

[-] 

Repeats 

[-] 

Air on (tg)   

[s] 

Heater off (th) 

[s] 

1 0.058 0.15 3 4532 ± 378 b 4865 ± 300 b 

2 0.025 0.15 1 4926 5357 

3 0.050 0.15 1 5287 5670 

4 0.083 0.15 1 5077 5329 

   a 
Volume per unit cross-sectional area per unit time; b 

95% confidence interval 
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The column contained 0.10 m of clean sand (dp=0.88 mm, particle density (ρs)=2650 kg m-

3) below the heater and a 0.35 m layer (L) of a mixture (bulk density of 1726 kg m-3) of 

sand and bitumen (density (ρb)=1030 kg m-3, PG 58-28, McAsphalt Industry Limited) 

above it. Eleven thermocouples spaced 0.035 m apart were assumed to measure the solid 

(sand/bitumen) temperature (Chapter 3) along the column center-line every 2 seconds. 

Evaluating combustion only by thermocouple data is appropriated here, since the primary 

goal is to predict smouldering front propagation rates, peak temperatures, and temperature 

distributions. The apparatus was insulated with 5 cm of insulation (high-temperature 

mineral wool, McMaster-Carr) to minimize heat losses; under such conditions it is usually 

observed that approximately a 150 °C temperature drop occurs from the center-line to the 

wall, although radial temperatures were not measured in this case. Each experiment was 

initiated by powering the resistive heater until the temperature of the second thermocouple 

(the first in the bitumen, x=0.12 m) reached 400 ºC. Then, air injection at a fixed rate was 

supplied, which initiated smoldering. The heater was then switched off while the air was 

maintained. A self-sustained smouldering front propagated upwards until all the bitumen 

was consumed, leaving clean sand. 

 

 

Figure 4.1: Schematic of the experimental apparatus. 
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TG, DTG, and DSC experiments on the bitumen were conducted at heating rates (β) of 10, 

20, 30, and 40 K min-1 under N2 and air atmospheres (see Appendix B). Since the DTG 

and DSC results suggested two main decomposition peaks, one endothermic and one 

exothermic, a 2-step kinetic mechanism was proposed: 

𝐵𝑖𝑡𝑢𝑚𝑒𝑛
𝑅𝑏
→ 𝑣𝑐𝐶ℎ𝑎𝑟 + (1 − 𝑣𝑐)𝐺𝑎𝑠 

𝐶ℎ𝑎𝑟 + 𝑣𝑂2𝑂2
𝑅𝑐
→𝐺𝑎𝑠 

(4.3) 

Competing reactions are not considered since their influence on the observed smouldering 

behaviour is expected to be minor. Table 4.2 provides all determined values, including the 

reaction rates (Ri) described as first-order Arrhenius reactions, and the Arrhenius 

parameters (Ai and Ei) for each reaction (i) obtained by the use of the Kissinger method 

[13, 20] (see Appendix B). Heat of reactions (ΔHi) for pyrolysis and oxidation were 

determined from DSC experiments by the time integration of the heat flow over mass loss 

(mW mg-1) under N2 and air, respectively.  

 

Table 4.2: Kinetic Parameters Calculated by Kissinger Method from TG and DSC 

Experiments under N2 and Air at four Heating Rates (10, 20, 30, 40 K min-1). 

 N2 (Pyrolysis) Air (Oxidation) 

Β           

[K min-1] 

Tp 

[K]  

log (Ap) 

[log(s-1)] 

Ep             

[kJ mol-1] 

ΔHp      

[MJ kg-1] 

Tp 

[K] 

log (Ac) 

[log(s-1)] 

Ec              

[kJ mol-1] 

ΔHc      

[MJ kg-1] 

10 725 

7.5 135 1.62 

848 

3.0 90 -38.73 
20 746 885 

30 758 921 

40 769 930 

 
𝑅𝑏 = 𝐴𝑏𝑒𝑥𝑝 (−

𝐸𝑏
𝑅𝑔𝑇𝑠

) (𝑌𝑏) 𝑅𝑐 = 𝐴𝑐𝑒𝑥𝑝 (−
𝐸𝑐
𝑅𝑔𝑇𝑠

) (𝑌𝑐)(𝑌𝑂2) 
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4.2.2 Modelling 

A new, one-dimensional numerical model was developed in COMSOL Multiphysics 

(Version 5.0). The computational domain represents the 0.45 m sand/bitumen pack (Figure 

4.1). The model considers the conservation of mass for solid: 

𝜕(𝑌𝑏)

𝜕𝑡
= −𝑅𝑏 

𝜕(𝑌𝑐)

𝜕𝑡
= 𝑣𝑐𝑅𝑏 − 𝑅𝑐 

(4.4) 

and gas:  

𝜕(𝜌𝑔𝜙𝑔)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔)

𝜕𝑥
= (𝜙𝑏𝜌𝑏) ((1 − 𝑣𝑐)𝑅𝑏 + (1 − 𝑣𝑂2)𝑅𝑐) (4.5) 

phases, where vc is the char yield coefficient and vO2 is the oxygen stoichiometric 

coefficient. Equation (4.5) adopts Darcy’s Law without gravity effects and the gas density 

(ρg) follows the ideal gas law. A homogeneous porous medium was assumed with intrinsic 

permeability kp=1x10-9 m2 (Chapter 3 and Appendix A) and sand particles were taken as 

spheres (As,sp/Vsp=6(1-ϕ)/dp). The bulk transport of oxygen is described by:  

𝜙𝑔
𝜕(𝜌𝑔𝑌𝑂2)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔𝑌𝑂2)

𝜕𝑥
= 𝜙𝑔

𝜕

𝜕𝑥
(𝜌𝑔𝐷𝑔

𝜕𝑌𝑂2
𝜕𝑥
) − (𝜙𝑏𝜌𝑏)𝑣𝑂2𝑅𝑐 (4.6) 

where the diffusion coefficient Dg=4.53x10-5 m2 s-1 [17]. The model solves the transient 

energy equation for both solid (representing the combined, effective properties of bitumen 

plus sand) (Ts) and gas (Tg) phases, respectively: 

(𝜌𝐶𝑝)𝑒𝑓𝑓

𝜕𝑇𝑠
𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘𝑒𝑓𝑓

𝜕𝑇𝑠
𝜕𝑥
) − 𝑈 (

𝐴𝑠,𝑐𝑙
𝑉𝑐𝑙
) (𝑇𝑠 − 𝑇0) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝
𝑉𝑠𝑝

) (𝑇𝑔 − 𝑇𝑠) − 𝑄 (4.7) 

𝜙𝑔 (𝜌𝑔𝐶𝑝𝑔)
𝜕𝑇𝑔
𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔𝑢𝑔

𝜕𝑇𝑔
𝜕𝑥

= 𝜙𝑔
𝜕

𝜕𝑥
(𝑘𝑔

𝜕𝑇𝑔
𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝
𝑉𝑠𝑝

) (𝑇𝑠 − 𝑇𝑔) (4.8) 
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with hsg specified by Equation (4.2) unless otherwise indicated. Effective thermal 

properties for the solid/liquid phases were considered: (ρCp)eff=(1-ϕ)(ρsCps)+(ϕb)(ρbCpb), 

keff=(1-ϕ)(ks+krad)+(ϕb)(kb), and ϕ=ϕg+ϕb, where total porosity ϕ=0.37, liquid-filled 

porosity ϕb=ϕSb=0.055, and gas-filled porosity ϕg=0.315.  

Conduction, convection, and radiation are included with the latter using the Rosseland 

approximation and expressed as a radiative conductivity (krad=16σdpTs
3/3), with the 

Stefan–Boltzmann constant σ= 5.67x10-8 W m-2 K-4 (Chapter 3). Since temperature data 

are measured at the column center-line, radial heat losses are taken into account via a global 

heat loss coefficient, U [8], which used the surface area per unit volume (As,cl/Vcl=2/r) of 

the column, with radius r=0.08 m. The thermal properties of air and sand vary with 

temperature (see Chapter 3 and Appendix A for measurements and details) whereas 

bitumen specific heat capacity (Cpb=921 J kg-1 K-1 [21]) and thermal conductivity (kb=0.15 

W m-1 K-1 [22]) are assumed constant. The fuel is considered immobile. The source/sink 

term (Q) in Equation (4.7) is defined as:  

𝑄 = (𝜙𝑏𝜌𝑏)(Δ𝐻𝑐𝑅𝑐 + Δ𝐻𝑏𝑅𝑏) (4.9) 

where ΔHb and ΔHc can be found in Table 4.2. The initial and boundary conditions are 

defined in Table 4.3. Note that the inlet boundary specifies a constant, positive air mass 

flux after the air is turned on (time tg) and the outlet boundary specifies free air exit and 

zero conduction; as a result, the only means for energy to leave the column is via the heat 

content of the exiting air. 
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Table 4.3: Initial and Boundary Conditions for Numerical Model. 

Eq. Initial Condition Boundary Condition 

(4.4) 𝑡 = 0 ⟹ 𝑌𝑏 = 1; 𝑌𝑐 = 0 - 

(4.5) 𝑡 = 0 ⟹ 𝑃𝑔 = 101375 𝑃𝑎 
𝑥 = 0.00 𝑚 ⟹ 𝜌𝑔𝑢𝑔(𝑡) → {

𝑢𝑔(𝑡) = 0 → 0 ≤ 𝑡 ≤ 𝑡𝑔   

𝑢𝑔(𝑡) = 𝑢𝑔 → 𝑡𝑔 < 𝑡 ≤ 𝑡𝑓
 

𝑥 = 0.45 𝑚 ⟹ 𝑃𝑔 = 101375 𝑃𝑎 

(4.6) 𝑡 = 0 ⟹ 𝑌𝑂2 = 0.204 

𝑥 = 0.00 𝑚 ⟹ 𝑌𝑂2 = 0.204 

𝑥 = 0.45 𝑚 ⟹ −𝐷𝑔
𝜕(𝜌𝑔𝑌𝑂2)

𝜕𝑥
= ℎ𝑚(𝑌𝑂2 ,0 − 𝑌𝑂2) → ℎ𝑚 = 100 𝑘𝑔 𝑚

−2 𝑠−1 

(4.7-4.8) 𝑡 = 0 ⟹ 𝑇𝑠 = 𝑇𝑔 = 𝑇0 = 298 𝐾 

𝑥 = 0.10 𝑚 ⟹

{
 
 

 
 −(𝑘𝑒𝑓𝑓)

𝜕𝑇𝑠
𝜕𝑥

= 25 𝑘𝑊 𝑚2 → 0 ≤ 𝑡 ≤ 𝑡ℎ

−(𝑘𝑒𝑓𝑓)
𝜕𝑇𝑠
𝜕𝑥
= 0 → 𝑡ℎ < 𝑡 ≤ 𝑡𝑓                

𝑇𝑔 = 298 𝐾                                              

 

𝑥 = 0.45 𝑚 ⟹ {
−(𝑘𝑒𝑓𝑓)

𝜕𝑇𝑠
𝜕𝑥
= 0                            

−(𝑘𝑔)
𝜕𝑇𝑔

𝜕𝑥
= 0                               

 

 

Three parameters (vO2, vc, and U) are not independently known, and thus their values were 

calibrated to experimental results. Note that the U value calculated in Chapter 3 was too 

small for smouldering conditions, where temperatures are much higher (i.e., higher heat 

losses). Then, U had to be calibrated for smouldering conditions. A sensitivity analysis to 

all key parameters (Appendix B) revealed that the calculated Ac produced a non-self-

sustaining smouldering front in all cases, which is not realistic. TG heating rates are 

inevitably smaller than those relevant to smouldering, privileging some minor, low 

temperature reactions that disappear at high heating rates [1], therefore, affecting the Ac 

value. Thus, Ac was corrected by treating it as a fourth fitting parameter.   

The model calibration involved minimizing the error between the model prediction (num) 

and Exp. #1 (exp, average of three repeats) giving equal weight to four aspects of the fit: 

average peak temperature (Tp), smouldering front velocity (vf), temperature versus time 

plots (T(t)), and temperature versus distance profiles (T(x)): 
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𝐸𝑅𝑅𝑂𝑅[%] =
1

4
|
𝑇𝑝,𝑒𝑥𝑝 − 𝑇𝑝,𝑛𝑢𝑚

𝑇𝑝,𝑛𝑢𝑚
| +
1

4
|
𝑣𝑓,𝑒𝑥𝑝 − 𝑣𝑓,𝑛𝑢𝑚

𝑣𝑓,𝑛𝑢𝑚
| +
1

4
𝑁𝑅𝑀𝑆𝐷𝑇(𝑡)

+
1

4
𝑁𝑅𝑀𝑆𝐷𝑇(𝑥) 

(4.10) 

where the average Normalized Root-Mean-Square Deviation (NRMSD) follows the 

approach taken in Chapter 3. vf was calculated from the time lapse of the front arrival at 

two consecutive thermocouples and their known separation distance [6], and a single 

average value for each experiment was used. The four parameters (Ac, vO2, vc, and U) were 

systematically adjusted in following ranges (see Appendix B): U=5–16 W m-2 K-1, 

log(Ac)=3–6 (with 3 being the value obtained from independent experiments (Table 4.2)), 

vc=0.4–0.6, and vO2=0.5–3 kg O2 kg fuel-1. The final choice of U=13 W m-2 K-1, 

log(Ac)=4.9, vc=0.55, and vO2=1.7 kg O2 kg fuel-1 resulted in the minimum 

ERROR=13±3%. 

4.3 Results 

4.3.1 Model Calibration 

Figure 4.2 compares Exp. #1 (three repeats) and the calibrated simulation. The 

experimental time (t) was normalized, for the purpose of averaging the experiments, and is 

referred to as Dimensionless Time (DT=(t-tg)vf/L [19]) where DT<0 is the pre-heating 

period, DT=0 is when the air is turned on and smouldering begins, and DT=1 is when no 

fuel remains. Excellent agreement for temperature in time and space is observed. The 

average vf was 4.16 mm min-1 (numerical) and 4.96±0.65 mm min-1 (experimental) and the 

average Tp was 641±11 ºC (experimental) and 679 ºC (numerical). Small differences are 

observed at early and late time, which is not surprising since experimental observations 

indicate edge effects not considered in the model. Note that the abrupt slope changes in 

Figure 4.2b are the result of the spatial resolution (0.35 m) of the thermocouples in the 

experiment and the matching resolution plotted for the numerical data; when the numerical 

data is plotted at the mesh resolution (0.1 mm), the temperature profiles are smooth (figure 

not shown). 
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Figure 4.2: (a) Temperature evolution versus dimensionless time (DT) and (b) 

temperature profile versus height of the column (x). The coloured shading 

encompass three experimental repeats and show (a) thermocouple positions (x) from 

0.12 to 0.40 m with 0.07 m intervals and (b) experimental DT = 0.2, 0.5, and 0.8. 

Solid lines describe the model-predicted sand/bitumen temperature (Ts), plotted at 

the same DTs (a) and same spatial resolution (b) for comparison purposes. 

 

4.3.2 Developing Confidence in the Model 

The calibrated model was tested against three additional smouldering experiments (Exp. 

#2-4, Table 4.1) without any fitting. Figure 4.3a presents the temperature-time plots for 

Exp. #3; this an example representative of the results of the three additional experiments. 

The predicted bitumen/sand temperatures show excellent agreement in time and space, 

with ERROR=9%. Figure 4.3b compares all four experiments in terms of Tp and vf. Very 

good agreement between predicted and observed average Tp and vf was found. Smouldering 

front velocity increased linearly with increased air flux, as expected [5]. Small differences 

in Tp at high air flux and in vf at low air flux are noted. This is likely due to the model’s 

simple approach to handling the global energy balance. Further work is currently 

investigating these additional factors, which appear to manifest in cases that approach the 

limits of smouldering. Nevertheless, the model testing performed provides confidence that 

this simple model does satisfactorily simulate smouldering front propagation under robust, 

self-sustaining conditions. 
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Figure 4.3: (a) Temperature vs. time for Exp. #3 (ug=0.05 m s-1). Dashed lines are 

experimental data and solid lines are model-predicted sand/bitumen temperature. 

Colours represent thermocouple positions (x) from 0.12 to 0.40 m with 0.07 m 

intervals. (b) Peak temperature and smouldering front velocity versus Darcy air flux 

for all cases: (■) experimental and (▲) numerical data. The error bars denote the 

variation observed in three repeats of Exp. #1; that simulation was calibrated while 

the other three were independent. 

 

4.3.3 LTE vs LTNE 

Since the difference between gas and solid phase temperatures cannot be easily assessed in 

experiments, the model is an excellent tool to evaluate the role of LTNE in smouldering 

scenarios. Using the calibrated model and only changing the hsg correlation, Figure 4.4 

compares LTE, LTNE–Eq. (4.1), and LTNE–Eq. (4.2) to Exp. #1 when the smouldering 

front was midway along the column. Note that the LTE model replaces Equations (4.7) and 

(4.8) with a single temperature equation. In the Figure, the LTE and LTNE–Eq. (4.1) results 

overlay each other, indicating that the Wakao et al. [18] correlation predicts hsg sufficiently 
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large that it results in LTE; this was true for all smouldering scenarios modelled in this 

work (results not shown).  

 

  

Figure 4.4: Temperature profile versus height of the column (x) at DT=0.5 for Exp. 

#1. The shading shows experimental data for three repeats. Note that the solid black 

and blue lines overlay each other. Solid lines are plotted at numerical resolution 

(mesh size: 0.1 mm; see mesh analysis in Appendix C). Four distinct regions are 

identified (see text).   

 

Four regions can be identified in Figure 4.4. In Region (I), heat transfer mechanisms 

increase the temperature of the virgin fuel, but no chemical reactions occur (see Figure 

4.5). Figure 4.4 reveals that the LTE and LTNE–Eq. (4.1) simulations significantly under-

predicted temperatures in Region (I), whereas the LTNE–Eq. (4.2) simulation provides 

more satisfactory results, with a slower, more realistic spread of the heating front.   

Region (II) contains the smouldering front, i.e., where pyrolysis and oxidation reactions 

occur. Figure 4.5 confirms that the front is thin, with all the energy absorbed by pyrolysis 

and released by oxidation located between 0.275 and 0.285 m (Figure 4.5c). 

Correspondingly, all O2 consumption occurs in this 1 cm front, decreasing from 20.4% to 

15.0% (Figure 4.5a). Detailed experiments in [3] confirm that smouldering fronts are 

observed to be on the order of this thickness. Figure 4.5b shows that within this narrow 
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front, pyrolysis is converting bitumen to char and then being rapidly oxidized; ultimately, 

no fuel remained behind the front, which matches all experiments conducted (data not 

shown). Figure 4.5c confirms that oxygen consumption is only by oxidation. The excellent 

prediction of the experiment in this region (Figure 4.4) suggests that one oxidation and one 

pyrolysis reactions are sufficient for predicting the self-sustained smouldering front under 

robust conditions.  

  

Figure 4.5: Model predictions versus height of the column (x) for Exp #1 at DT=0.5 

for: (a) sand/bitumen temperature profile (black) and O2 mass fraction (blue), (b) 

mass fractions of bitumen (black) and char (red) and (c) reaction rates for bitumen 

(black) and char (red), and O2 consumption rate (blue). These plots correspond to 

Figure 4.4. 
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Region (III), located behind the front in Figure 4.4, is controlled by the balance between 

radial heat losses and heat storage by the clean sand. Despite all simulations using the same 

U (13 W m-2 K-1), both LTE and LTNE–Eq. (4.1) predict the retention of too much heat 

while LTNE–Eq. (4.2) more accurately predicts the balance of heat retention, loss, and 

transfer behind the front. Region (IV) represents the heat transfer between the hot clean 

sand behind the smouldering front and the cold incoming air. Here too, the LTNE–Eq. (4.2) 

model shows the best agreement with experiment, with LTE or LTNE–Eq. (4.1) simulating 

extremely fast cooling due to over-predicted interphase heat transfer.  

Figure 4.6 presents the predicted magnitude of LTNE for all simulations. LTNE–Eq. (4.2) 

used in the model to predict smouldering conditions (Table 4.1) showed maximum ΔTsg/Tp 

near the heater and decreasing with column height, as expected. The average ΔTsg/Tp was 

36% for air fluxes of 0.025, 0.050, and 0.058 m s-1, and 31% for 0.083 m s-1. This suggests 

the magnitude of LTNE is significant for smouldering and relatively insensitive to air flux. 

In contrast, using LTNE–Eq. (4.1) resulted in predictions of ΔTsg/Tp <1% for the base case 

(0.058 m s-1), confirming the earlier conclusion that Wakao et al. [18] applied to 

smouldering predicts essentially LTE conditions.   

Figure 4.6 also compares Exp. #4 (Table 4.1) to an identical experiment conducted in 

Chapter 3 except the latter contained no fuel (simply heat transfer in sand by convection). 

Figure 4.6 demonstrates that heat transfer in the absence of smouldering exhibits an 

average ΔTsg/Tp=6%, which is more than LTE but less than the smouldering cases. The 

approximately six times increase in the magnitude of LTNE is not surprising since 

smouldering oxidation reactions significantly increase temperatures in the fuel/solid phase. 

This confirms the widely held – but seldom tested – Oliveira and Kaviany [14] assumption 

that large gradients caused by highly exothermic reactions can create and enhance LTNE 

conditions.  
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Figure 4.6: Normalized maximum difference between model-predicted solid (sand 

plus bitumen) temperature (Ts) and gas (Tg) temperature varying with column 

height (x). Smouldering: LTNE–Eq. (4.2): (■) 0.025 m s-1, (▲) 0.050 m s-1, (♦) 0.0580 

m s-1, (▼) 0.083 m s-1, and (●) LTNE–Eq. (4.1), 0.058 m s-1; Heat Transfer: (+) 

LTNE–Eq. (4.2): Exp. A from Chapter 3, 0.089 m s-1.  

 

4.4 Conclusions 

A one-dimensional numerical model of smouldering was developed. It was primarily 

parameterized with independently measured parameters and, for the remaining four 

parameters, calibrated against a single, forced air injection, upwards smouldering column 

experiment containing bitumen mixed with sand. This application represents a soil 

remediation strategy that is gaining wide acceptance. Confidence in the model was gained 

by its good predictions of peak temperatures, front velocities, and temperatures in space 

and time for experiments with different air flow rates. 

A relatively simply, two-step kinetic mechanism was found to be sufficient to reproduce 

the main behaviour of self-sustained smouldering under robust conditions if heat transfer 

between the phases is treated correctly. LTNE between air and fuel/solid was demonstrated 

to be significant in smouldering, and incorporating LTNE is clearly important for 

predicting heat transfer ahead and behind the front during smouldering propagation. 

Moreover, it was confirmed that the widely employed Wakao et al. [18] correlation 
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essentially predicts LTE and these predictions provide a less accurate match to 

experiments.    

This work represents the first step in developing a model to confidently simulate the wide 

range of scenarios relevant to liquid smouldering in porous media. Ongoing work is 

exploring the prediction of smouldering limits and extinction. Nevertheless, it is expected 

the conclusions presented are widely applicable to smouldering combustion research and 

applications. 
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Chapter 5  

5 Determining the Conditions that Lead to Self-Sustained 
Smouldering Combustion by Means of Numerical 
Modelling3 

5.1 Introduction 

Recently, forward smouldering combustion has been intentionally applied as a remediation 

technique for liquid [1] and solid [2] contaminants (e.g., oils, tars, biosolids, etc.) 

embedded in an inert porous matrix (e.g., sand). Forward smouldering is the ideal mode of 

propagation because it optimizes heat transfer towards the fuel [3]. Critical to the success 

of smouldering remediation is maintaining the reaction as self-sustaining (SS), which 

enables energy released by the contaminant (i.e., fuel) to support propagation, minimizing 

energy (input) consumption. Extinction of the combustion reaction occurs when locally 

heat losses are greater or equal than heat generation. Local extinction is influenced by 

adjacent conditions and the heating and cooling time-scales of all the different regions (e.g., 

reaction zone, heat transfer zone) that can potentially contribute to the local energy balance. 

Unfavourable conditions that lead to local extinction can be reverted by changing operating 

conditions and taking advantage of the energy accumulated in the reactor. This allows re-

stabilization of the reaction. For contaminant destruction, it is therefore important to 

conduct a global energy management to maintain operational conditions that prevent 

extinction. 

 Modelling of the smouldering front propagation is important for establishing operating 

conditions and contaminant destruction rates, which influence cost and thus commercial 

competitiveness. Numerical and analytical formulations have shown that heat losses can 

decrease the peak temperature, potentially leading to extinction [4, 5]. They have also 

suggested that, in the absence of heat losses (and pyrolysis reactions), temperatures can 

                                                 

3
 A version of this chapter has been accepted for presentation at the 37th International Symposium on 

Combustion in Dublin, Ireland in July, 2018: M.A.B. Zanoni, J.L. Torero, J.I. Gerhard, Determining the 

Conditions that Lead to Self-Sustained Smouldering Combustion by Means of Numerical Modelling, (2018). 
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experience unlimited growth [6]. In contrast, experimental studies suggested that, although 

heat losses can modify the front velocity, extinction is avoided since peak temperatures 

and reaction rates at the center-line are not altered [7, 8]. Thus, in general, models used 

different approaches to explain experimental observations near extinction. Despite the 

importance of heat losses in smouldering (an estimate of 42% of the energy released by 

oxidation [9]), models have only induced extinction by means of ad-hoc heat loss terms 

(global heat loss coefficients [10, 11]), which cannot determine the influence of the 

accumulated energy (time integral) on the smouldering reaction [4]. 

Heat generation is dominated by smouldering chemistry which is generally modelled either 

via simple [6] or complex [7] kinetic mechanisms. In the absence of an adequate 

quantification of all heat transfer mechanisms, it is difficult to ascertain the validity of any 

detailed or simplified kinetic mechanism. Heat transfer in numerical [10, 12] or analytical 

[4, 6] smouldering models have relied on Local Thermal Equilibrium assumptions (LTE) 

[4, 6, 10] or have used Local Thermal Non-Equilibrium (LTNE) empirical heat transfer 

correlations [13] that lead to LTE [12]. Chapter 4 showed via a new heat transfer correlation 

developed in Chapter 3 that LTNE must be employed to properly simulate heat transfer 

among phases as well as evaluate the role of the sand (acting as a heat reservoir due to its 

high heat capacity) on propagation and extinction.  

Experimental studies have shown the importance of LTNE for opposed smouldering, in 

which convective cooling can decrease the temperature leading to extinction [8, 14, 15]. 

For forward smouldering, the process is more complex since convection transfers heat 

towards the fuel. Thus, the role of convective heat transfer on extinction of a forward 

smouldering front is unclear.  

The objective of this study is to use a numerical model to investigate the operating 

conditions leading to self-sustained forward smouldering and those leading to extinction. 

The role of heat stored in the sand and exchanged among phases is explored through a 

range of scenarios relevant to smouldering contaminant remediation that lead to self-

sustaining smouldering as well as extinction conditions. The numerical model employed 

and the parameters incorporated were validated against smouldering experiments in 
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Chapter 4. This work introduces new insights into the role of local and system energy 

balance on smouldering propagation and extinction. 

5.2 Methodology 

5.2.1 Modelling 

The one-dimensional numerical model developed in Chapter 4 was used here to simulate a 

set of smouldering scenarios with bitumen-contaminated sand (Table 5.1). The model was 

developed in COMSOL Multiphysics with constant mesh size (0.1 mm) and time step 

variable, controlled by COMSOL to meet stability criteria. Some of the model parameters 

(Table 5.2) were calculated via the Kissinger method (i.e., well known method for 

calculating kinetic parameters for first-order pyrolysis and oxidation reactions [16]) 

coupled with Thermogravimetry (TG) (Ab, Eb, and Ec), and integrating Differential 

Scanning Calorimetric (DSC) data over time (ΔHb and ΔHc). The four unknown parameters 

(Ac, vc, vO2, and U) were calibrated via experimental fitting of a base case experiment (Run 

#2, Table 5.1) conducted in triplicate. Note that a sensitivity analysis to all key parameters 

(not shown) revealed that the calculated Ac from the Kissinger method produced a non-

self-sustaining smouldering front in all cases, which is not realistic. TG heating rates are 

inevitably smaller than those relevant to smouldering, privileging some minor, low 

temperature reactions that disappear at high heating rates [3], therefore, affecting the Ac 

value. Thus, Ac was corrected by treating it as a fourth fitting parameter. The remaining 

parameters were obtained from the literature (Table 5.2). The model was validated against 

independent smouldering experiments (Chapter 4).  

Runs #1-6 (Table 5.1) correspond to self-sustained smouldering conditions while three 

additional cases exhibit extinction (#7-9) at low Darcy air flux (ug), oxygen concentration 

(O2), and bitumen saturation (Sb). These were the main parameters suggested to lead to 

extinction [15]. The computational domain (Figure 5.1) describes the 0.10 m layer of clean 

sand located below the heater plus a 0.35 m layer (L) of bitumen mixed with sand above it. 

The heater was simulated by a constant heat flux (�̇�"𝑖𝑛=25 kW m-2) boundary condition at 

x=0.10 m. The Darcy air flux was initiated at x=0 m by a constant ug. Both boundary 

conditions were described by piece-wise functions (see Figure 5.1).  
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Figure 5.1: (a) Conceptual model showing: (orange) clean sand, (red) reaction front, 

(gray) contaminated region. Energy rate components (�̇�) describe (red) energy rate 

added into and (black) removed from the system. (b) Numerical model domain with 

initial and boundary conditions.  

Table 5.1: Smouldering Numerical Simulations. 

Run # 

[-] 

ug        

[m s-1] 

Sb 

[%] 

O2 

[%] 

tg       

[s] 

th     

[s] 

SS  

[-] 

1 0.025 15 20.4 4926 5357 Yes 

2a 0.058 15 20.4 4532 4865 Yes 

3 0.083 15 20.4 5077 5329 Yes 

4b 0.058 15 20.4 4532 4865 Yes 

5b 0.500 15 20.4 4532 4865 Yes 

6 0.058 10 20.4 5486 6004 Yes 

7 0.033 10 20.4 4677 5110 No 

8 0.058 10 2 5486 6004 No 

9 0.058 5 20.4 5890 6370 No 

                 a Base case simulation; b Numerical domain: 3 m 
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The kinetics for bitumen smouldering followed a 2-step mechanism:   

𝐵𝑖𝑡𝑢𝑚𝑒𝑛
𝑅𝑏
→ 𝑣𝑐𝐶ℎ𝑎𝑟 + (1 − 𝑣𝑐)𝐺𝑎𝑠 

𝐶ℎ𝑎𝑟 + 𝑣𝑂2𝑂2
𝑅𝑐
→𝐺𝑎𝑠 

(5.1) 

The reaction rates for pyrolysis (Rb) and oxidation (Rc) were described as first-order 

Arrhenius reactions: 

𝑅𝑏 = 𝐴𝑏𝑒𝑥𝑝 (−
𝐸𝑏
𝑅𝑔𝑇𝑠

) (𝑌𝑏) 

𝑅𝑐 = 𝐴𝑐𝑒𝑥𝑝 (−
𝐸𝑐
𝑅𝑔𝑇𝑠

) (𝑌𝑐)(𝑌𝑂2) 

(5.2) 

The conservation of mass for solid: 

𝜕(𝑌𝑏)

𝜕𝑡
= −𝑅𝑏 

𝜕(𝑌𝑐)

𝜕𝑡
= 𝑣𝑐𝑅𝑏 − 𝑅𝑐 

(5.3) 

and gas:  

𝜕(𝜌𝑔𝜙𝑔)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔)

𝜕𝑥
= (𝜙𝑏𝜌𝑏𝑇) ((1 − 𝑣𝑐)𝑅𝑏 + (1 − 𝑣𝑂2)𝑅𝑐) (5.4) 

phases were included. Equation (5.4) solves air pressures and velocities adopting Darcy’s 

Law without gravity effects and the gas density (ρg) follows the ideal gas law (Chapter 3). 

The bulk transport of oxygen is described by:  

𝜙𝑔
𝜕(𝜌𝑔𝑌𝑂2)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔𝑌𝑂2)

𝜕𝑥
= 𝜙𝑔

𝜕

𝜕𝑥
(𝜌𝑔𝐷𝑔

𝜕𝑌𝑂2
𝜕𝑥
) − (𝜙𝑏𝜌𝑏𝑇)𝑣𝑂2𝑅𝑐 (5.5) 

The model solves the transient energy equation for both solid (Ts) and gas (Tg) phases: 

(𝜌𝐶𝑝)𝑒𝑓𝑓

𝜕𝑇𝑠
𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘𝑒𝑓𝑓

𝜕𝑇𝑠
𝜕𝑥
) − 𝑈 (

𝐴𝑠,𝑐𝑙
𝑉𝑐𝑙
) (𝑇𝑠 − 𝑇0) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝
𝑉𝑠𝑝

) (𝑇𝑔 − 𝑇𝑠) − 𝑄 (5.6) 
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𝜙𝑔 (𝜌𝑔𝐶𝑝𝑔)
𝜕𝑇𝑔
𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔𝑢𝑔

𝜕𝑇𝑔
𝜕𝑥

= 𝜙𝑔
𝜕

𝜕𝑥
(𝑘𝑔

𝜕𝑇𝑔
𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝
𝑉𝑠𝑝

) (𝑇𝑠 − 𝑇𝑔) (5.7) 

Therefore, LTNE was considered by applying the interfacial heat transfer coefficient (hsg) 

according to the empirical Nusselt (Nu) versus Reynolds (Re) and Prandtl (Pr) correlation 

developed in Chapter 3: 

𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 0.001(𝑅𝑒1.97𝑃𝑟1 3⁄ ) (5.8) 

Effective thermal properties for the solid/liquid phases were considered (Chapter 4). A 

homogeneous porous medium was assumed and sand particles were taken as spheres 

(As,sp/Vsp=6(1-ϕ)/dp). The source/sink term (Q) in Equation (5.6) is defined as:  

𝑄 = (𝜙𝑏𝜌𝑏𝑇)(Δ𝐻𝑐𝑅𝑐 + Δ𝐻𝑏𝑅𝑏) (5.9) 

Radiation heat transfer follows the Rosseland approximation and was expressed as a 

radiative conductivity (krad=16σdpTs
3/3), Chapter 3. A global heat loss coefficient (U) was 

included and used the surface area per unit volume (As,cl/Vcl=2/r), where r is the radius of 

the column. Thermal properties of air and sand vary with temperature (Chapter 3), whereas 

Cpb and kb are assumed constant (Table 5.2). Fuel mobility was not considered.  
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Table 5.2: Model Input Parameters 

Par. Value Unit Ref. 

log(Ab) 7.5 log(s-1) Chapter 4 

log(Ac) 4.9 log(s-1) Chapter 4 

Cpb 921 J kg-1 K-1 [17] 

dp 0.88 mm Chapter 4 

Dg 4.53x10-5 m2 s-1 [14] 

ΔHb 1.62 MJ kg-1 Chapter 4 

ΔHc -38.73 MJ kg-1 Chapter 4 

Eb 135 kJ mol-1 Chapter 4 

Ec 90 kJ mol-1 Chapter 4 

hm 100 kg m-2 s-1 - 

kb 0.15 W m-1 K-1 [18] 

kp 1x10-9 m2 Chapter 3 

ϕ 0.37 - Chapter 3 

ϕg 0.315 - Chapter 4 

ϕb 0.055 - Chapter 4 

ρbT 1030 kg m-3 Chapter 4 

r 0.08 m Chapter 4 

Rg 8.314 J K-1 mol-1 Chapter 3 

U 13 W m-2 K-1 Chapter 4 

vc 0.55 - Chapter 4 

vO2  1.70 kg.O2 kg.fuel-1 Chapter 4 

σ 5.67x10-8 W m-2 K-4 Chapter 3 
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5.2.2 Energy Balance 

A global energy balance was developed (Figure 5.1) that accounts for the rate of energy (J 

s-1) that is (i) provided by the heater:  

�̇�𝑖𝑛 = �̇�"𝑖𝑛𝐴𝑐𝑠 (5.10) 

 (ii) released by oxidation: 

�̇�𝑜𝑥𝑖𝑑 = ∫ (−∆𝐻𝑐𝑅𝑐𝐴𝑐𝑠)𝑑𝑥

0.45

0.1

 (5.11) 

 (iii) absorbed by pyrolysis: 

�̇�𝑝𝑦𝑟 = ∫ (−∆𝐻𝑏𝑅𝑏𝐴𝑐𝑠)𝑑𝑥

0.45

0.1

 (5.12) 

 (iv) removed by radial heat losses: 

�̇�𝑙𝑜𝑠𝑠 = ∫ −𝑈(2𝜋𝑟)(𝑇𝑠 − 𝑇0)𝑑𝑥

0.45

0

 (5.13) 

and (v) removed by convective gas flow out of the system: 

�̇�𝑜𝑢𝑡 = −(𝜌𝑔𝑢𝑔𝐴𝑐𝑠)𝐶𝑝𝑔(𝑇𝑔 − 𝑇0) (5.14) 

Therefore, the net energy rate is: 

�̇�𝑛𝑒𝑡 = �̇�𝑖𝑛 + �̇�𝑜𝑥𝑖𝑑 + �̇�𝑝𝑦𝑟 + �̇�𝑙𝑜𝑠𝑠 + �̇�𝑜𝑢𝑡 (5.15) 

Equations (5.10)-(5.15) were also integrated over time to find the net energy Ei (J) 

associated with each component: 

𝐸𝑖 = ∫(�̇�𝑖)𝑑𝑡

𝑡𝑓

0

 (5.16) 
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where i represents net, in, oxid, pyr, loss, and out. The limits of integration of Equation 

(5.16) will vary depending on the conditions presented in Table 5.1.  

The simulation time (t) was normalized and is referred to as Dimensionless Time (DT=(t-

tg)vf/L [19], with vf as the average front velocity) where DT<0 is the pre-heating period, 

DT=0 is when the air is turned on and smouldering begins, and DT=1 is when the reaction 

reaches the end of the fuel bed. The integration of Equations (5.11) and (5.12) at DT=1  for 

the base case (Run #2) resulted in -8.575 MJ and 0.652 MJ, respectively, matching the total 

energy available to be released by oxidation (Eav,o=ΔHcmavvc=-8.570 MJ) and absorbed by 

pyrolysis (Eav,p=ΔHbmav=0.651 MJ). A global energy balance, via integration of Equation 

(5.15) at final DT (DTf), indicated a numerical error less than 2% of the total energy added 

(Eadd=Ein+Eoxid). Mass balance analysis on the fuel, char, and products before and after 

smouldering indicated a numerical error less than 1%. Therefore, both mass and energy are 

conserved in the model (see Appendix C). 

5.3 Results 

5.3.1 Self-Sustaining Smouldering 

Numerical predictions reproduced all the features of experiments following the same 

configuration. As an example, Figure 5.2a presents experimental and numerical results for 

the self-sustaining smouldering propagation of Run #2 (Table 5.1) with average front 

velocity (vf) and average peak temperature (Tp) equal to 4.16 mm min-1 and 679 ºC, 

respectively.  

Figure 5.2d and Figure 5.2g present the energy analysis of Run #2. During the pre-heating 

(DT<0), energy is provided to the system by the heater (�̇�𝑖𝑛)and lost radially (�̇�𝑙𝑜𝑠𝑠), with 

all other terms equal to zero (Figure 5.2d). In this period, the heat input exceeds the losses, 

thus (�̇�𝑛𝑒𝑡) is positive (Figure 5.2g), the temperature of the first thermocouple (x=0.12 m) 

increases (Figure 5.2a), and there is energy accumulation (�̇�𝑛𝑒𝑡 > 0) in the system (red 

line in Figure 5.2g).  

When the air flux is initiated (DT=0), the temperature at x=0.12 m rapidly increases (Figure 

5.2a) due to the energy released by �̇�𝑜𝑥𝑖𝑑 (Figure 5.2d), followed by a sharp increase in 
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�̇�𝑛𝑒𝑡 and the subsequent steeper increase in 𝐸𝑛𝑒𝑡. Coincident is the onset of endothermic 

pyrolysis (�̇�𝑝𝑦𝑟, Figure 5.2d). Note that upon air flux initiation, a short transient peak takes 

place in the heat generation �̇�𝑜𝑥𝑖𝑑 and �̇�𝑛𝑒𝑡 due to boundary influences on a spatially-

integrated model property. The heater is turned off (�̇�𝑖𝑛 = 0) when the first thermocouple 

peaks following experimental protocols.  

After the short transient, �̇�𝑜𝑥𝑖𝑑 remains constant while �̇�𝑙𝑜𝑠𝑠 continues to increase (Figure 

5.2d) as the surface area of the clean, heated sand region behind the front continues to 

increase; therefore, �̇�𝑛𝑒𝑡 decreases with time. Since �̇�𝑛𝑒𝑡  remains positive, 𝐸𝑛𝑒𝑡 continues 

increasing (Figure 5.2g) and the reaction is self-sustaining.  As the reaction approaches the 

end of the domain (DT=1), energy starts leaving the system via hot air convection (�̇�𝑜𝑢𝑡), 

causing �̇�𝑛𝑒𝑡 to abruptly decrease to negative values. For DT>1, all fuel is eliminated (i.e., 

only clean, hot sand remains) and only �̇�𝑙𝑜𝑠𝑠 and �̇�𝑜𝑢𝑡 are observed as the system cools 

(Figure 5.2d).   
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Figure 5.2: (a-c) Temperature evolution versus dimensionless time (DT). The 

shadings in (a) represent experimental results of three repeats (Chapter 4). Solid 

lines show model-predicted sand/bitumen temperature (Ts). Colours describe 

thermocouple positions (x) from (a) 0.12 to 0.40 m with 0.07 m intervals and (b-c) 

0.12 to 2.92 m with 0.6 m intervals. (d-f) Energy rate for each component versus DT: 

(black) heater, (red) oxidation, (blue) pyrolysis, (magenta) radial loss, and (green) 

convection out. (g-i) (black) Net energy rate and (red) net energy versus DT. Dashed 

blue line shows the end of the column (DT=1).  

 

Runs #4 and #5 (Figure 5.2) demonstrate how different energy balance regimes can also 

produce self-sustaining propagation and complete remediation. In Run #4 (Run #2 

conditions in a 3 m domain), the system reaches steady-state after DT=0.5, with energy 

input balanced by losses; thus, �̇�𝑛𝑒𝑡 = 0. In Run #5, �̇�𝑛𝑒𝑡 is constant at a positive value 

because the increasing �̇�𝑜𝑥𝑖𝑑 balances the increasing �̇�𝑙𝑜𝑠𝑠. As a result, 𝐸𝑛𝑒𝑡 and peak 

temperatures are continuously increasing. Such conditions might explain transition to 

flaming. Continuous energy accumulation is favoured by operational conditions that 

minimize heat losses (e.g., enhanced insulation, increased diameter) and enhance oxidation 
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(e.g., increased air flux). Note that the temperature curves in Figure 5.2c are atypical but 

consistent with a rapidly propagating front cooled quickly by incoming air. 

5.3.2 Smouldering Extinction 

Figure 5.3 presents the extinction cases (Run #7-9), characterized by a decrease in the peak 

temperature with time. �̇�𝑜𝑥𝑖𝑑 decreases immediately after the peak generated by the onset 

of the air flux. Independent of the method used to weaken the reaction, the process remains 

the same. Figure 5.3g-i reveals that �̇�𝑛𝑒𝑡 becomes negative when the ignition source is 

eliminated. Traditionally, smouldering extinction has been characterized as a local 

phenomenon, e.g., critical temperature or Damköhler number (Da) [4, 15]. While this 

remains the true extinction point, the results showed in the global energy balance indicate 

that the fate of the smouldering reaction, from the perspective of operating conditions, can 

be defined �̇�𝑛𝑒𝑡 < 0, which is when 𝐸𝑛𝑒𝑡 starts decreasing (Figure 5.3g-i). This is important 

for practical aspects since it predicts extinction when temperatures are still high, contrary 

to typical local criteria. 

However, while the �̇�𝑛𝑒𝑡 < 0 criterion identifies a reaction that is not self-sustaining, it 

cannot establish when the reaction will cease propagating nor the mass of contaminant 

remediated. Oxidation and pyrolysis reactions continue for some time after �̇�𝑛𝑒𝑡 < 0, as 

the reaction temperatures decrease until eventually heat generation ceases (Figure 5.3d-f). 

This underscores that energy accumulated in the treated sand will continue to affect the 

energy balance, sustaining propagation for a finite period even if �̇�𝑛𝑒𝑡 is negative. Since 

the reaction terminates before the front reaches the end of the fuel bed in all three cases, 

residual contamination remains. Such scenarios are important as they represent incomplete 

remediation.  



138 

 

 

Figure 5.3: (a-c) Numerical sand/bitumen temperature versus DT. Colours describe 

thermocouple positions (x) from 0.12 to 0.40 m with 0.07 m intervals; (d-f) energy 

rate for each component versus DT: (black) heater, (red) oxidation, (blue) pyrolysis, 

(magenta) radial loss, and (green) convection out; and (g-i) (black) net energy rate 

and (red) cumulative net energy versus DT. Dashed grey line marks when �̇�𝒏𝒆𝒕 < 𝟎 

while dashed blue line marks when a constant velocity front would have reached the 

end of the column (DT=1). 

 

Figure 5.4 presents �̇�𝑛𝑒𝑡 at DT=0.5 for all 9 Runs. Extinction cases exhibit �̇�𝑛𝑒𝑡 < 0 while 

self-sustaining cases exhibit �̇�𝑛𝑒𝑡 > 0.  For the latter, the magnitude of �̇�𝑛𝑒𝑡 reflects the 

robustness of the reaction, which increases with increased air flux, as expected.   
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Figure 5.4: Net energy rate versus air flux at DT=0.5: (open red symbols) self-

sustaining, (closed black symbols) non-self-sustaining: Run # (○) 1-3, (◊) 4, and (+) 5, 

(□) 6, (▲) 7, (►) 8, and (▼) 9. Dashed gray line shows transition to extinction. 

 

5.3.3 Global Energy Balance 

Table 5.3 provides all the energy components, Equation (5.15), integrated over time as per 

Equation (5.16); as such, it provides a global (system) analysis. The first green column, 

Eoxid/Eav,o, integrated the components in time from the start of ignition until the time �̇�𝑛𝑒𝑡 =

0. Values of 100% (Runs #1-5) indicate that all the fuel was converted into energy. Values 

for Runs #7-9 (11-17%) reveal that the reaction started failing before all the fuel was 

consumed. The second green column, Eoxid/Eav,o(DTf), integrated the components until 

oxidation terminated. Values for Runs #7-9 (28-40%) reveal that some additional fuel was 

converted but fuel remained when the front extinguished. Run #6 is an intermediate case: 

�̇�𝑛𝑒𝑡 < 0 before the front reaches the end of the column (Eoxid/Eav,o=83%) but the front is 

able to continue long enough that all of the fuel is converted (Eoxid/Eav,o(DTf)=100%) before 

the reaction dies. 
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Table 5.3: Cumulative Energy Analysis for all Simulations. 

Run # 

[-] 

ug         

[m s-1] 

Sb 

[%] 

O2 

[%] 

SS 

[-] 

Eadd  

[MJ] 

Ein/Eadd 

[%] 

Eoxid/Eadd 

[%] 

Est/Eadd 

[%] 

Epyr/Eadd 

[%] 

Eloss/Eadd 

[%] 

Eout/Eadd 

[%] 

Eoxid/Eav,o 

[%] 

Eoxid/Eav,o(DTf)   

[%] 

1 0.025 15 20.4 Yes 11.44 24 76 39 6 52 3 100 100 

2 0.058 15 20.4 Yes 11.07 23 77 58 6 33 3 100 100 

3 0.083 15 20.4 Yes 11.26 24 76 64 6 28 2 100 100 

4 0.058 15 20.4 Yes 71.48 4 96 16 7 77 0 100 100 

5 0.500 15 20.4 Yes 73.00 4 96 69 7 21 3 100 100 

6 0.058 10 20.4 Yes 7.80 39 61 47 5 46 2 83 100 

7 0.033 10 20.4 No 3.47 76 24 66 2 32 0 17 40 

8 0.058 10 2 No 4.07 75 25 59 2 39 0 12 35 

9 0.058 5 20.4 No 3.52 92 8 65 1 34 0 11 28 

 

The total energy added into the system (Eadd) was used to normalize the integrated energy 

components (Table 5.3). This reveals that extinction occurred in Runs #7-9 due to higher 

energy lost radially (Eloss/Eadd=32-39%) than energy released by oxidation (Eoxid/Eadd = 8-

25%). It reveals that the influence of pyrolysis on the energy balance is negligible in all 

cases (Epyr/Eadd ≤7%). Furthermore, the amount of energy stored in the sand at the end of 

smouldering is found to be significant (Est/Eadd=39-69%) in most self-sustained cases. 

5.4 Conclusions 

A previously validated one-dimensional model was employed to investigate the transition 

between self-sustained smouldering and extinction. Self-sustaining smouldering depends 

on a positive balance between energy added into and removed from the system. Extinction 

occurs when energy removed exceeds energy added, resulting in a negative energy balance. 

This is consistent with previous studies that point to a critical Damköhler number criterion 

for local extinction of the reaction. The global energy balance criterion presented here 

provides a new method to predict if a smouldering scenario will be self-sustained. 

Simulations using long domains reveal steady-state scenarios, including (i) indefinite self-

sustained smouldering and (ii) continual energy accumulation, which could be related to 

transition to flaming. 
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The global energy balance analysis revealed that pyrolysis had a negligible role, while self-

sustaining versus extinction conditions depended primarily on the competition between 

char oxidation and radial heat losses. Increased air flux created more robust self-sustaining 

scenarios because oxidation rates increased while the fraction of energy lost radially 

decreased. As a result, the stored energy in the post-treatment clean sand increased with 

increased air flux, showing increased potential for energy recovery. The possible extinction 

of a forward reaction by high air flux was not evaluated because the necessary air flux 

values exceed those of practical importance for applied smouldering. 

The energy accumulated in the treated sand continues to support the reaction for a period 

even if the local energy balance becomes negative; thus complete treatment can be 

achieved in some cases where the reaction is in the process of dying. An overall energy 

balance is found to be a robust and valuable tool to explain the conditions under which 

smouldering transitions from self-sustaining towards extinction and to predict the residual 

mass of contaminant upon extinction. Residual contaminant mass is an important practical 

parameter for remediation. 
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Chapter 6  

6 Smouldering Combustion Explored via Numerical 
Modelling: Sensitivity to Key Parameters4 

6.1 Introduction 

Smouldering is driven by an oxidation reaction occurring on the surface of organic 

materials [1].  Under certain conditions, smouldering is a self-sustaining process: following 

a brief ignition event, the energy released from oxidation is sufficient to support a reaction. 

Smouldering reactions are most commonly found propagating within porous fuel beds. For 

decades, smouldering of solid materials (e.g., polyurethane foam, peat, coal) has been 

studied as a safety hazard which threatens the loss of life and property and has the potential 

for significant negative environmental impact [2]. Smouldering has also been applied as a 

viable technology for waste and contaminant destruction, specifically for organic liquids 

and sludges embedded in an inert porous matrix (e.g., coal tar in sand, oil shale, biosolids 

in sand) [3-11].    

The success of applied smouldering depends on optimizing operating conditions (e.g., air 

injection rates, fuel concentration, heat losses) as well as understanding operational limits 

(i.e., conditions that lead to extinction). Experimental, analytical, and numerical 

approaches have evaluated the impact on peak temperatures and front velocity versus air 

flux [1, 5, 7, 9, 11-26], fuel concentration [7, 9, 13, 22, 27, 28], oxygen concentration [14, 

20, 21, 29-31], moisture content [5, 6, 9, 11, 29, 32-35], inorganic content [11, 27, 32, 33], 

kinetic parameters [12, 14, 24, 36] and heat losses [1, 12, 13, 27, 33, 36-40].  

Energy storage within the porous medium has been shown to have a very significant effect 

on the fate and characteristics of the smouldering reaction [17, 20]. Nevertheless, most 

studies considered solid fuels, which typically exhibit high porosity (92-97% [21, 41, 42]), 

                                                 

4
 A version of this chapter will be submitted to a peer-reviewed journal: M.A.B. Zanoni, J.L. Torero, J.I. 

Gerhard, Smouldering Combustion Explored via Numerical Modelling: Sensitivity to Key Parameters, 

(2018).  
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low thermal conductivity (O[10-2 W m-1 K-1] [14, 41, 43]), low volumetric heat capacity 

(O[104 J m-3 K-1] [14, 21, 41]), constant fuel concentration (if homogeneous), and a large 

surface area for reaction [5, 44]. Only a fraction consider organic liquids in inert matrixes, 

which are characterized by low porosity (38-50% [7, 27, 45]), with relatively small pores 

partially or totally filled with a liquid hydrocarbon [46], higher thermal conductivity (O[10-

1 W m-1 K-1]) and higher volumetric heat capacity (O[106 J m-3 K-1] [47], see also Chapter 

3) when compared to solid fuels. The presence of fuel in the matrix porosity means reduced 

effective permeability to air, and relatively less fuel surface area exposed to the gas phase, 

compared to solid fuels.   

In forward smouldering (i.e., air flux and reaction moving in the same direction), oxidation 

reactions drive the propagation of the smouldering front, favouring heat transfer towards 

the virgin fuel [48]. Positive heat transfer makes forward smouldering ideal for waste and 

contaminant destruction [7]. Figure 6.1a illustrates a forward smouldering scenario in a 

vertical one-dimensional column; such experiments have been routinely conducted to study 

smouldering scenarios for decades [1, 23]. The reaction rates are affected by heat transfer, 

oxygen and fuel availability, which in turn dictate whether the reactions consume all the 

oxygen (oxygen-limited), all the fuel (fuel-limited), or quench before one or both reactants 

are fully consumed. When chemistry governs the process and cannot consume either 

reactant fully, the reaction is defined as kinetic-limited [1, 14, 15, 17, 19, 21, 24-26, 49-

52].  
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Figure 6.1: (a) Conceptual model showing a smouldering front (red) propagating 

through the contaminant region (gray), leaving only clean sand (orange) behind. (b) 

Temperature profile at a specific time. (c) Local and (d) global energy balance. 

Energy rate components (�̇�) accounts for (red) energy rate added into and (black) 

removed from the system. 

 

At low air fluxes (e.g., ambient or natural convection, typical for fire safety scenarios), 

smouldering of solid fuels was identified as oxygen-limited and fuel concentration had 

negligible impact on the reaction rate resulting in small fuel consumption [14, 15, 17, 21, 

24, 26, 49]. At high air fluxes (e.g., injected air, typical for applied smouldering scenarios), 

fuel-limited conditions [15, 19] were found. Furthermore, it has been observed that fuel-

limited conditions are generally characterized by more complete combustion [53]. Kinetic-

limited conditions were also described analytically and numerically for solid fuels at high 

air fluxes due to insufficient oxygen residence time [14, 21, 24, 49]. Smouldering of these 

characteristics has not been observed experimentally. The introduction of the smouldering 

column with time and spatially dependent measurements [23] showed that as energy gets 

accumulated or dissipated from the reactor, the energy balance at the reaction front changes 

and smouldering combustion can progress from one regime to a different one. The limiting 

condition, and therefore the ultimate behaviour of the smouldering system, is a result of 
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the complex interplay of heat and mass transfer processes and chemical reactions that 

evolve in space and time. 

Measurements within porous media are very difficult; thus, many of the components of 

heat and mass transfer remain experimentally unquantified. Numerical models are 

therefore essential to explore the spatial and temporal evolution of a smouldering front. 

They require assumptions about the chemical reactions and heat transfer processes that are 

important.  Smouldering of natural and synthesized organic compounds involves dozens to 

hundreds of chemical reactions. Here, “complex chemistry” refers to accounting for 

between 3 and 9 pyrolysis and oxidation reactions (many in competition with each other), 

an approach regularly used in numerical models of solid fuel smouldering [32, 36, 54, 55]. 

Both complex and “simple chemistry” have been suggested for liquid fuels [56-58], 

however few have been applied in smouldering models.  

Heat transfer is typically assumed to follow Local Thermal Equilibrium (LTE) between the 

air and fuel [15, 27, 59]. The smouldering models that assume Local Thermal Non-

Equilibrium (LTNE) [14, 18, 21, 24, 33, 37, 60] widely use heat transfer correlations that 

originate outside of smouldering [61], and it has been found that the degree of non-

equilibrium predicted is negligible [14, 60]. Models exist that neglect chemistry and heat 

transfer [62, 63], but they only provide heuristic engineering tools. In Chapter 3, a new 

heat transfer correlation specific to hot air flow in a fixed sand bed was developed, which 

revealed that non-equilibrium is significant and needs to be incorporated to properly 

simulate smouldering conditions. The new heat transfer correlation was later applied in a 

smouldering model that considered simple chemistry (one pyrolysis and one oxidation 

reaction). The model was validated against smouldering experiments of bitumen embedded 

in sand (Chapter 4).  

Self-sustained smouldering involves a “front” (i.e., a physical region in which the reactions 

dominate) that propagates through space and evolves in time. Studies reveal that the 

smouldering front is generally narrow (thickness <1 cm) [48, 52, 64] with a few reactions 

dominating and the rest often negligible [1, 21, 24, 31, 54, 55, 65-68]. As a result, most 

analytical approaches to smouldering have either assumed that the reactions are 

superimposed or that they propagate at the same rate, thus maintaining a constant spacing 
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and front thickness [20, 49]. Therefore, they focus entirely on a local energy balance of the 

front, considering energy produced by (oxidation) and removed at (pyrolysis and heat 

losses) this narrow region. Examples of this approach for solid fuels include an analytical 

model to predict the front velocity [20] and a modified Damköhler number at the reaction 

front as a criterion to identify extinction [24].   

It is rarely acknowledged that the energy balance at the front includes heat being driven 

from behind the front and from the front upstream. Therefore, the state of the porous matrix 

up and downstream will influence the energy balance at the front (�̇�𝑖𝑛, �̇�𝑜𝑢𝑡, Figure 6.1c), 

thus, requiring a global (i.e., not local) analysis of the reactor (Figure 6.1d). For example, 

Chapter 5 conducted liquid smouldering in inert media and indicated that 39-64% of the 

system’s energy was stored in the clean porous media behind the front. This energy can be 

transferred forward to the front via heat transfer/air convection and can be lost radially. 

Radial heat losses behind the front have been demonstrated to be responsible for 28-52% 

of the total energy in the system (Chapter 5). Such losses reduce the amount of energy that 

can be transferred forward, leading to extinction [12, 13, 16, 32, 33, 36]. Heat transfer 

ahead of the front can be important in pre-heating the fuel and correspond to energy losses 

associated with boiling and volatilization [5]. Moreover, a numerical modelling method for 

considering a global (system) energy balance for smouldering systems was introduced and 

demonstrated in principle that it was capable of predicting the boundary between self-

sustaining and extinguishing scenarios (Chapter 5).      

The objective of this study is to explore the interplay between chemical reactions and heat 

transfer processes taking place in space and time in smouldering. A liquid fuel embedded 

within a porous matrix will be used to generate a low permeability, high thermal inertia 

(i.e., volumetric heat capacity) system that allows to rigorously study the role of energy 

accumulation within the porous medium. A validated numerical model was employed 

equipped with algorithms to compute both a local and a global energy analysis. A 

sensitivity analysis to the 8 main physical and chemical parameters that affect smouldering 

was conducted, including 20 self-sustaining cases and 8 extinguishing scenarios. The 

boundary between self-sustaining and extinction conditions was analyzed in the context of 

both local and global energy balances for all cases; this provides an in-depth understanding 
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of the contrasting approaches and their respective abilities to predict smouldering 

behaviour. This work provides unique conclusions about smouldering operational limits, 

optimizing applied smouldering systems, and how the net global energy balance (i.e., 

smouldering robustness) depends on scenario conditions and evolves in time. 

6.2 Methodology 

The one-dimensional numerical model developed in Chapter 4 was used here to conduct a 

sensitivity analysis of several smouldering scenarios with bitumen-contaminated sand. 

Table 6.1 shows twenty self-sustained smouldering cases (Runs #2-4, 6-9, 11-14, 17-21, 

24-27) and eight additional cases exhibiting extinction (#1, 5, 10, 15, 16, 22, 23, and 28). 

Sensitivity to the following parameters were simulated within the maximum expected 

practical range for each (Table 6.1): Darcy air flux (ug), bitumen saturation (Sb), oxygen 

concentration (O2), heat of oxidation (ΔHc), global (radial) heat loss coefficient (U), 

Nusselt number (Nu), and char pre-exponential factor (Ac) and activation energy (Ec). Apart 

from the key parameters varied, all model parameters, geometry, and boundary conditions 

remained the same for all simulations. 

Some of the model parameters (Table 6.2) were calculated via the Kissinger method 

coupled with Thermogravimetry (TG) (Ab, Eb, and Ec), and integrating Differential 

Scanning Calorimetric (DSC) data over time (ΔHb and ΔHc). The four unknown parameters 

(Ac, vc, vO2, and U) were calibrated via experimental fitting of a base case experiment (same 

conditions as Run #3, Table 6.1) conducted in triplicate. Note that a sensitivity analysis to 

all key parameters (not shown) revealed that the calculated Ac from the Kissinger method 

produced a non-self-sustaining smouldering front in all cases, which is not realistic. TG 

heating rates are inevitably smaller than those relevant to smouldering, privileging some 

minor, low temperature reactions that disappear at high heating rates [1], therefore, 

affecting the Ac value. Thus, Ac was corrected by treating it as a fourth fitting parameter. 

The remaining parameters were obtained from the literature (Table 6.2). The model was 

validated against independent smouldering experiments (i.e., no calibration) (see Chapter 

4), providing accurately simulation of peak temperature, front velocity, and heat transfer 

ahead and behind the front.  
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The computational domain includes a 0.10 m layer of clean sand located below the heater 

plus a 0.35 m layer (L) of bitumen mixed with sand above it (Figure 6.1a). The heater was 

simulated by a constant heat flux (�̇�"𝑖𝑛=25 kWm-2) boundary condition at x=0.10 m and 

was turned off at th=4865 s (after ignition). Ignition coincided with the initiation of a 

constant air flux at tg=4532 s (x=0 m). Both boundary conditions were defined by piece-

wise functions (see Table 6.3) to best describe the experimental system. In presenting the 

results, the simulation time (t) was normalized and is referred to as Dimensionless Time 

(DT=(t-tg)vf/L [45]) where DT<0 is the pre-heating period, DT=0 is smouldering ignition, 

and DT=1 is when the reaction reaches the end of the fuel bed.  
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Table 6.1: Smouldering Numerical Simulations. 

Run #      

[-] 

ug
a                  

[m s-1] 

Sb               

[%] 

O2                 

[%] 

U                               

[W m-2 K-1] 

ΔHc                                   

[MJ kg-1] 

Nu                            

[-] 

Ac                                             

[log(s-1)] 

Ec                                                            

[kJ mol-1] 

SS                                 

[-] 

1 0.014 15 20.4 13 38.73 Eq. (8) 4.9 90 No 

2 0.025 15 20.4 13 38.73 Eq. (8) 4.9 90 Yes 

3b 0.058 15 20.4 13 38.73 Eq. (8) 4.9 90 Yes 

4 0.083 15 20.4 13 38.73 Eq. (8) 4.9 90 Yes 

5 0.058 7 20.4 13 38.73 Eq. (8) 4.9 90 No 

6 0.058 10 20.4 13 38.73 Eq. (8) 4.9 90 Yes 

7 0.058 20 20.4 13 38.73 Eq. (8) 4.9 90 Yes 

8 0.058 40 20.4 13 38.73 Eq. (8) 4.9 90 Yes 

9 0.058 50 20.4 13 38.73 Eq. (8) 4.9 90 Yes 

10 0.058 15 1 13 38.73 Eq. (8) 4.9 90 No 

11 0.058 15 10 13 38.73 Eq. (8) 4.9 90 Yes 

12 0.058 15 30 13 38.73 Eq. (8) 4.9 90 Yes 

13 0.058 15 20.4 9 38.73 Eq. (8) 4.9 90 Yes 

14 0.058 15 20.4 17 38.73 Eq. (8) 4.9 90 Yes 

15 0.058 15 20.4 60 38.73 Eq. (8) 4.9 90 No 

16 0.058 15 20.4 13 18 Eq. (8) 4.9 90 No 

17 0.058 15 20.4 13 30 Eq. (8) 4.9 90 Yes 

18 0.058 15 20.4 13 45 Eq. (8) 4.9 90 Yes 

19 0.058 15 20.4 13 38.73 0.1000c 4.9 90 Yes 

20 0.058 15 20.4 13 38.73 0.0180d 4.9 90 Yes 

21 0.058 15 20.4 13 38.73 0.0030e 4.9 90 Yes 

22 0.058 15 20.4 13 38.73 0.0016f 4.9 90 No 

23 0.058 15 20.4 13 38.73 Eq. (8) 3 90 No 

24 0.058 15 20.4 13 38.73 Eq. (8) 4 90 Yes 

25 0.058 15 20.4 13 38.73 Eq. (8) 6 90 Yes 

26 0.058 15 20.4 13 38.73 Eq. (8) 4.9 80 Yes 

27 0.058 15 20.4 13 38.73 Eq. (8) 4.9 100 Yes 

28 0.058 15 20.4 13 38.73 Eq. (8) 4.9 120 No 

a Volume per unit cross-sectional area per unit time; b Base case simulation; Gas properties (kg, ρg, Cpg, and μg) at c 20 ºC, d 230 ºC, e 600 ºC, and 
f 800 ºC;  
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The kinetics for bitumen smouldering was simulated as a two-step mechanism:   

𝐵𝑖𝑡𝑢𝑚𝑒𝑛
𝑅𝑏
→ 𝑣𝑐𝐶ℎ𝑎𝑟 + (1 − 𝑣𝑐)𝐺𝑎𝑠 

𝐶ℎ𝑎𝑟 + 𝑣𝑂2𝑂2
𝑅𝑐
→𝐺𝑎𝑠 

(6.1) 

The reaction rates for pyrolysis (Rb) and oxidation (Rc) were described as first-order 

Arrhenius reactions: 

𝑅𝑏 = 𝐴𝑏𝑒𝑥𝑝 (−
𝐸𝑏
𝑅𝑔𝑇𝑠

) (𝑌𝑏) 

𝑅𝑐 = 𝐴𝑐𝑒𝑥𝑝 (−
𝐸𝑐
𝑅𝑔𝑇𝑠

) (𝑌𝑐)(𝑌𝑂2) 

(6.2) 

The conservation of mass for solid: 

𝜕(𝑌𝑏)

𝜕𝑡
= −𝑅𝑏 

𝜕(𝑌𝑐)

𝜕𝑡
= 𝑣𝑐𝑅𝑏 − 𝑅𝑐 

(6.3) 

and gas:  

𝜕(𝜌𝑔𝜙𝑔)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔)

𝜕𝑥
= (𝜙𝑏𝜌𝑏𝑇) ((1 − 𝑣𝑐)𝑅𝑏 + (1 − 𝑣𝑂2)𝑅𝑐) (6.4) 

phases were included. Equation (6.4) solves air pressures and velocities adopting Darcy’s 

Law without gravity effects and the gas density (ρg) follows the ideal gas law (Chapter 3). 

The bulk transport of oxygen was described by:  

𝜙𝑔
𝜕(𝜌𝑔𝑌𝑂2)

𝜕𝑡
+
𝜕(𝜌𝑔𝑢𝑔𝑌𝑂2)

𝜕𝑥
= 𝜙𝑔

𝜕

𝜕𝑥
(𝜌𝑔𝐷𝑔

𝜕𝑌𝑂2
𝜕𝑥
) − (𝜙𝑏𝜌𝑏𝑇)𝑣𝑂2𝑅𝑐 (6.5) 
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The model solved the transient energy equation for both solid (Ts) and gas (Tg) phases: 

(𝜌𝐶𝑝)𝑒𝑓𝑓

𝜕𝑇𝑠
𝜕𝑡
=
𝜕

𝜕𝑥
(𝑘𝑒𝑓𝑓

𝜕𝑇𝑠
𝜕𝑥
) − 𝑈 (

𝐴𝑠,𝑐𝑙
𝑉𝑐𝑙
) (𝑇𝑠 − 𝑇0) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝
𝑉𝑠𝑝

) (𝑇𝑔 − 𝑇𝑠) − 𝑄 (6.6) 

𝜙𝑔 (𝜌𝑔𝐶𝑝𝑔)
𝜕𝑇𝑔
𝜕𝑡
+ 𝜌𝑔𝐶𝑝𝑔𝑢𝑔

𝜕𝑇𝑔
𝜕𝑥

= 𝜙𝑔
𝜕

𝜕𝑥
(𝑘𝑔

𝜕𝑇𝑔
𝜕𝑥
) + ℎ𝑠𝑔 (

𝐴𝑠,𝑠𝑝
𝑉𝑠𝑝

) (𝑇𝑠 − 𝑇𝑔) (6.7) 

Therefore, LTNE was considered by applying the interfacial heat transfer coefficient (hsg) 

according to the empirical Nusselt (Nu) versus Reynolds (Re) and Prandtl (Pr) correlation 

developed specifically for smouldering scenarios (Chapter 3): 

𝑁𝑢 =
ℎ𝑠𝑔𝑑𝑝

𝑘𝑔
= 0.001(𝑅𝑒1.97𝑃𝑟1 3⁄ ) (6.8) 

Effective thermal properties for the solid/liquid phases were considered (Chapter 4). A 

homogeneous porous medium was assumed and sand particles were taken as spheres 

(As,sp/Vsp=6(1-ϕ)/dp). The source/sink term (Q) in Equation (6.6) was defined as:  

𝑄 = (𝜙𝑏𝜌𝑏𝑇)(Δ𝐻𝑐𝑅𝑐 + Δ𝐻𝑏𝑅𝑏) (6.9) 

Radiation heat transfer follows the Rosseland approximation and was expressed as a 

radiative conductivity (krad=16σdpTs
3/3), Chapter 3. A global heat loss coefficient (U) was 

included and used the surface area per unit volume (As,cl/Vcl=2/r), where r is the radius of 

the column (Chapter 4). The thermal properties of air and sand varied with temperature 

(Chapter 3), whereas Cpb and kb were assumed constant (Table 6.2). The initial and 

boundary conditions are defined in Table 6.3. Fuel mobility was not considered.  
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Table 6.2: Model Input Parameters Referent to Base Case 

Par. Value Unit Ref. 

log(Ab) 7.5 log(s-1) Chapter 4 

log(Ac) 4.9 log(s-1) Chapter 4 

Cpb 921 J kg-1 K-1 [47] 

Cpg -3x10-5(Tg
2)+0.2261(Tg)+940.35 J kg-1 K-1 Chapter 3 

Cps 2.49(Ts)+39.06 J kg-1 K-1 Chapter 3 

dp 0.88 mm Chapter 4 

Dg 4.53x10-5 m2 s-1 [23] 

ΔHb 1.62 MJ kg-1 Chapter 4 

ΔHc -38.73 MJ kg-1 Chapter 4 

Eb 135 kJ mol-1 Chapter 4 

Ec 90 kJ mol-1 Chapter 4 

kb 0.15 W m-1 K-1 [69] 

kg -1x10-8(Tg
2)+8x10-5(Tg)+4.3x10-3 W m-2 K-1 Chapter 3 

kp 1x10-9 m2 Chapter 3 

ks 0.000541(Ts)+0.1044 W m-2 K-1 Chapter 3 

μg -9x10-12(Tg
2)+4x10-8 (Tg)+6x10-6 Pa s Chapter 3 

ϕ 0.37 - Chapter 3 

ϕg 0.315 - Chapter 4 

ϕb 0.055 - Chapter 4 

ρbT 1030 kg m-3 Chapter 4 

r 0.08 m Chapter 4 

Rg 8.314 J K-1 mol-1 Chapter 3 

U 13 W m-2 K-1 Chapter 4 

vc 0.55 - Chapter 4 

vO2  1.70 kg.O2 kg.fuel-1 Chapter 4 

σ 5.67x10-8 W m-2 K-4 Chapter 3 
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Table 6.3: Initial and Boundary Conditions for Numerical Model. 

Eq. Initial Condition Boundary Condition 

(6.3) 𝑡 = 0 ⟹ 𝑌𝑏 = 1; 𝑌𝑐 = 0 - 

(6.4) 𝑡 = 0 ⟹ 𝑃𝑔 = 101375 𝑃𝑎 
𝑥 = 0.00 𝑚 ⟹ 𝜌𝑔𝑢𝑔(𝑡) → {

𝑢𝑔(𝑡) = 0 → 0 ≤ 𝑡 ≤ 𝑡𝑔   

𝑢𝑔(𝑡) = 𝑢𝑔 → 𝑡𝑔 < 𝑡 ≤ 𝑡𝑓
 

𝑥 = 0.45 𝑚 ⟹ 𝑃𝑔 = 101375 𝑃𝑎 

(6.5) 𝑡 = 0 ⟹ 𝑌𝑂2 = 0.204 

𝑥 = 0.00 𝑚 ⟹ 𝑌𝑂2 = 0.204 

𝑥 = 0.45 𝑚 ⟹ −𝐷𝑔
𝜕(𝜌𝑔𝑌𝑂2)

𝜕𝑥
= ℎ𝑚(𝑌𝑂2 ,0 − 𝑌𝑂2) → ℎ𝑚 = 100 𝑘𝑔𝑚

−2𝑠−1 

(6.6-6.7) 𝑡 = 0 ⟹ 𝑇𝑠 = 𝑇𝑔 = 𝑇0 = 298 𝐾 

𝑥 = 0.10 𝑚 ⟹

{
 
 

 
 −(𝑘𝑒𝑓𝑓)

𝜕𝑇𝑠
𝜕𝑥

= �̇�"𝑖𝑛 = 25 𝑘𝑊 𝑚
2 → 0 ≤ 𝑡 ≤ 𝑡ℎ

−(𝑘𝑒𝑓𝑓)
𝜕𝑇𝑠
𝜕𝑥

= 0 → 𝑡ℎ < 𝑡 ≤ 𝑡𝑓                              

𝑇𝑔 = 298 𝐾                                                           

 

𝑥 = 0.45 𝑚 ⟹ {
−(𝑘𝑒𝑓𝑓)

𝜕𝑇𝑠
𝜕𝑥
= 0                            

−(𝑘𝑔)
𝜕𝑇𝑔

𝜕𝑥
= 0                               

 

 

For all simulations, a local energy balance (developed herein) and a global energy balance 

(Chapter 5) was computed for several time steps. The local energy balance integrates the 

energy that enters and leaves the reaction front over the front thickness (Figure 6.1b,c), 

whereas the global energy balance integrates the energy over the entire domain (Figure 

6.1d). Table 6.4 provides the details of each method, and the differences between them 

reside in Equation (6.10) and Equation (6.14). In the global energy balance, Equation (6.10) 

calculates the energy added by the heater at x=0.1 m and Equation (6.14) calculates the 

energy removed at the end of the domain (x=0.45 m). In the local energy balance, energy 

entering and leaving the control volume encompassing the reaction front (x1 to x2) are due 

to forward convective heat transfer. 

 

 

 

 



155 

 

Table 6.4: Global and Local Energy Balance 

Energy Rate [J s-1] Eq. # Global Energy Balance  Local Energy Balance 

In 6.10 �̇�𝑖𝑛 = �̇�"𝑖𝑛𝐴𝑐𝑠|𝑥=0.1 �̇�𝑖𝑛 = (𝜌𝑔𝑢𝑔𝐴𝑐𝑠)𝐶𝑝𝑔(𝑇𝑔 − 𝑇0)|𝑥1
 

Oxidation  6.11 �̇�𝑜𝑥𝑖𝑑 = ∫ (−∆𝐻𝑐𝑅𝑐𝐴𝑐𝑠)𝑑𝑥

0.45

0.1

 �̇�𝑜𝑥𝑖𝑑 = ∫ (−∆𝐻𝑐𝑅𝑐𝐴𝑐𝑠)𝑑𝑥

𝑥2

𝑥1

 

Pyrolysis  6.12 �̇�𝑝𝑦𝑟 = ∫ (−∆𝐻𝑏𝑅𝑏𝐴𝑐𝑠)𝑑𝑥

0.45

0.1

 �̇�𝑝𝑦𝑟 = ∫ (−∆𝐻𝑏𝑅𝑏𝐴𝑐𝑠)𝑑𝑥

𝑥2

𝑥1

 

Radial Heat Loss  6.13 �̇�𝑙𝑜𝑠𝑠 = ∫ −𝑈(2𝜋𝑟)(𝑇𝑠 − 𝑇0)𝑑𝑥

0.45

0

 �̇�𝑙𝑜𝑠𝑠 = ∫ −𝑈(2𝜋𝑟)(𝑇𝑠 − 𝑇0)𝑑𝑥

𝑥2

𝑥1

 

Out 6.14 �̇�𝑜𝑢𝑡 = −(𝜌𝑔𝑢𝑔𝐴𝑐𝑠)𝐶𝑝𝑔(𝑇𝑔 − 𝑇0)|𝑥=0.45
 �̇�𝑜𝑢𝑡 = −(𝜌𝑔𝑢𝑔𝐴𝑐𝑠)𝐶𝑝𝑔(𝑇𝑔 − 𝑇0)|𝑥2

 

Net 6.15 �̇�𝑛𝑒𝑡 = �̇�𝑖𝑛 + �̇�𝑜𝑥𝑖𝑑 + �̇�𝑝𝑦𝑟 + �̇�𝑙𝑜𝑠𝑠 + �̇�𝑜𝑢𝑡 �̇�𝑛𝑒𝑡 = �̇�𝑖𝑛 + �̇�𝑜𝑥𝑖𝑑 + �̇�𝑝𝑦𝑟 + �̇�𝑙𝑜𝑠𝑠 + �̇�𝑜𝑢𝑡 

Energy [J] Eq. # Global Energy Balance Local Energy Balance 

Net 6.16 𝐸𝑛𝑒𝑡 = ∫(�̇�𝑛𝑒𝑡)𝑑𝑡

𝑡𝑓

0

 𝐸𝑛𝑒𝑡 = ∫(�̇�𝑛𝑒𝑡)𝑑𝑡

𝑡𝑓

0

 

 

6.3 Results 

6.3.1 Self-Sustaining Smouldering 

Figure 6.2 shows a typical example of a robust self-sustaining smouldering case (Run #3, 

base case, Table 6.1); the panels of the figure serve to illustrate how temperature, oxygen, 

reaction rate, mass loss, and components of the global energy balance relate to each other 

over time. The beginning of the simulation is characterized by the pre-heating period 

(DT<0, Figure 6.2a), during which only the heater is on (no air, no reactions). Energy is 

input to the system by conduction and radiation at a constant rate and is lost radially at an 

increasing rate, due to the increasing temperature gradient and increased heated length 

along which losses occur (Figure 6.2b). Since the input exceeds the losses, the net energy 

rate is positive (black line in Figure 6.2c), the net energy increases in the system (red line 
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in Figure 6.2c), and a thermal wave propagates along the reactor. Correspondingly, the 

temperature at x=0.12 m increases (Figure 6.2a).  

When the air flux is initiated (DT=0), the temperature at x=0.12 m rapidly increases (Figure 

6.2a) due to the onset of smouldering, releasing substantial energy (Figure 6.2b and Figure 

6.2c), and increased heat transfer from the preheated region. The heater is turned off when 

the first thermocouple peaks (Figure 6.2a). Numerically, it is not necessary to follow this 

heating protocol, nevertheless, this was conducted for consistency with experimental 

database. Peak temperatures are constant as the self-sustained front propagates along the 

column (Figure 6.2a). Note that, upon air flux initiation, a short transient peak in the 

oxidation energy production rate and net energy rate occurs due to boundary influences on 

a spatially-integrated model property. Throughout smouldering, pyrolysis consumes 

energy at a much smaller rate than oxidation produces it (Figure 6.2b). The oxidation and 

pyrolysis energy rates are constant as fuel is consumed at a constant rate by the steady 

velocity of the front; however, the rate of global energy losses continues to increase (Figure 

6.2b) as the heated length (and surface area to volume ratio) grows. Nevertheless, until the 

reaction reaches the end of the fuel bed (DT=1), the net rate of energy is always positive, 

leading to ever increasing net energy in the system (Figure 6.2c). A positive net energy rate 

is characteristic of a self-sustained smouldering scenario (Chapter 5). 

As the front approaches the end of the column, energy leaves the system via hot air 

convection and oxidation ceases (Figure 6.2b), causing the net energy rate to abruptly 

decrease to negative values. For DT>1, all fuel is eliminated (i.e., only clean, hot sand 

remains) and only radial and convective energy losses remain, causing a steady decrease 

in the net system energy as the column cools (Figure 6.2b and Figure 6.2c).  

Note that in the smouldering of solid porous fuels (e.g., polyurethane foams), fuel is 

typically not entirely consumed due to heat losses and/or oxygen-limited conditions. Thus, 

although the smouldering front is able to propagate through the whole domain, char 

oxidation reactions quench and unburnt material is left behind [48, 70]. The substantial 

heat retention and excess oxygen in organic liquid/inert porous media scenarios means that 

the trailing edge of the smouldering front is typically coincident with the consumption of 

essentially all of the fuel.  
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Run #3 resulted in average smouldering front velocity (vf) of 4.16 mm min-1 and constant 

peak temperature (Tp) of 679 ºC (Figure 6.2a and Figure 6.2d); matching the base case 

experiment (Chapters 4 and 5). A constant peak temperature shows that the smouldering 

front maintains its characteristics as the reaction propagates through the reactor. A more 

detailed evaluation of �̇�𝑖𝑛 and �̇�𝑜𝑢𝑡 (Figure 6.1c) will be provided later. Figure 6.2d 

describes predicted temperature profiles at three different times. Note that the region 

behind the smouldering front (i.e., clean sand region) becomes thicker with time, indicating 

that the rate of sand cooling (due to radial heat losses plus convective heat transfer) is 

slower than the velocity of the reaction. Figure 6.2e and Figure 6.2f provide details of the 

chemical reactions at DT=0.5 (front half-way through the column), which is representative 

of their conditions at all times. They reveal that pyrolysis converts all of the bitumen into 

char, which is entirely oxidized (Figure 6.2e). The entirety of both reactions (i.e., pyrolysis 

and oxidation) occurs in a 0.01 m narrow region situated at the peak temperature (Figure 

6.2d); this agrees with observations [71]. Since forward smouldering allows convective 

heat transfer ahead of the front, pyrolysis advances slightly ahead of oxidation, agreeing 

with [48, 52, 64]. Oxygen consumption, from 20.4% to 15.0% (Figure 6.2e), coincides with 

oxidation (Figure 6.2f) and occurs at the peak temperature (Figure 6.2d). Since fuel is 

entirely consumed and oxygen remains, the smouldering front is fuel-limited.   
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Figure 6.2: (a) Model-predicted sand/bitumen temperature (Ts) versus 

Dimensionless Time (DT) for Run #3 (Table 6.1). Colours describe thermocouple 

positions (x) from (a) 0.12 to 0.40 m with 0.07 m intervals. (b) Energy rate for each 

component (Table 6.4) versus DT: (black) heater, (red) oxidation, (blue) pyrolysis, 

(magenta) radial loss, and (green) convection out. (c) (Black) Net energy rate and 

(red) net energy versus DT. Dashed blue line shows the end of the column (DT=1). 

(d) Sand/bitumen temperature profile versus height of the column at different DTs. 

(e-f) (Black) Bitumen and (red) char (e) mass fractions and (f) reaction rates, (blue) 

(e) O2 mass fraction and (f) O2 consumption rate versus height of the column (x) for 

Run #3 (Table 6.1) at DT=0.5.  

 

 

6.3.2 Smouldering Extinction 

Several conditions can change a smouldering scenario from self-sustaining to extinction. 

Figure 6.3 shows an example of extinction due to low air flux (Run #1, Table 6.1). 

Compared to the base case (Figure 6.2a), it is observed that the temperature-time plot at 
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the first thermocouple is similar. However, after the heater is turned off, the peak 

temperatures rapidly decrease as the reactions extinguish. In such cases, fuel remains 

throughout the system wherever the reactions were not activated or were not sustained for 

sufficient time. 

Table 6.1 shows seven additional smouldering extinction cases: i) low fuel content (Run 

#5), ii) low oxygen concentration (Run #10), iii) high heat losses (Run #15), iv) low heat 

of combustion (Run #16), v) low heat transfer coefficient (Run #22), vi) low oxidation pre-

exponential factor (Run #23), and vii) high oxidation activation energy (Run #28). The 

specific values used in these simulations were obtained by additional sensitivity 

simulations (not shown) such that these values approximate the threshold required to 

achieve extinction in each case, relative to the base case. The temperuture-time curves for 

all of these cases looked similar to Figure 6.3. Independent of the method used to weaken 

the reaction, extinction is characterized by an unfavourable energy balance; this is 

discussed in detail below. 

 

 

Figure 6.3: Model-predicted sand/bitumen temperature versus Dimensionless Time 

at ug=0.014 m s-1 (Run #1, Table 6.1). Colours describe thermocouple positions (x) 

from 0.12 to 0.40 m with 0.07 m intervals. 
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6.3.3 Local vs Global Energy Balance 

Figure 6.4 compares the local and global energy balances for a typical self-sustained 

smouldering scenario (base case, Run #3, Table 6.1); it does so by presenting the net energy 

rate, and all of its individual components, at three times. Note that the oxidation energy 

rates are the same in both measures of energy balance, and the same is true for the pyrolysis 

energy rates; this matches expectations since the reactions are contained entirely within the 

front (Section 6.3.1). In the local energy balance, the rate that energy enters from 

convective air flux (In) is approximately equal to the rate at which it leaves (Out) plus the 

pyrolysis energy rate (Pyr) and the energy rate of losses (Loss) (Figure 6.4a). Note that 

losses in this case can be considered negligible. As a result, the net energy rate is comprised 

almost entirely by the oxidation energy generation rate. Moreover, the net energy rate 

within the front is relatively constant with time, leading to a steady-state reaction front 

(Figure 6.2a and Figure 6.2d), supporting the observations of Section 6.3.1 regarding a 

robust, self-sustaining reaction.   

In the global energy balance, there is no energy entering or leaving the system (Figure 

6.4b), since the heater is off and the end of the domain is still cold at the times analyzed 

(see related temperature profiles in Figure 6.2d). The first key difference with the local 

analysis is that here the energy losses are not negligible. The heat loss occurring along the 

length of heated porous media behind the front exceeds by 10 to 20 times the heat loss 

within the front (Figure 6.4a and Figure 6.4b). Thus, in the global energy analysis, the net 

energy rate is considerably less than the oxidation energy rate and therefore less than the 

same metric in the local analysis; this is a second key difference. Moreover, those losses 

grow with time (although at a decaying rate) as the length of the hot zone grows (Figure 

6.2d) due to slow cooling of the clean sand. Therefore, the global net energy rate 

necessarily decreases with time; a third key difference. The rate of this decrease, and the 

degree to which the net energy rate exceeds zero, will be further discussed below.  

However, for the moment, note that the net energy rate is substantially greater than zero 

for all times for both the local and global energy analysis, meaning that by both measures 

the smouldering scenario is self-sustaining.   
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Figure 6.4: (a) Local and (b) global energy balance for base case (Run #3, Table 6.1). 

Energy rate depicted at DT equal to 0.2, 0.5, and 0.6. 

 

Figure 6.5 describes the local and global energy balances for a typical smouldering 

extinction case (Run #1, Table 6.1). Here, pyrolysis and oxidation energy rates are much 

less than the self-sustaining case (note the difference in vertical axis limits between Figure 

6.4 and Figure 6.5). Moreover, they decrease with time, reflecting the weakening reaction 

front. In the local analysis, it can be observed that while energy In and energy Out balance 

each other, pyrolysis and heat losses bring the net energy rate at the front into negative 

values only at DT=0.6. For DT=0.2, the reaction is still vigorous, nevertheless (as seen 

from the global energy balance) its fate is already established. The global energy balance 

shows a negative net energy rate as early as DT=0.2. In both local and global analyzes, the 

losses are not negligible. While their magnitudes are similar to the self-sustaining case 

(Figure 6.4), since oxidation rates are much less, they form a larger fraction of the energy 

balance and affect the net energy rate.   

As in the self-sustaining case, the global energy loss rates are much higher than the local 

energy loss rates. However, as indicated above, there is a striking difference between the 

net energy rate, calculated by the local and global analyzes. The local energy balance 

becomes negative between DT = 0.5 and 0.6, whereas the global energy balance is negative 

as early as DT=0.2 and for all subsequent times (i.e., even when peak temperatures are still 

high). It has been proposed that smouldering extinction is predicted by a net energy rate 

less than zero (Chapter 5). Considering this criterion in this context, the local energy 
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analysis identifies when the reaction is indeed losing more energy than it gains; i.e., the 

moment of reaction extinction. However, the global energy balance predicts in advance the 

smouldering scenario that is not self-sustaining and will eventually extinguish. Indeed, 

extinction is guaranteed if no conditions change. Extinction may be averted by changing 

the scenario mid-run, such as increasing air flux, reducing heat losses, etc. In this way, it 

can be understood that both the local and the global analysis provide valuable, but different, 

perspectives on the system’s behaviour.  

 

Figure 6.5: (a) Local and (b) global energy balance for smouldering extinction by 

low air flux (Run #1, Table 6.1). Energy rate depicted at DT equal to 0.2, 0.5, and 

0.6. 

 

 

6.3.4 Sensitivity Analysis of Self-sustaining Smouldering Cases 

6.3.4.1 Air Flux (ug) 

Injected air flux is the easiest and most practical way to control smouldering behaviour. 

Figure 6.6a shows that both peak temperature (Tp) (from 616 to 707 ºC) and smouldering 

front velocity (vf) (from 2.12 to 5.42 mm min-1) increase when ug increased from 0.025 to 

0.083 m s-1. The vf (ug) relationship is linear (R2=0.999), qualitatively agreeing with [5, 7, 

9, 11, 12, 14, 16, 18, 21, 22, 25, 26]. Indeed, Figure 6.7 reveals that the influence of air 

flux on front velocity is one of the strongest parameter sensitivities found in this study. 

Note that ug=0.083 m s-1 represents the upper end of what is practical in applied 

smouldering scenarios.  
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Figure 6.8-Figure 6.10 detail how each parameter affects the smouldering system in space 

and time. Figure 6.8 reveals that increasing the air flux primarily increases the peak 

temperature (Figure 6.8a,b) due to an increase in the oxidation reaction rate (Figure 6.8e) 

– with the peak reaction rate being linearly correlated to the air flux (R2 = 0.994) – 

consequently increasing the net energy rate (Figure 6.10). Oxygen is not entirely depleted 

and its consumption decreases with an increase in the air flux (Figure 6.8c). Thus, the 

propagation of the smouldering front is limited by the fuel consumption, i.e., fuel-limited, 

since the fuel was entirely consumed, with remaining oxygen.  

Table 6.5 summarizes the global energy balance for each case, including all the energy 

components integrated from the initial time until the net energy rate becomes zero. Figure 

6.10 plots the global energy balance for each case at DT=0.5 (smouldering front half-way 

through the domain). The table and the figure underscore that increasing the air flux 

primarily affects the rate at which oxidation injects energy into the system, and this in turn 

dominates the global net rate of energy gain in the system (Figure 6.10a). The same figure 

illustrates that, while global heat losses do increase with an increase in peak temperature, 

this has a minor influence on the global energy balance. 

These results also reveal how each parameter affects the temperature profiles in time and 

space.  Figure 6.8a and Figure 6.8b show that as air flux decreases, the shape of the leading 

edge of the smouldering front (pyrolysis and oxidation) was relatively unchanged.  

However, the temperature profile along the heat transfer zone behind the front and the 

trailing (cooling) edge of the heated zone changed dramatically (Figure 6.8b); as air flux 

decreased, temperatures dropped quickly in the heat transfer zone but the cooling edge also 

became wider. This resulted from i) slower heat transfer from the solid to the gas (Chapter 

3), ii) less energy stored behind the front (Est/Eadd was 39% for lowest air flux versus 64% 

for highest), and iii) higher heat losses (Eloss/Eadd was 52% for lowest air flux versus 28% 

for highest). In all other respects, these cases are similar to the base case (thin reaction 

zone, complete oxidation of fuel, kinetically-limited regime, etc.) across the full range of 

practical air fluxes for applied smouldering. 

Extinction was found for ug≤0.014 m s-1, which agrees qualitatively with [12, 18, 19, 25]. 

The details of this case were discussed in Sections 6.3.2 and 6.3.3, where it was analyzed 
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as a typical example for all extinction cases. Figure 6.10 and Table 6.5 further support that 

extinction here corresponds to a negative energy balance resulting from global heat losses 

exceeding the energy from oxidation. 

6.3.4.2 Fuel Saturation (Sb) 

Fuel saturation (volume fuel per volume pore space), comparable to fuel concentration 

(mass fuel per mass bulk porous medium), is a key concern in natural and applied 

smouldering scenarios. Figure 6.6b shows Tp increased sharply (from 600 to 1265 ºC) as 

Sb increased from 10 to 50%, representing a linear relationship (R2=0.999) and agreeing 

qualitatively with [22, 27, 28]. This represents an even stronger sensitivity than observed 

for air flux and front velocity (Figure 6.7). Here, vf exhibited more complex sensitivity, 

increasing from 2.9 to 5.5 mm min-1 with increased Sb in the range 10%<Sb<20%, minimal 

sensitivity for 20%<Sb<40%, and decreasing with further fuel saturation increases (Figure 

6.6b).   

Increasing fuel saturation in the parameter space 7%<Sb<40% leads to dramatic increases 

in the oxidation reaction rates and rate of energy added to the system (Figure 6.10b). Figure 

6.8h indicates that an increased fraction of injected O2 is consumed (from 2% to 9%) when 

fuel saturation increased from 10 to 20%. When oxygen is in excess, increased fuel 

saturation increases the heat release rate (Figure 6.8j), resulting in increased front velocity. 

At fuel saturations between 20 and 40%, further increased reaction rates (Figure 6.10b) are 

balanced by the increased time required to consume all the fuel, leading to an 

approximately constant front velocity. Further Sb increases to 40% resulted in O2 being 

entirely consumed (figure not shown). At Sb of 50%, the reaction rate stopped increasing 

since no additional oxygen was available, resulting in a slight decrease in the net energy 

rate (Figure 6.10b) and a corresponding decrease in the front velocity (Figure 6.6b); this 

behaviour qualitatively agrees with experiments [9, 22, 27, 28]. At even higher fuel 

saturations, the propagation of the smouldering front is expected to change from a fuel-

limited to an oxygen-limited regime, characterized by total O2 consumption and potentially 

leading to un-oxidized fuel left behind.      
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Saturation has a strong effect on the distribution of energy and temperature in the system.  

The increase in saturation produces more char (from 29% at Sb=10% saturation to 38% at 

Sb=20%) during pyrolysis (Figure 6.8i) along with a 300% increase in the reaction rates at 

Sb=20% (Figure 6.8j). The increase in char production generates much more energy in a 

much more compressed space (the two reactions are less spread in space at high 

saturations). Thus, the increase in saturation generates more energy and increases the rate 

of energy generation, resulting in more energy stored behind the front. Moreover, heat 

losses become a lower fraction of the net system energy (from 46% down to 18%; Table 

6.5). Altogether, this creates a much thicker and higher temperature heat transfer zone in 

the clean sand behind the front (Figure 6.8g).     

Extinction was found for Sb≤7% (Run #5), qualitatively agreeing with [11, 13, 22, 28]. This 

threshold (specific to this scenario) results from oxidation energy decreasing to the point 

that it is insufficient to overcome heat losses (Figure 6.10b). Thus, extinction occurs right 

after the ignition source is eliminated.  

6.3.4.3 Oxygen Mass Fraction (YO2) 

It could be expected that O2 fraction of the injected air flux may be a potentially useful 

variable for modifying smouldering behaviour. However, Tp and vf exhibit negligible to 

minor sensitivity, respectively, to O2 in the range 10% to 30% (Figure 6.6c and Figure 6.7). 

It is observed that the same amount of oxygen, approximately 5%, is consumed in each 

case and that O2 remains in excess for these runs (Figure 6.8m). The oxidation rates do 

increase with O2 fraction, but the increases are modest relative to other parameters such as 

air flux and saturation (Figure 6.8o and Figure 6.10c). Overall, the influence on net energy 

rate is minor (Figure 6.10c). This is supported by the fact that the fraction of energy stored 

behind the front (54% to 64%) and fraction of energy lost (36% to 28%; Table 6.5, Runs # 

11 and 12) varied little.   

The only available literature considering O2 concentration involves solid fuels. It suggests 

that for polyurethane foam and peat, the fraction of fuel left behind decreases with 

increased O2 concentration with O2=30% required for total fuel consumption [14]. In 

contrast, in no self-sustaining simulation conducted in this work was any fuel left behind 



166 

 

and this agrees with all available experiments in organic liquid/inert porous media systems 

[7-9, 45]. In general, the low sensitivity of peak temperature and front velocity observed 

here was also observed for solid fuels [26]. These results agree qualitatively with [31], that 

larger char production and thicker smouldering fronts occur at low O2 concentrations 

(Figure 6.8n), which may explain the slightly higher peak temperatures. These findings 

explain the role of O2 in the fuel-limited regime and complement the conclusions presented 

in [14, 31] for an oxygen-limited regime.  

Extinction of the smouldering front due to small O2 concentration (i.e. oxygen-limited 

regime) is unlikely to happen in the practical configurations analyzed in this work. It was 

found that only a very small O2 concentration (≤1%, Run #10) can cause extinction (Figure 

6.6c and Figure 6.10c). This qualitatively agrees with smouldering of oil shale semi-coke 

in which extinction occurred at 3.5% O2 [30]. Overall, this suggets that smouldering is 

robust, since it can be self-sustaining even at low oxygen concentrations.   

6.3.4.4 Global Heat Loss (U) 

Figure 6.6d and Figure 6.7 describe a negligible sensitivity of Tp and vf with increasing U 

(9-17 W m-2 K). This is expected since the cases analyzed involve a robust reaction (far 

from extinction); thus, changes in the center-line temperature are expected to be less 

sensitive to radial heat loss changes. Figure 6.8r-t confirm that these changes in U had 

negligible effects on O2 consumption, char production, reaction rates, and front thickness; 

thus, the system remained within the fuel-limited regime. Nevertheless, Figure 6.8p-q 

indicates that an increase in U causes a change in the slope of the temperature curve in the 

heat transfer region behind the smouldering front [27]. Thus, as U increased, more energy 

is lost radially (Figure 6.10d) and less energy is stored in the system, with less energy 

available to heat the incoming cold air (Table 6.5) and less net energy produced (Figure 

6.10d).  

Run #15 shows an extinction case with U=60 W m-2 K-1; this may represent a column with 

no insulation. Extinction by high heat loss is well described in the literature [12, 13, 16-18, 

20, 27, 33, 39, 72]. The rate of energy lost appears to be less for U=60 W m-2 K-1 than U 

= 17 W m-2 K-1 (Figure 6.10d). However, this is because the heat loss is so severe that the 
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smouldering never properly ignites. Table 5 shows that only 11% of the energy added into 

the system is from oxidation, with the rest provided by the heater. Moreover, energy losses 

accounted for 70% of the total energy added. As in previous cases, oxidation diminished 

to the point that it could not overcome heat losses (Figure 6.10).  

6.3.4.5 Heat of Oxidation (ΔHc) 

Since pyrolysis has little influence in the global energy balance of robust self-sustaining 

cases (Chapter 5) (see also Table 6.5 and Figure 6.10, all cases), a sensitivity analysis to 

the heat of pyrolysis was not conducted. On the other hand, a sensitivity to the heat of 

oxidation (ΔHc) was conducted; this can represent, for example, different fuels.  

ΔHc varied from 30 to 45 MJ kg-1, increasing Tp and vf (Figure 6.6e) from 625 to 716 ºC 

and from 3.18 to 5.00 mm min-1, respectively. Tp and vf exhibit intermediate sensitivity to 

ΔHc relative to all of the variables examined, with front velocity being the more sensitive 

of the two (Figure 6.7). Unsurprisingly, the effect of ΔHc on the system is similar to that 

of fuel saturation, except the latter varies over wider range and thus has a relatively larger 

influence. Increasing ΔHc causes more energy to be released by oxidation, with a 

corresponding increase in the global net energy rate (Figure 6.10e). Similar to the 

behaviour observed for saturation, the excess of energy released by the high ΔHc is mostly 

stored behind the front but with some transferred ahead of the front, changing the 

distribution of temperature both ahead and behind the front (Figure 6.8u-v). Extinction was 

found for ΔHc≤18 MJ kg-1 (Run #16) due to a negative energy balance (Figure 6.10e). 

6.3.4.6 Nusselt Number (Nu) 

The influence of the gas properties (kg, Cpg, μg, and ρg) varying with temperature in the Nu 

correlation (Equation 6.8) was also analyzed. Gas properties were taken from Table 6.2 

according to three temperatures: 20 ºC (low), 230 ºC (medium), and 600 ºC (high) and Nu 

was calculated as 0.100, 0.018, and 0.003, respectively. Figure 6.6f shows that a decrease 

in Nu results in a decrease in Tp (677-588 ºC) and vf (4.01-1.56 mm min-1), with higher 

sensitivity to vf (Figure 6.7). This is expected since reduced Nu slows down the heat transfer 

between phases, decreasing the fraction of energy stored behind the front (from 58% to 

38%) and increasing the fraction of radial heat losses (from 34% to 55%) (Table 6.5); note 
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the slope changes in Figure 6.6f and Figure 6.9a-b. It is noted that Leach et al. [24] found 

extinction at high Nu for opposed smouldering in polyurethane foam. High Nu (105) was 

also tested here, but extinction was not observed. Instead, this high Nu resulted in extremely 

fast heat transfer, likely generating local thermal equilibrium conditions. No further change 

in the temperature curves was observed, as expected (figure not shown). O2 consumption 

and char production are insensitive to increased Nu (Figure 6.9c-d), whereas reaction rates 

decreased five times (Figure 6.9e), causing the net energy rate to decrease significantly 

(Figure 6.10f). Since fuel was entirely consumed and O2 partially depleted, the smouldering 

front propagation is within the fuel-limited regime. Extinction took place for Nu≤0.0016 

(Run #22) due to a negative energy balance (Figure 6.10f). 

6.3.4.7 Char Pre-Exponential Factor (Ac) and Activation Energy 
(Ec) 

Sensitivity to the kinetic parameters (Ac and Ec) of the Arrhenius equation for char 

oxidation were conducted. Figure 6.6g shows that Tp decreases (730-644 ºC) and vf 

increases (2.95-5.62 mm min-1) when Ac increases over the range 4-6 log (s-1). The results 

for Ec suggest opposite behaviour, with Tp increasing from 656 to 712 ºC and vf decreasing 

from 5.00 to 3.38 mm min-1 (Figure 6.6h) for Ec increasing over the range 80-100 kJ mol-

1. These results qualitatively agree with [12, 24, 36]. Figure 6.7 suggests that peak 

temperature is relatively insensitive to both parameters while front velocity is moderately 

and similarly sensitive to both, although in opposite directions.   

High Ac values (low Ec) create temperature curves more spread out along the domain 

(Figure 6.9f-g), as a result of more energy stored behind the front and less radial heat losses 

(Table 6.5). Moreover, it consumes more O2 (Figure 6.9h and Figure 6.9m), with less char 

production (Figure 6.9i and Figure 6.9n), and higher reaction rates (Figure 6.9j and Figure 

6.9o).  Both low Ac and high Ec result in thicker (but still very thin, i.e. < 1 cm) smouldering 

front due to more char production in a thicker region. All of these runs predicted a 

smouldering front propagation in the fuel-limited regime.  

Extinction was found for Ac ≤ 3 log (s-1) (Run #23) and Ec ≥120 kJ mol-1 (Run #28) 

qualitatively agreeing with [13, 14, 24, 50]. As in previous cases, under these two 

conditions, oxidation decreases to negligble rates and thus heat losses lead to a negative 
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net energy rate (Figure 6.10g and h). Table 6.5 shows that low Ac showed less fraction of 

energy generation by oxidation (16%) when compared to high Ec (30%), with relatively 

insensitive fraction of heat losses (from 30% to 34%).   

 

 

Figure 6.6: Numerical (■) peak temperature and (●) smouldering front velocity for 

the eight parameters analyzed in Table 6.1. The second point in each one of the 

graphs corresponds to the base case. Dashed vertical line shows extinction limits. 

 

 

Figure 6.7: Normalized peak temperature and front velocity slopes versus 

normalized independent variables. Error bars shows the range from the highest 

positive to the highest negative slope due to non-linear increase in Tp and vf.  
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Figure 6.8: Numerical sand/bitumen temperature versus (a, f, k, p, u) Dimensionless 

Time (DT) at x=0.26 m and (b, g, l, q, v) height of the column (x) at DT=0.5. (c, h, m, 

r, w) Oxygen mass fraction, (d, i, n, s, x) fuel mass fraction, and (e, j, o, t, y) 

reactions rates versus height of the column. Colours show the different conditions 

applied according to Table 6.1 for ug, Sb, O2, U, and ΔHc. Dashed lines in mass 

fractions and reaction rates describe char and solid lines indicates bitumen.  
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Figure 6.9: Numerical sand/bitumen temperature versus (a, f, k) Dimensionless 

Time (DT) at x=0.26 m and (b, g, l) height of the column (x) at DT=0.5. (c, h, m) 

Oxygen mass fraction, (d, i, n) fuel mass fraction, and (e, j, o) reactions rates versus 

height of the column. Colours show the different conditions applied according to 

Table 6.1 for Nu, Ec, and Ac. Dashed lines in mass fractions and reaction rates 

describe char and solid lines indicates bitumen. 
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Figure 6.10: Global energy balance for all the runs presented in Table 6.1. Energy 

rates were depicted at DT=0.5. Pink bar describes the extinction cases. 
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6.3.5 Extinction Criterion 

Figure 6.11 summarizes the global net energy rate calculated at DT=0.5 for all of the 

sensitivity runs for five out of the eight parameters analyzed in Section 6.3.4; the horizontal 

axis is a normalized value of the independent variable so that all cases can be compared. 

The figure underscores that all smouldering extinction cases exhibit a negative global net 

energy rate while self-sustaining cases exhibit positive values. For the latter, the magnitude 

of the global net energy rate reflects the robustness of the smouldering reaction (i.e., how 

far the scenario is from extinction in the parameter space and how rapidly energy is being 

generated and stored in the system). Moreover, the slope of each curve in Figure 6.11 

indicates the sensitivity of smouldering behaviour to that parameter.  

The figure underscores that a minimum fuel saturation is necessary, and that smouldering 

robustness increases strongly with further increases in fuel saturation. However, this 

plateaus at high fuel saturations and the results suggest a potential change from a positive 

to a negative slope (i.e., decreasing robustness with further increases in saturation). An 

increase in the air flux and heat of oxidation showed similar trends, both requiring 

minimum values for smouldering and both exhibiting an approximately linear increase in 

robustness of smouldering with increases in those variables. O2 concentration also must 

exceed a minimum value (quite small, as discussed above). However, beyond that and in 

the case where excess oxygen will therefore be present, enriching the air flux with a higher 

fraction of oxygen does not make the smouldering system more robust. Finally, an increase 

in the heat loss coefficient results in a negative slope, decreasing the global net energy rate 

until the extinction point.  
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Figure 6.11: Global net energy rate at DT=0.5 versus normalized independent 

variable: (open symbols) self-sustaining, (closed symbols) non-self-sustaining: (●) 

ug/ugmax, (■) Sb/Sbmax, (▲) O2/O2max, (►) U/Umax, and (♦) ΔHc/ΔHcmax. Dashed gray 

line shows transition to extinction. 

 

Although the global energy balance can predict extinction conditions earlier than the local 

energy balance, it cannot establish the end of the reaction nor the total mass of contaminant 

remediated for some cases. The first green column in Table 6.5 shows the actual energy 

released by oxidation divided by the total energy available in the system that could be 

released by oxidation (Eoxid/Eav,o), calculated by integrated these energy components in 

time from turning the air on until the net energy rate is zero.  

In self-sustained cases, values of 100% (Runs #2-4, 6- 9, 11-14, 17-21, and 24-27) indicate 

that all the fuel was converted into energy. In extinction cases, values for Runs #1, 5, 10, 

15,16, 22, 23, and 28 range from 2 to 18%, revealing that the reaction started failing before 

all the fuel was consumed. At this stage, the net energy rate is negative, and the global 

energy balance predicts that the reaction will die. For comparison purposes, the second 

green column (Eoxid/Eav,o(DTf)) in Table 6.5 integrated the energy components until the final 

time (column is cold). Values of Eoxid/Eav,o(DTf) for extinction cases range from 4 to 48%, 

revealing that some additional fuel was consumed although the reaction was destined for 

extinction according to the global energy balance. This agrees with the local energy 

balance, which indicates that oxidation is still taking place locally even after the global net 
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energy rate shows negative values, i.e. extinction is unavoidable (if scenario conditions 

remain the same) but has not happened yet.   

Runs #6, 17, 21, 24, and 27 are intermediate cases, categorized as self-sustained 

smouldering but achieving a negative (global) net energy rate before the front reaches the 

end of the column (Eoxid/Eav,o=71-94%). However, in each case the front is able to continue 

long enough (i.e., exhibiting a positive local net energy rate while the global rate is 

negative) that all of the fuel is oxidized (Eoxid/Eav,o(DTf)=100%) before the reaction dies. This 

emphasizes that energy stored in the treated sand will continue to affect the energy balance, 

sustaining smouldering propagation for a finite period even if the global net energy rate is 

negative.  
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Table 6.5: Global Energy Analysis 

Run #    

[-] 

SS  

[-] 

Eadd  

[MJ] 

Ein/Eadd 

[%] 

Eoxid/Eadd 

[%] 

Est/Eadd 

[%] 

Epyr/Eadd 

[%] 

Eloss/Eadd 

[%] 

Eout/Eadd 

[%] 

Eoxid/Eav,o
a 

[%] 

Eoxid/Eav,o(DTf)     

[%] 

1 No 4.04 63 37 63 3 34 0 17 38 

2 Yes 11.44 24 76 39 6 52 3 100 100 

3 Yes 11.07 23 77 58 6 33 3 100 100 

4 Yes 11.26 24 76 64 6 28 2 100 100 

5 No 3.21 78 22 64 2 34 0 18 48 

6 Yes 7.80 39 61 47 5 46 2 83 100 

7 Yes 13.90 18 82 67 6 25 2 100 100 

8 Yes 25.26 10 90 75 7 18 0 100 100 

9 Yes 30.80 8 92 73 7 19 1 100 100 

10 No 2.66 94 6 68 2 30 0 2 22 

11 Yes 11.12 22 78 54 6 36 4 100 100 

12 Yes 11.09 22 78 64 6 28 2 100 100 

13 Yes 11.00 23 77 67 6 25 2 100 100 

14 Yes 11.21 22 78 51 6 41 2 100 100 

15 No 2.77 89 11 29 1 70 0 4 4 

16 No 2.98 84 16 67 3 30 0 12 38 

17 Yes 8.52 29 71 50 7 41 2 91 100 

18 Yes 12.46 20 80 64 5 29 2 100 100 

19 Yes 10.98 23 77 58 6 34 2 100 100 

20 Yes 11.07 23 77 47 6 44 3 100 100 

21 Yes 8.61 29 71 38 5 55 2 71 100 

22 No 4.10 62 38 62 3 35 0 18 44 

23 No 2.98 84 16 67 3 30 0 6 9 

24 Yes 10.28 24 76 52 6 40 2 91 100 

25 Yes 11.40 22 78 65 6 27 2 100 100 

26 Yes 11.06 23 77 62 6 30 2 100 100 

27 Yes 10.56 24 76 54 6 38 2 94 100 

28 No 3.57 70 30 63 3 34 0 13 16 

     a Eav,o=ΔHcmavvc=-8.570 MJ 
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6.4 Conclusions 

The boundary between self-sustained smouldering and extinction continues to be important 

to understand and control smouldering. The need to use engineering approaches to 

extinguish hazardous smouldering scenarios remains and the use of applied engineering 

technologies is growing.  While it is known that self-sustained smouldering requires a 

positive energy balance, the focus of previous work has been restricted to considering 

energy flow through only the thin reaction front.  Such a reference frame neglects the role 

of energy stored and lost outside the front. Moreover, it neglects the fact that the 

smouldering system is dynamic, with the energy distribution evolving in space and time. 

This work takes a novel approach in comparing the information provided by a local energy 

balance to that of a global (system) energy balance. This was accomplished by employing 

a one-dimensional model that employs heat transfer mechanisms and chemical reactions 

such that it accurately simulate the smouldering of bitumen embedded in sand in both space 

and time. Simulations were completed across a wide range of smouldering scenarios, 

finding common patterns associated with robust self-sustained smouldering, propagating 

but slowly diminishing reactions, as well as extinguishing scenarios.   

For all self-sustaining cases, the local energy balance revealed that the net energy rate is 

relatively constant with time, dominated by the rate at which oxidation generated energy 

while energy losses were negligible. However, the global energy balance for these cases 

revealed that energy losses in the system are not negligible; in fact, they are 10 to 20 times 

higher than in the local energy balance. Moreover, these losses increased with time as the 

length of the heated (stored energy) zone behind the front grows due to slow cooling of the 

clean sand, causing a decrease in the global net energy rate with time. While the net energy 

rate remains substantially greater than zero, the smouldering is robust, and the degree of 

robustness diminishes as the rate declines towards zero despite remaining self-sustaining. 

Robustness of smouldering is herein identified as described by the amount that the net 

global energy balance exceeds zero.   

When the global net energy rate falls below zero, always because the energy generated by 

char oxidation fell below the energy lost radially throughout the domain, the system could 

not avoid eventual extinction.  In such cases, the local energy balance may remain positive 
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for some time but was declining as the oxidation energy generation rate rapidly decreased.  

Eventually the local energy balance would also become negative if the domain was long 

enough.  Therefore, both the local and the global analysis provide valuable, but different, 

perspectives on the system’s behaviour. The local energy analysis identified the moment 

of reaction extinction, whereas the global energy balance predicted extinction of a 

smouldering scenario in advance, even when oxidation was still active and temperatures 

were high.   

A sensitivity analysis of the key parameters governing self-sustaining smouldering versus 

smouldering extinction was conducted. It revealed that robust self-sustained smouldering 

can be achieved either by increasing the air flux or fuel saturation (concentration). 

Moreover, more energetic fuels (high heat of oxidation) favour more robust smouldering. 

Fuel saturation exhibited the strongest control on smouldering robustness, with peak 

temperature increasing with increased fuel saturation due to increased oxidation rates and 

the corresponding rate energy was added. Beyond fuel saturations of 50%, oxygen was 

fully consumed and a transition from fuel-limited to oxygen-limited regimes is expected. 

Peak temperature had negligible sensitivity to oxygen concentration since fuel was totally 

consumed at 10% O2, resulting in excess oxygen for most cases of interest. However, 30% 

O2 resulted in a slight increase in the front velocity due to faster oxidation reaction rate.  

Eight different smouldering extinction conditions were identified, with five of practical 

application: i) low air flux, ii) low saturation, iii) low oxygen concentration, iv) low heat 

of oxidation, and v) high heat losses. All of the extinction cases presented a decrease (either 

slow or abrupt) in the peak temperature with time due to an unfavourable global energy 

balance, i.e., insufficient energy production from oxidation and dominance of heat losses 

as soon as the ignition source was eliminated.   

Overall, this work brings new insights on the practical aspects of self-sustaining 

smouldering and smouldering extinction applied to organic liquid and solid fuels embedded 

in inert porous media. Moreover, the contributions of the local and global energy balances 

are novel and expected to be relevant and useful tools for furthering our fundamental 

understanding of smouldering combustion. 
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Chapter 7  

7 Conclusions 

7.1 Summary 

The goal of this work was to improve our fundamental understanding of smouldering 

combustion of organic liquid fuels in sand. This included the sensitivity of smouldering 

behavior to key parameters and the cause-effect behind those behavior shifts as well as the 

reasons that some cases are self-sustaining while others lead to smouldering extinction. 

The methodology to achieve this goal revolved around developing a numerical model able 

to simulate the smouldering process for bitumen in sand with the minimum necessary 

complexity with respect to the interplay between heat and mass transfer mechanisms and 

chemical reactions. 

Heat transfer between flowing air and a fixed sand bed at low Reynold’s number (i.e., Re 

< 30) was first studied, since it is a central topic to numerous natural and applied processes, 

including smouldering combustion. The most widely used correlation for the heat transfer 

coefficient (hsg), Nu=2+1.1(Re0.6Pr1/3), predicted Nusselt numbers so high, it effectively 

presumed local thermal equilibrium for these systems; an assumption that had never been 

tested. The demonstration that this widely used correlation for local thermal non-

equilibrium actually predicted local thermal equilibrium conditions was a novel 

contribution. This work combined twelve column heat transfer experiments with numerical 

modelling and quantified hsg across a range of relevant sand grain sizes (0.125<dp<2.000 

mm) and air flow rates (0.5<Re<31). All of the sand properties were determined 

independently, with only hsg determined via inverse modelling. Sand properties varying 

with temperature and the use of inverse modelling to estimate hsg is novel and represented 

an important step towards the development of the numerical model. A new empirical 

correlation for hsg was obtained, Nu=0.001(Re1.97 Pr1/3), which was then validated against 

two additional heat transfer experiments. This represents the first time that a heat transfer 

correlation has been validated for air flux in fixed beds relevant to smouldering conditions. 

A newly developed criterion for assuming local thermal equilibrium was shown to be 

violated in all of these convection-dominated experiments and the extent of non-



186 

 

equilibrium between sand and air was quantified. The centerline temperatures were 

demonstrated to be sensitive not only to hsg but also to a global heat loss coefficient 

quantified from the experiments in a novel manner.  

Then, a one-dimensional numerical model was developed in order to better understand 

smouldering combustion and accurately predict forced, upwards, self-sustained 

smouldering for the purposes of treating hydrocarbon-contaminated soil. The role of local 

thermal non-equilibrium was explored via the previously obtained heat transfer correlation, 

Nu=0.001(Re1.97Pr1/3). The model was calibrated to a smouldering experiment and then 

confidence in the model was gained by independent simulations of additional experiments. 

This represents one of the first times that a smouldering model was validated against 

experiments so comprehensively. The smouldering chemistry was represented by a two-

step kinetic mechanism (one pyrolysis and one oxidation reaction), with the results 

indicating that this simple framework was sufficient to reproduce the main features of self-

sustained smouldering. This also represents an important contribution since much focus in 

the literature is on highly complex kinetic schemes that are difficult to characterize and 

expensive to implement. Local thermal non-equilibrium was demonstrated, for the first 

time, to be significant in smouldering, with an average normalized temperature difference 

of 36% between the air and the sand/fuel. Moreover, incorporating the new thermal non-

equilibrium correlation provided accurate predictions, particularly in the heat transfer-

dominated regions preceding the trailing of the front. Results further demonstrated that the 

most widely used correlation in the literature, Nu=2+1.1(Re0.6Pr1/3), effectively ensured 

local thermal equilibrium and such models could not adequately reproduce the smouldering 

experiments. 

Self-sustained smouldering combustion is governed by a positive energy balance between 

the energy added into and removed from the system. In intentional smouldering 

applications (e.g., hydrocarbon-contaminated soil remediation), extinction is undesired and 

occurs when energy generation cannot compensate for heat losses. Thus, the previously 

validated one-dimensional numerical model was employed to explore how the energy 

balance controls the self-sustainability of a forward smouldering reaction. A global energy 

balance was developed, for the first time, and accounted for the energy provided by the 
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heater, absorbed by pyrolysis, released by oxidation, stored in the sand, exchanged among 

phases, and lost to the surroundings. The global energy balance revealed that under self-

sustaining conditions char oxidation provided the major energy source to sustain 

smouldering, with negligible contribution from pyrolysis; this contrasts with a substantial 

portion of the literature which focuses on the importance of pyrolysis. Moreover, heat 

losses were significant but could be compensated by heat transfer from the hot sand 

towards the reaction. Self-sustaining conditions included, for the first time, indefinite 

propagation at steady-state and also continuously accumulating energy in the system. 

Smouldering extinction conditions were characterized by a negative rate of net energy 

caused by more energy lost than released by oxidation. Nevertheless, even in such cases, 

heat transfer from the hot sand towards the reaction delayed extinction with important 

implications for the extent of remediation (i.e., fuel consumption). Most work in the 

literature focused on a local energy balance around the smouldering front. The developed 

global energy balance is entirely novel and represents a new way of understanding 

smouldering systems. It revealed, for the first time, how to account for internal energy 

recycling and system heat losses, which are critical to predicting the boundary between 

self-sustainability and extinction. 

Finally, the one-dimensional numerical model was employed to explore the interplay 

between heat transfer and chemical reactions in space and time for the first time in 

smouldering. A local energy balance was developed and compared with the previously 

developed global energy balance. Both energy balances were compared to develop an 

improved understanding of self-sustaining smouldering and smouldering extinction. In 

self-sustaining smouldering, the local net energy rate was generally constant with time and 

dominated by the oxidation energy rate, with negligible losses due to the reaction thinness. 

However, the global energy balance revealed an increase in heat losses with time in the 

system that resulted in a decreased net energy rate with time. Both net energy rates 

remained positive until the end of smouldering. Under extinction conditions, the local 

energy balance resulted in a negative net energy rate only at late time due to pyrolysis and 

oxidation energy rates decreasing until negligible. In the global energy balance, both the 

oxidation energy rate and the energy losses rate decreased with time. However, the 

oxidation energy rate decreased faster, resulting in a negative net energy rate at early time. 
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Thus, the local energy balance identified the moment of reaction extinction, whereas the 

global energy balance predicted smouldering extinction in advance, i.e., at earlier time, 

even at high temperatures when oxidation was still active. This is a key contribution of this 

work, leading to several practical applications.  

Moreover, a sensitivity analysis of smouldering to eight key parameters was conducted. 

The analysis included examination of which conditions lead to self-sustaining smouldering 

versus smouldering extinction and why that threshold exists. In addition, detailed analysis 

of all simulations allowed for an explanation of the controlling mechanisms in each set of 

runs and thus why some parameters are more sensitive than others. The sensitivity analysis 

revealed novel insights into smouldering robustness by increasing either the air flux or fuel 

saturation, which led to higher front velocity and peak temperature as a result of more mass 

flux of oxygen or more available fuel to react, respectively. However, at high saturations, 

front velocity decreases due to total consumption of oxygen, likely changing from fuel-

limited to oxygen-limited conditions. Moreover, peak temperature was insensitive to an 

increase in the oxygen concentration due to complete fuel consumption even at low oxygen 

concentrations. Altogether, this work presents several new methods for looking at 

smouldering as well as new insights into liquid fuel smouldering that also benefits the field 

of solid fuel smouldering.  

7.2 Implications 

The results presented in this thesis have substantial implications for improving the 

fundamental understanding of smouldering combustion of organic liquid hydrocarbons. 

Since smouldering has been recently applied as an intentional technology, understanding 

the interplay between chemical reactions and heat transfer mechanisms is essential for 

predicting and optimizing the process.  

Current smouldering models fail in recognize heat transfer between phases. This work 

developed a new empirical correlation for simulating heat transfer between flowing air and 

a fixed sand bed. It is expected that this correlation will be useful for understanding local 

thermal non-equilibrium in a variety of processes characterized by low Reynolds’ numbers, 

including smouldering combustion.  
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Moreover, this work confirmed that a two-step kinetic mechanism coupled with the new 

heat transfer correlation was sufficient to simulate the smouldering chemistry. Therefore, 

complex kinetic mechanisms were not necessary here, implying the ability to employ 

relatively simple numerical efforts.  

The global energy balance developed here was found to be a robust and valuable tool to 

explain the conditions under which smouldering transitions from self-sustaining towards 

extinction and to predict the extent of contaminant destruction, i.e., an important practical 

parameter for waste and contaminant destruction. Moreover, the global energy balance can 

become an important tool designing and optimizing large scale smouldering applications. 

The model was also able to identify important practical smouldering scenarios, involving 

changes in the air flux (to control the propagation of the smouldering front) and fuel 

saturation (when fuel is intentionally mixed with sand). It was confirmed that an increase 

in the air flux and saturation creates more robust self-sustaining smouldering fronts as a 

result of either an increase in the mass flux of oxygen or increase in the amount of fuel 

available to burn. However, at high fuel saturations, limitations occur due to complete 

oxygen consumption, needing an increase in the air flux (or oxygen concentration) to avoid 

unburnt fuel left behind. This is an important implication for waste and contaminant 

destruction. 

As with all research, some limitations and assumptions exist that should be acknowledged: 

• One-dimensional model; 

• Bitumen as the fuel; 

• Sand as the inert porous matrix; 

• Bitumen and sand assumed to have the effective properties of a single solid phase; 

• Water and volatiles evaporation were not included; 

• Constant intrinsic permeability, i.e., relative permeability was not included; 

• Constant sand particle diameter; 

• Constant porosity; 

• Constant bitumen thermal properties; 

• Radial heat losses assumed by a global heat loss coefficient; 
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• Sand particles considered as perfect spheres; 

• Limited oxygen mass transfer, i.e., only in the bulk phase; 

• Liquid mobility not included; 

Each of these assumptions and limitations represents avenues for future research and the 

absence of these is not expected to invalidate any of the conclusions presented, as many 

of these are thought to be secondary effects. However, the conclusions presented only 

rigorously apply to relevant scenarios within the bounds of these assumptions. 

7.3 Recommendations for Future Work 

Although this study has shown promising results for fundamental understanding of self-

sustaining smouldering and smouldering extinction, several recommendations for further 

research can be proposed: 

• Apply the heat transfer correlation developed in Chapter 3 to different porous 

media. Since the correlation was developed for air flowing through hot sand at low 

Reynolds number and validated against smouldering of organic liquid fuels 

embedded in an inert matrix, it is suggested that the robustness of the new 

correlation should be tested against available literature on smouldering of porous 

organic solids (e.g., polyurethane foam).    

• To explore true ignition and/or extinction limits, instead of the conditions that lead 

to it, considering whether more detailed chemistry (addition of more reactions) may 

provide any benefit. For this purpose, it is suggested to couple thermogravimetry 

with genetic algorithms to estimate the kinetic parameters for the set of chemical 

reactions. 

• Oxygen mass transfer is one of the model limitations. Thus, it is recommended to 

introduce oxygen diffusion to the fuel surface along with bulk oxygen diffusion. 

This requires a careful analysis of the mass transfer coefficient, possibly needing a 

new correlation that correctly simulates mass transfer from the bulk oxygen to the 

fuel surface.  
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• Chapters 5 and 6 described the role of the porous medium in storing part of the 

energy released during smouldering. Thus, the numerical model along with the 

local and global energy balance can be used to propose new strategies for energy 

recovery.     

• Implementation of liquid mobility into the numerical model. The decrease in 

viscosity caused by high smouldering temperatures typically causes movement 

upward or downward of liquids in the porous medium, decreasing or increasing fuel 

concentration at specific locations.  

• Use of the numerical model to simulate smouldering of fuels that contain high 

moisture content. This will require the implementation of water evaporation as 

phase-change mechanisms. Thus, the role of the evaporation front in space and time 

can be explored in detail. Moreover, fuel volatilization and condensation also need 

to be explored in details. 

• A detailed study of heat losses as a function of scale would be valuable. Large scale 

experiments and numerical simulations can provide insight. To conduct a detailed 

analysis on heat losses, the one-dimensional (1D) model should be extended into 

two dimensions (2D) as a next step.  
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Appendices 

Appendix A: Supplementary Material for “Determination of the interfacial heat 

transfer coefficient between forced air and sand at Reynold’s numbers relevant to 

smouldering combustion” 

A.1. Sand Properties  

The porosity (ϕ) of the medium was measured according to Equation (A.1). The mass of 

sand (ms) packed inside the experimental cell ( ) was divided by the particle density of 

quartz (ρs=2650 kg m-3) to the total volume (VT) of the cell. The bulk density (ρbk) of sand, 

Equation (A.2), was measured dividing the mass of sand over the total volume.  

𝜙 = 1 − (
𝑚𝑠
𝜌𝑠
) (
1

𝑉𝑇
) (A.1) 

𝜌𝑏𝑘 =
𝑚𝑠
𝜌𝑠

 (A.2) 

The intrinsic permeability (kp) was determined based on ASTM D6539-00 [1]. The 

experiments were conducted in a stainless-steel column (5 cm inner diameter, 10 cm 

height) represented in  , packed with three sand particle diameters (Table 3.3, Chapter 3).  

The flow rate of air was regulated by a mass flow controller (FMA5400/5500 Series, 0-

1000 mL min-1, Omega Ltd) connected to a laboratory compressed air supply. The pressure 

transducers (Pressure Gage/FPG, 2 psi, Honeywell) were calibrated with water and 

connected to a computer through a data logger (Multifunction Switch/Measure Unit 

34980A, Agilent Technologies) to measure the difference in pressure between inlet and 

outlet conditions. The Darcy air flux varied from 0.0017 to 0.0085 m s-1 (0.2 to 1.0 L min-

1) and the pressure drop (ΔP) for each medium was recorded. 
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Figure A.1: Schematic of the permeameter. 

The permeability of air was then determined by using Darcy’s law [1]: 

𝑘𝑝 =
𝑄𝑔

Δ𝑃
(
𝐿

𝐴
) 𝜇𝑔 (A.3) 

where μg is the kinematic viscosity of air at ambient conditions, i.e., μg=1.846x10-5 Pa s. 

The specific heat capacity (Cps) of sand was measured based on ASTM-E1269 [2] by the 

use of Differential Scanning Calorimetry (DSC Q2000, TA Instruments) data. The sample 

heat flow (mW) was compared with the heat flow of a standard sapphire crystal of known 

specific heat capacity, Figure A.2. Both measurements were corrected by a baseline 

whereby the heat flow of an empty aluminum crucible was measured under the same 

experimental conditions. The mass of the standard sapphire crystal was 28.1 mg, and the 

mass of sand varied from 16.5 to 21.0 mg (only medium and coarse sand was considered). 

The DSC heating program used was: i) isothermal at 5 °C for 4 min; ii) ramp at 20 °C min-

1 to 500 °C; and iii) isothermal at 500 °C for 4 min. Thus, the specific heat capacity of sand 

was determined by [2]: 
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𝐶𝑝𝑠 = 𝐶𝑝(𝑠𝑡)
𝐷𝑠𝑚𝑠𝑡
𝐷𝑠𝑡𝑚𝑠

 (A.4) 

where Cps is the sand specific heat capacity, Cp(st) is the standard sapphire crystal specific 

heat capacity, Ds is the difference in the vertical displacement of heat flow measurements 

between the sand and the empty crucible, Dst is the difference in the vertical displacement 

of heat flow measurements between the sapphire standard and the empty crucible, ms is the 

mass of sand, and mst is the mass of sapphire standard.  

 

 

Figure A.2: DSC curves for the empty crucible baseline (dashed line), sapphire 

standard (gray solid line), and sand for two particle diameters (black solid line: 

1.180 < dp < 2.000 mm and red solid line: 0.425 < dp < 0.600 mm). 

 

The thermal conductivity of sand was measured by the Transient Plane Source (TPS) 

method, also known as Hot Disk Thermal Constants Analyser [3]. The TPS method can be 

used to characterize solid, powder, and liquid samples. The Hot Disk sensor is usually 

sandwiched between two solid samples or immersed in a powder or liquid medium. For 

porous media, the thermal conductivity is a measurement, to some extent, of the bulk 

thermal conductivity of the solid matrix (e.g., sand) combined with the thermal 

conductivity of the fluid phase (e.g., air). Note that as the sand was well packed to ensure 



195 

 

good contact surface between sand grains and sensor, it is expected that the Hot Disk sensor 

favours the measurement of the solid (quartz) rather than the air thermal conductivity.  

The sensor has a double spiral shape, fabricated of 20 μm thick nickel foil covered on both 

sides with 100 μm thick Mica insulation, measuring thermal properties up to 1000 ºC. It 

acts as a heat source (current supplier) and a temperature (resistance) monitor, increasing 

the temperature up to few degrees (2-5 K), and recording the temperature increase as a 

function of time [3, 4]. The measurement time must be chosen short enough so that the 

assumption of infinite sample is fulfilled, i.e., the temperature increase must not be 

influenced by the sample outer boundaries (sample holder in the case of powder or liquid 

samples). It is recommended that the time between repeated experiments (relaxation time) 

must be equal to 36 times the measurement time to avoid effects from previous tests [3, 4]. 

The experimental parameters can be found in Table A.1. The tests were carried out in a 

stainless-steel sample holder (72 x 72 x 40 mm) without applying pressure on the sample. 

The sample holder was filled with sand up to 20 mm height, and the Mica sensor was 

positioned at the center of the sample holder and on the top of the sand layer, Figure A.3. 

The sensor (14.61 mm radius) was covered with another 20 mm layer of sand and a 

thermocouple was inserted to measure the sample temperature. The sensor was connected 

to TPS 1500 with an output power of 150 mW and measurement time of 320 s, and then 

connected to a computer. The box was placed in a temperature controlled furnace with 

maximum temperature of 1000 ºC. The furnace was filled with nitrogen to minimize 

oxidation and thermal degradation of the sensor. The temperature inside the furnace 

increased until reaches the temperature for the first measurement and kept constant 

(stabilization period) during the measurement time. Then, power was provided to the 

sensor, which increased the sample temperature up to 2-5 K. This increase in temperature 

is high enough to avoid experimental noises but low enough to neglect changes in thermal 

properties as a result of a temperature increase [5]. Once the measurement is completed, 

the furnace temperature ramps to the temperature of the next measurement. The maximum 

experimental temperature was kept below 300 ºC due to nickel curie transition (300-400 

ºC) and sensor degradation (above 500 ºC). 
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Figure A.3: Schematic of the TPS apparatus, containing TPS 1500, stainless-steel 

box (sample holder) filled with sieved sand, Hot Disk sensor (Mica), thermocouple, 

and computer. 
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Table A.1: TPS experimental parameters for each sand particle diameter. 

dp                        

[mm] 

Measurement 

Time            

[s] 

Relaxation 

time         

[s] 

Power 

[mW] 

Sample 

Depth 

[mm] 

Sensor 

Type  

[-] 

Sensor 

Radius 

[mm] 

T        

[°C] 

0.125<dp<0.250 320 11520 150 20 Mica 14.61 

19 

86 

175 

269 

0.425<dp<0.600 320 11520 150 20 Mica 14.61 

22 

85 

172 

264 

1.180<dp<2.000 320 11520 150 20 Mica 14.61 

22 

85 

173 

267 

 

A.2. LTE Criterion Development 

Kaviany [6] and Oliveira and Kaviany [7] present a framework for developing case-

specific LTE criteria.  They indicate that LTE can be assumed when the characteristic time 

associated with heat transfer at the scale of a representative elementary volume (REV) is 

much greater than that at the scale of a single particle: 

𝜏𝑅𝐸𝑉 ≫ 𝜏𝑝 (A.5) 

To evaluate τp in this case, it is necessary to consider the energy in a sand particle at 

equilibrium with the air flowing past it: 
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𝑚𝑠𝐶𝑝𝑠
𝜕𝑇𝑠
𝜕𝑡
= 𝐴𝑠,𝑠𝑝ℎ𝑠𝑔(𝑇∞ − 𝑇𝑠) (A.6) 

Equation (A.6) is valid if the Biot (Bi=hsgdp/ks) number is much less than one [8]. Using 

ms=ρsVsp , ∂Ts is approximated by (T∞-Ts), and ∂t is the particle-scale characteristic time 

(τp) gives: 

𝜏𝑝 =
𝜌𝑠𝐶𝑝𝑠
ℎ𝑠𝑔

(
𝑉𝑠𝑝

𝐴𝑠,𝑠𝑝
) (A.7) 

To evaluate Equation (A.5), dp is taken as the REV characteristic length scale and ug as the 

Darcy air velocity. Thus, the REV characteristic time (τREV) for the sand particles to 

equilibrate with the gas is: 

𝜏𝑅𝐸𝑉 =
𝑑𝑝

𝑢𝑔
 (A.8) 

Assuming the particle to be spherical such that (As,sp/Vsp)=6/dp, Equation (A.5) can now be 

rewritten for our specific case: 

6ℎ𝑠𝑔

𝑢𝑔𝜌𝑠𝐶𝑝𝑠
≫ 1 (A.9) 

Equation (A.9) can be evaluated by (i) Cps provided by the measurement (see Section 3.2.3, 

Chapter 3) taken at the average temperature (Equation (3.20), Chapter 3), and (ii) hsg 

provided by the optimized value from the inverse modelling results.  

A.3. Dominant Heat Transfer Processes 

Conduction versus convection dominance was analyzed through a time scale analysis. An 

energy balance was considered based on purely conductive and purely convective 

processes, respectively: 

𝜌𝑠𝐶𝑝𝑠
𝜕𝑇

𝜕𝑡
= 𝑘𝑠

𝜕2𝑇

𝜕𝑥2
 (A.10) 
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𝜌𝑠𝐶𝑝𝑠
𝜕𝑇

𝜕𝑡
= 𝜌𝑔𝐶𝑝𝑔𝑢𝑔

𝜕𝑇

𝜕𝑥
 (A.11) 

Assuming ∂T=(T-T0), ∂t=τcond, and ∂x=δw and rearranging the terms, Equation (A.10) 

becomes: 

𝜏𝑐𝑜𝑛𝑑 =
𝛿𝑤
2

𝛼𝑠
 (A.12) 

where δw is the thickness of the heat wave, τcond is the characteristic time associated with 

conduction, and αs=ks/ρsCps. Following the same procedure for Equation (A.11) and 

adopting a characteristic time associated with convective processes ∂t=τconv: 

𝜏𝑐𝑜𝑛𝑣 =
𝜌𝑠𝐶𝑝𝑠𝛿𝑤

𝜌𝑔𝐶𝑝𝑔𝑢𝑔
 (A.13) 

Thus, conduction and convection dominance can be analyzed by the ratio:  

𝜏𝑐𝑜𝑛𝑑
𝜏𝑐𝑜𝑛𝑣

=
𝜌𝑔𝐶𝑝𝑔𝑢𝑔𝛿𝑤

𝑘𝑠
 (A.14) 

If τcond/τconv << 1, conduction is the dominant heat transfer mechanism, if τcond/τconv >> 1 

otherwise convection dominates, and if τcond/ τconv ≈1 then the two processes are equally 

important.   

A.4. Mixed Convection 

In low Darcy air fluxes, mixed convection (buoyancy in forced convection) might happen 

and thus its influence needs to be investigated. A Darcy-modified Rayleigh number (Ra) 

[9] was then calculated through the inverse modelling results in Section 3.4.2, Chapter 3: 

𝑅𝑎 =
(𝑘𝑝𝐷)𝑔𝛾(𝑇𝑎𝑣𝑔 − 𝑇𝑤)

𝜈𝑔𝛼𝑔
 (A.15) 
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Here, γ=((Tavg+Tw)/2)-1 for ideal gases, νg=µg/ρg, and αg=kg/ρgCpg. νg and αg were taken at 

Tavg, i.e., the centerline experimental average temperature calculated by Equation (3.20), 

Chapter 3. Tw is the wall temperature and was estimated based on the analysis of heat losses 

(see sections 3.2.2 and 3.4.1, Chapter 3): 

𝐸𝑠(𝑈 = 0) − 𝐸𝑠(𝑈𝑎𝑣𝑔 = 1.7)

𝑡𝑓 − 𝑡0
= 𝑈𝑎𝑣𝑔𝐴𝑠,𝑐𝑙(𝑇𝑎𝑣𝑔 − 𝑇𝑤) (A.16) 

Es was calculated by Equation (3.18) in Chapter 3 and used here to investigate the 

numerical energy loss based on the energy difference when U=0 W m-2 K-1 (adiabatic 

conditions) and Uavg=1.7 W m-2 K-1 (see section 3.4.1). 
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Appendix B: Supplementary Material for “The Role of Local Thermal Non-

Equilibrium in Modelling Smouldering Combustion of Organic Liquids” 

 

B.1. TG/DTG and DSC Experiments 

Figure B.1 shows TG/DTG and DSC experiments for bitumen conducted at 10, 20, 30, and 

40 K min-1 under N2 and air atmospheres. Figure B.1a,b will be explained in details as an 

example. Bitumen does not show a significant mass loss (Figure B.1a) from ambient to 563 

K (290 ºC) under either air or N2, which indicates that both water and light hydrocarbons 

are not present in large quantities. DTG (Figure B.1a) along with DSC data (Figure B.1b) 

also do not capture any significant heat absorbed at this region (apart from the one absorbed 

due to the heat capacity of the material) for both atmospheres.  

Between 563 and 843 K (290-570 ºC), pyrolysis reactions take place and a rapid decrease 

in mass loss is observed (Figure B.1a). DTG shows a large and unique peak in this region 

either under N2 or air, and DSC under N2 describes a representative endothermic behaviour. 

At this stage, bitumen decomposition occurs, producing volatiles, maltene (liquid), 

alsphaltene (solid), and char [1]. Note that the mass loss under N2 and air in Figure B.1a 

shows the same behaviour and magnitude until approximately 803 K (530 ºC), which 

indicates that pyrolysis reactions are independent of atmosphere.  

Between 803 and 843 K (530-570 ºC), TG under N2 keeps losing mass, whereas the one 

under air reaches a plateau. This feature is characterized by a competition between 

pyrolysis and fuel oxidation reactions that occur in TG under the presence of an oxidizer 

(air). DSC data (Figure B.1b) under air reveal a slightly exothermic behaviour at this 

region, which suggest that the net heat released by fuel oxidation is slightly higher than the 

total net heat absorbed by pyrolysis reactions. Under N2, pyrolysis reactions tend to 

produce more volatiles, resulting in more mass consumption, whereas under air, the 

competition with fuel oxidation yields a high amount of solid/liquid residue (e.g., char, 

maltene, asphatene, etc), creating the plateau in the mass loss.  
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After 843 K (570 ºC), TG under N2 reaches a minimal with no more relevant fuel 

consumption, leaving a hydrocarbon residue. DSC data show a negative increase in the 

heat flow caused by the heat capacity of the residue. Under air, TG data show one more 

decomposition step caused by the oxidation of this residue. DTG indicates a peak between 

843 and 1163 K (570-890 ºC) and DSC data show a strong exothermic peak at this region. 

After 1163 K (890 ºC), the total consumption of the fuel is achieved. Note that the 

temperature ranges at which these reactions are taking place may change depending on the 

heating rates adopted (see Figure B.1c-h).    
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Figure B.1: (a, c, e, g) TG (black), DTG (red), and (b, d, f, h) DSC under air (solid 

line) and N2 (dashed line) at (a, b) 40 K min-1, (c, d) 30 K min-1, (e, f) 20 K min-1, (g, 

h) 10 K min-1. 
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B.2. Kinetic Mechanism 

The 2-step kinetic mechanism developed in Chapter 4 (Equation (4.3)) for bitumen 

smouldering was based on TG, DTG, and DSC results presented in Figure B.1. The 

Arrhenius parameters (Ai and Ei) for each reaction (i) presented in Table 4.2 were obtained 

by the use of Kissinger method along with TG experiments: 

−
𝐸𝑖
𝑅𝑔
=

𝑑 (𝑙𝑛
𝛽
𝑇𝑝,𝑖
2 )

𝑑 (
1000
𝑇𝑝,𝑖

)
 (B.1) 

𝐴𝑖 =
𝛽𝐸𝑖

𝑅𝑔𝑇𝑝,𝑖
2 𝑒𝑥𝑝 (

𝐸𝑖
𝑅𝑇𝑝,𝑖

) (B.2) 

Further information on the derivation of Equations (B.1) and (B.2) can be found in [2, 3]. 

Figure B.2 describe a plot of ln(β/Tp,i
2) against (1000/Tp,i) under N2 and air at different 

heating rates (β) (Table 4.2, Chapter 4); Tpi corresponds to the temperature at which the 

reaction rate for each reaction (i) in DTG curve (Figure B.1) is maximum. The slope of -

(Ei/Rg) is used to calculate Ei, Equation (B.1), through a linear fit of four experimental 

points. Once the value of Ei is known, Ai can be calculated by substituting Ei into Equation 

(B.2).  
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Figure B.2: Correlation between heating rates and peak temperatures based on 

Kissinger method: (●) air; (■) N2; (solid lines) linear fit. 

 

B.3. Model Calibration 

Model parameters such as Ac, vO2, vc, and U were adjusted to match peak temperature and 

front velocity (Ac and vc), experimental O2 consumption (vO2), and the shape of the 

temperature profile behind the smouldering front (U). Note that Ac calculated from 

Kissinger method (Table 4.2) resulted in a non-self-sustaining smouldering front; hence, 

its value was adjusted. Equation 4.10 was used to calculate the errors associated with 

changes in the peak temperature, front velocity, temperature versus time, and temperature 

versus distance. Figure B.3 shows five groups of adjusted parameters systematically chosen 

for testing in the model. Groups 1 (non-self-sustaining) and 5 resulted in the highest 

average NRMSD (30-80%), Groups 2 and 4 showed average NRMSD equal 15% and 

Group 3 described the lowest average NRMSD (13%). Thus, Group 3 (U=13 W m-2 K-1, 

log(Ac)=4.9, vc=0.55, vO2=1.7 kg O2 kg fuel-1) was chosen as the final set of adjusted 

parameters to implement into the model.   
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Figure B.3: Average NRMSD for five groups of adjusted parameters: (1) U=16 W 

m-2 K-1, log(Ac)=3, vc=0.6, vO2=0.5 kg O2 kg fuel-1; (2) U=5 W m-2 K-1, log(Ac)=6, 

vc=0.4, vO2=3 kg O2 kg fuel-1; (3) U=13 W m-2 K-1, log(Ac)=4.9, vc=0.55, vO2=1.7 kg O2 

kg fuel-1; (4) U=13 W m-2 K-1, log(Ac)=6, vc=0.6, vO2=1 kg O2 kg fuel-1; and (5) U=9 W 

m-2 K-1, log(Ac)=4, vc=0.5, vO2=1 kg O2 kg fuel-1; 
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Appendix C: Mesh Analysis and Conservation of Energy and Mass 

C.1. Mesh Analysis  

In COMSOL Multiphysics, the time step is controlled by Backward Differentiation 

Formula (BDF), which allows the user to select the initial (0.001 s) and maximum (10 s) 

time steps, whereas the mesh size is defined by the user. Thus, a mesh convergence was 

conducted and is presented in Figure C.1 and Table C.1.  

 

Figure C.1: Oxidation energy rate changing with mesh size: (green) 0.500 mm, 

(blue) 0.280 mm, (red) 0.125 mm, and (black) 0.100 mm. 
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Table C.1: Average Error of the Energy Released by Oxidation for Different 

Meshes  

Mesh [mm] Average Error [%] 

0.500 12 

0.280 5 

0.125 2 

0.100 < 2 

 

The criterion used was based on the average error of the oxidation energy rate (Equation 

(5.11), Chapter 5) for mesh sizes varying from 0.50 to 0.10 mm (Figure C.1). A converged 

mesh was assumed to have average error less than 2 % (Table C.1). Therefore, mesh 

size=0.10 mm was used for all the simulation presented in this thesis. 

C.2. Mass and Energy Balance 

A mass balance was conducted based on the numerical mass loss [kg]: 

𝑚𝑏 = ∫ (𝜌𝑏 + 𝜌𝑐)

0.45

0.1

𝐴𝑐𝑠𝑑𝑥 (C.1) 

and mass loss rate [kgs-1]: 

𝑑𝑚𝑏
𝑑𝑡

= ∫ (𝑅𝑏𝜌𝑏 + 𝑅𝑐𝜌𝑐)

0.45

0.1

𝐴𝑐𝑠𝑑𝑥 (C.2) 

integrated over the length of the contaminated region (x=0.35 m) for the base case (0.058 

m s-1, 15% saturation, 20.4 % O2), where ρb and ρc are the concentrations [kg m-3] of 

bitumen and char, respectively, and Acs is the cross-sectional area of a cylindrical column. 

The results of Equation (C.1) were compared with the total mass of fuel available 

(mav=ρb0V=57.165x(π(0.082)x0.35)=0.402 kg), where ρb0=ρbSbϕ and V is the cylindrical 

volume of the contaminated region. Equation (C.1) resulted in mb=0.402 kg, which matches 

with mav; thus, mass is conserved.  
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Figure C.2a shows the mass loss and mass loss rate calculated by Equations (C.1) and 

(C.2). Before air flux is turned on (DT<0), the temperature is still low and pyrolysis is 

weakly activated with a slight decrease in mass loss. Mass loss rate shows a relatively weak 

peak at this region. When the air flux is initiated (DT=0), a rapid decrease in the mass loss 

is observed as a result of much higher temperatures, activating pyrolysis and oxidation 

reactions, which results in total fuel consumption; mass loss rate is mostly constant (DT>0) 

at this region (with minor instabilities at the boundaries).   

The conservation of energy was analyzed by Figure C.2b. The numerical pyrolysis (Epyr) 

and oxidation (Eoxid) energies calculated by the integration of Equations (5.11) and (5.12) 

(Chapter 5) resulted in 0.652 MJ and -8.575 MJ, respectively (Figure C.2b). The energies 

available for pyrolysis Eav,p=(1.62)x(0.402)=0.651 MJ and oxidation Eav,o=-

38.73x0.402x0.55=-8.570 MJ, resulted in similar values. Then, the global energy balance 

was calculated by summing all the energy components in Figure C.2b, resulting in a 

numerical error less than 2%; therefore, it can be considered that energy is conserved. 
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Figure C.2: (a) Numerical mass loss (black) and mass loss rate (red) and (b) 

cumulative energy rate versus Dimensionless Time (DT) for base case simulation. 

Colours in (b) show the cumulative energy for each component: (black) heater, (red) 

oxidation, (blue) pyrolysis, (magenta) loss, and (green) out. Dashed blue line shows 

the end of the column (DT=1) when energy starts leaving the system. 
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Appendix D: Sensitivity Analysis to extra smouldering Experiments under Weak 

and Extinction conditions 

D.1. Experiments 

Seven smouldering experiments were conducted in a stainless-steel column (Figure D.1) 

under robust and weak (near extinction) conditions to test the model limitations (Table 

D.1). Experimental setup and methodology are similar to previous work (Chapters 4 and 

5). The column contained 0.10 m of clean sand (dp=0.88 mm) below the heater and a 0.35 

m layer of a mixture of sand and bitumen (density (ρb)=1030 kg m-3, PG 58-28, McAsphalt 

Industry Limited) above it. Ten thermocouples spaced 0.035 m apart were assumed to 

measure the solid (sand/bitumen) temperature along the column center-line every 2 

seconds. The apparatus was insulated to minimize heat losses. Each experiment was 

initiated by powering the resistive heater until the temperature of the first thermocouple 

(x=0.12 m) reached 400 ºC. Then, air injection at a fixed rate was supplied, which initiated 

smoldering. The heater was then switched off while the air was maintained.  

 

 

Figure D.1: Schematic of the experimental apparatus. 
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These experiments were used to identify the model limitations. The influence of U and ΔHc 

was analyzed in the robust experiments (Exp. #1-3). For the weak cases (Exp. #4-7), a 

sensitivity of only ΔHc was conducted. The final values of U and ΔHc were calibrated to 

experimental results based on a fitting methodology developed in Chapter 4. The model 

calibration involved minimizing the error, Equation (D.1), between the model prediction 

(num) and the experiments (exp) presented in Table D.1, giving equal weight to four 

aspects of the fit: average peak temperature (Tp), smouldering front velocity (vf), 

temperature versus time plots (T(t)), and temperature versus distance profiles (T(x)). The 

best fitted values of U and ΔHc for each experiment are presented in Table D.1.  

𝐸𝑅𝑅𝑂𝑅[%] =
1

4
|
𝑇𝑝,𝑒𝑥𝑝 − 𝑇𝑝,𝑛𝑢𝑚

𝑇𝑝,𝑛𝑢𝑚
| +
1

4
|
𝑣𝑓,𝑒𝑥𝑝 − 𝑣𝑓,𝑛𝑢𝑚

𝑣𝑓,𝑛𝑢𝑚
| +
1

4
𝑁𝑅𝑀𝑆𝐷𝑇(𝑡)

+
1

4
𝑁𝑅𝑀𝑆𝐷𝑇(𝑥) 

(D.1) 

 

Table D.1: Smouldering experiments. 

Exp. # 

[-] 

ug      

[m s-1] 

Regimec 

[-] 

Sb 

[%] 

tg                 

[s] 

th                 

[s] 

Repeats 

[#] 

SS  

[-] 

Ud                   

[W m-2 K-1] 

ΔHc
d    

[MJ kg-1] 

1 0.025 Robust 15 4926 5357 1 Yes 5 50.35 

2a 0.058 Robust 15 4532±378b 4865±300b 3 Yes 13 42.60 

3 0.083 Robust 15 5077 5329 1 Yes 18 34.86 

4 0.025 Weak 10 4677 5110 1 Yes 13 77.46 

5 0.058 Weak 10 5486 6004 1 Yes 13 61.97 

6 0.025 Weak 5 5100 5700 1 No 13 89.10 

7 0.058 Weak 5 5890 6370 1 Yes 13 92.95 

a
 Base case; b 

95% confidence interval; 
c
 Robust: far from extinction, Weak: near extinction; 

d
 Calibrated according to 

Equation (D.1). 
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D.2. Robust Regime 

The one-dimensional numerical model assumed a constant heat of oxidation (ΔHc) and 

constant heat loss coefficient (U). Both terms have strong effect in the global energy 

balance, altering energy added into and removed from the system. Fitting experimental 

data is challenging and may be affected by experimental conditions such as air flux, fuel 

saturation, heat losses on the column walls, and combustion efficiency. Such conditions 

may require numerical values of the heat loss coefficient and heat of oxidation that vary in 

both space and time. Thus, the fitting methodology presented in Section D.1 was employed 

to identify the best (still constant) values of U and ΔHc that fit the experiments presented 

in Table D.1.   

Figure D.2a-c show the case presented in Chapter 4 where four parameters were fitted 

using experimental data at 0.058 m s-1 (Exp. #2, Table D.1). Thus, these parameters were 

used to predict (without any fitting) experiments at 0.025 m s-1 (Exp. #1) and 0.083 m s-1 

(Exp. #3). The predictions described very good agreement with experiments in terms of Tp 

and vf (Figure D.2j) and overall shape of the temperature curves at 0.058 m s-1 (Figure 

D.2b) and 0.083 m s-1 (Figure D.2c). At 0.025 m s-1 (Figure D.2a), although a good 

agreement in Tp was reached (Figure D.2j), vf and cooling region do not agree with the 

experiment. In fact, the predicted temperatures cool down much faster than the experiment. 

This suggests that, at low air fluxes U=13 W m-2 K-1 overestimates heat losses, affecting 

the overall energy balance. Equation (D.1) described an average ERROR=26% at 0.025 m 

s-1, 13% at 0.058 m s-1, and 9% at 0.083 m s-1. 

In order to verify the influence of radial heat losses on low and high air fluxes, different U 

values were tested. The minimization of Equation (D.1) resulted in the best values of U 

presented in Figure D.2d-f. Figure D.2d (0.025 m s-1) indicates that a lower U (5 W m-2 K-

1) considerably improves the shape of the cooling region, although only slightly improving 

vf (Figure D.2k) and average ERROR (21%). Figure D.2f shows low sensitivity to U at 

high air fluxes (0.083 m s-1, U=18 W m-2 K-1), slightly improving the average ERROR 

(8%), with negligible changes in vf (Figure D.2k). Thus, although minor improvements 

were noted, smouldering front velocity is quite insensitive to changes in U in the robust 

regime.  
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Finally, a sensitivity analysis on the heat of oxidation (ΔHc) was conducted; U was kept 

constant at 13 W m-2 K-1. Differences in ΔHc might be related to the combustion efficiency 

with changes in air flux. Figure D.2g-i and Figure D.2l show the excellent agreement with 

experiments. Moreover, Tp and vf demonstrated to be highly sensitive to changes in ΔHc, 

as expected. The average ERROR decreased to 10% at 0.025 m s-1, 11% at 0.058 m s-1, 

and 6% at 0.083 m s-1. Note that ΔHc decreases when air flux increases, which indicates 

that the combustion reaction is more efficient at high air fluxes (due to high O2 mass flux), 

needing less energy from the fuel to propagate. Moreover, Figure D.2l indicates that 

experimental and predicted Tp follows the same trend (i.e., quite insensitive to air flux), 

contrary to the trends showed in Figure D.2j-k (i.e., increasing with increased air flux).  

 

 

Figure D.2: (a-i) (Dashed line) Experimental and (solid line) numerical 

sand/bitumen temperature versus Dimensionless Time (DT). Colours show 

thermocouple positions (x) from 0.12 to 0.40 m with 0.07 m intervals. (b, e, f) The 

shadings encompass three experimental repeats. (a, d, g) Exp #1; (b, e, h) Exp. #2, 

and (c, f, i) Exp. #3 (Table 4). (j-l) Peak temperature and smouldering front velocity 

versus Darcy air flux: (■) experimental and (▲) numerical data. The error bars 

denote the variation observed in three repeats of Exp. #2, Table D.1.  
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D.3. Weak Regime 

Since varying U resulted in only slightly improvements in Tp and overall shape of the 

temperature curves (negligible improvements in vf) for the robust regime (Section D.2), the 

weak cases describe a sensitivity only for ΔHc. Figure D.3a-e present Exp. #4-7 (Table 

D.1) compared with predicted temperatures using the calculated ΔHc=38.73 MJ kg-1 and a 

constant U=13 W m-2 K-1 calibrated in Chapter 4.  

Experiments suggest that self-sustaining smouldering occurs even under weak conditions 

such as the combination of low air flux (0.025 m s-1) and low saturation (10%), Figure 

D.3a, and very low fuel saturation (5%) at 0.058 m s-1 (Figure D.3d). Moreover, note that 

Figure D.3c show non-self-sustaining conditions at 0.025 m s-1, 5% saturation, but when 

air flux is increased to 0.058 m s-1, self-sustaining smouldering is achieved due to the 

increase in the O2 mass flux.  

Predicted temperatures show a smouldering front that is not self-sustaining in Figure D.3a 

and Figure D.3d, contrary to experiments. This suggests that ΔHc=38.73 MJ kg-1 might not 

provide the energy necessary to overcome heat losses, resulting in extinction; Figure D.3b-

c describe similar behaviour. In Figure D.3b, although the front is self-sustaining in both 

numerical and experimental cases, heat losses are quite high, quickly cooling the trailing 

edge of the temperature curves. Equation D.1 indicates that the average ERROR was 99% 

(Figure D.3a), 33% (Figure D.3b), 63% (Figure D.3c), and 48% (Figure D.3d). 

Figure D.3e-h show very good agreement between predicted and experimental 

temperatures by varying ΔHc. The average ERROR decreased to 15% (Figure D.3e), 15% 

(Figure D.3f), 22% (Figure D.3g), and 8% (Figure D.3h). High values of ΔHc (sometimes 

two times higher than the base case value) were required to improve the fitting of the 

experimental data. Although this seems inappropriate, it is due to a compensation effect on 

heat losses. Since U was kept constant, ΔHc had to increase. Similar behaviour would be 

achieved if a constant ΔHc was applied with varying U. However, vf would never match 

since its quite insensitive to U. Figure D.4 show good match for vf and reasonable match 

for Tp. Note that experimental and numerical vf  reaches a maximum and then decreases 

when saturation increases; similar trend is described in Figure 6.6, Chapter 6. 
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Figure D.3: (a-h) (Dashed line) Experimental and (solid line) numerical 

sand/bitumen temperature versus Dimensionless Time (DT). Colours show 

thermocouple positions (x) from 0.12 to 0.40 m with 0.07 m intervals. (a, e) Exp #4; 

(b, f) Exp. #5, (c, g) Exp. #6, and (d, h) Exp. #7 (Table D.1). 

 

 

Figure D.4: Peak temperature and smouldering front velocity versus saturation: (■) 

experimental and (▲) numerical data. (b) The error bars denote the variation 

observed in three repeats of Exp. #2 (Table D.1). ΔHc values are presented in Figure 

D.3 
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