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Abstract

Understanding cell-type specific transcriptional responses to environmental conditions is
limited by a lack of knowledge of transcriptional control due to epigenetic dynamics. Addi-
tionally, cell-type analyses are limited by difficulties in applying current technologies to single
cell-types. A novel DNase-seq protocol and analysis procedure, deemed DNase-DTS, was de-
veloped to identify DHSs in the Arabidopsis epidermis and endodermis under control and cold
acclimation conditions. Results identified thousands of DHSs within each cell-type and ex-
perimental condition. DHSs showed strong association to gene expression, DNA methylation,
and histone modifications. A priori mapping of existing DNA binding motifs within accessible
genes and the cold C-repeat/dehydration responsive element-binding factor pathway resulted
in unique motif mapping patterns. In summary, a collection of endodermal and epidermal cold
acclimation induced chromatin accessibility sites may be used to understand mechanisms of

gene expression and to best design synthetic promoters.

Keywords: chromatin accessibility, epigenetics, Arabidopsis root, DNase hypersensitive
sites, epidermis, endodermis, histone modifications, DNA methylation, transcription, cis-regulatory

motifs, gene expression, transcription, next generation sequencing
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Chapter 1

Introduction

1.1 Transcriptional regulation in Arabidopsis

A key question at the core of genetics is how, where, and when a gene is transcribed? How
does the information encoded in a simple DNA sequence of 4 base pairs result in the com-
plex expression of RNA and proteins forming diverse cellular functions? While the study of
gene expression has been at the forefront of biological research, a complete answer to these
questions still remains. Despite the basics of transcription and the central dogma of biology
being understood, an understanding into transcription’s complex regulation has been difficult.
Indeed, while countless transcriptomic studies have been performed in the last 20 years, re-

searchers only partly understand the intricacies of transcriptional regulation.

To begin with, transcription has been difficult to understand due to transcription being a
highly complex system involving the interaction of many components temporally and spa-
tially. Notably, transcription factor (TF) binding, DNA methylation, chromatin accessibility,
and histone modifications all interact and influence transcription (Arnone and Davidson (1997);
Barlow (1993); Zhang et al. (2012a); Karli¢ et al. (2010); Siegfried et al. (1999)). In order for
an organism to efficiently develop and respond to environmental conditions, it requires all those
components to interact in very tightly controlled ways. For instance, while TF binding mainly
involves the interaction between specific DNA sequences and TFs, other processes can inhibit

or enhance this interaction. Specifically, high amounts of DNA methylation can reduce tran-
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scriptional output by interfering with TF binding (Siegfried et al. (1999); Vining et al. (2012);
Thurman et al. (2012); Jones et al. (1998); Klose and Bird (2006)). Likewise, histone modifica-
tions are linked to transcriptional output. However, histone modification’s link to transcription
may be indirect due its influence on the overall chromatin structure rather than interfering with
TF binding directly (Kouzarides (2007); Zhang et al. (2007); Ernst et al. (2011); Thurman et al.
(2012); Bernstein et al. (2002)). This being said, transcriptional output is certainly dependent
on chromatin structure. Chromatin structure is precisely defined by overall accessibility to TFs
which will directly influence gene expression. A full description of these processes and how

they influence transcription is discussed in the following subsections.

1.1.1 Transcriptional activation

In order for a gene to be expressed it requires, first and foremost, the binding of the main
transcriptional preinitiation complex. The preinitiation complex (PIC) is a large assembly of
proteins involving the interaction of an RNA polymerase and several general TFs. Once this
interaction is formed near the transcriptional start site (TSS), the complex transcribes DNA
into messenger RNA (Allen and Taatjes (2015); Darnell (2013)). Furthermore, additional TFs
will bind to nearby DNA regulatory elements and alter, either as an activator or as a repressor,
transcription through changing how much, where, and when a gene should be expressed.
Regulatory elements are DNA sequences which TFs recognize in order to bind to DNA and
control expression. These may be enhancers, enhancing the expression of the associated gene
or repressors, repressing the expression of the associated gene. These elements may contain
known binding sites, called motifs, with which the TFs specifically bind. Over 1,500 charac-
terized TFs are known in the Arabidopsis genome which control gene expression in a cell-type
and condition dependent manner (Riechmann (2002); Kaul et al. (2000)). In order to bind to
their DNA sequences, many TFs require activation through ligand binding, signal cascades, or
interaction with other proteins. TFs have been found to recruit chromatin remodelling com-

plexes which alter the surrounding chromatin structure. By recruiting these complexes and
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altering the surrounding chromatin structure, TFs modify gene expression by changing how
accessible chromatin is to other TFs and the basal transcriptional machinery (Li et al. (2001);
Yudkovsky et al. (1999)).

An additional layer of control, the epigenetic layer, highly influences and controls transcrip-
tion spatially and temporally through enhancing or inhibiting TF binding (Kouzarides (2007)).
Epigenetics is defined as any heritable change in transcription not explained through changes
in the DNA sequence. The epigenetic layer includes histone modifications, DNA methyla-
tion, and chromatin accessibility, all separate from the four base pairs (Siegfried et al. (1999);
Kouzarides (2007)). In summary, transcriptional activation is a complex process involving the

interaction of the DNA sequence, TF binding, and the epigenetic layer.

1.1.2 Transcription factor families

The Arabidopsis thaliana genome contains roughly 1,572 TFs that belong to 45 different TF
families based on their sequence and functional similarities (Riechmann et al. (2000); Riech-
mann (2002); Kaul et al. (2000)). TF families are not only structurally similar but recognize
and bind related motifs (Jakoby et al. (2002); Pabo and Sauer (1992); Weirauch and Hughes
(2011); Weirauch et al. (2014)). There are many TF families for example, the basic helix-
loop-helix (bHLH), Myb/SANT, C,H, zinc fingers, homeodomain, and basic leucine zipper
(bZIP). In addition, plants contain several plant specific TF families including the MADS
box, APETELA2 (AP2), DNA-binding-with-one-finger (Dof), Whirly, B3, WRKY, NAC, and
SQUAMOSA binding proteins (SBP) (Weirauch and Hughes (2011)). Notably, the largest
family of TFs, the AP2 family, is critical in abiotic stress response including cold and drought
(Dietz et al. (2010); Stockinger et al. (1997); Fowler and Thomashow (2002)).

In Arabidopsis, 414 motifs representing 666 TF genes have been identified and character-
ized (Weirauch et al. (2014)). Through identifying these motifs and mapping their locations
across the genome, one may begin to understand where and when these TFs are binding. Thus,

identifying and mapping these motifs, using specialized software (e.g. Austin et al. (2016)), is
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critical for understanding how genes are expressed temporally and spatially.

1.1.3 Methods of transcriptional quantification

In order to understand why and how transcription occurs, one must first have a complete under-
standing of an organism’s transcriptome. The transcriptome is the identity but also the quantity
of all the transcripts in any tissue, cell, or organism. The main goal of understanding the
transcriptome is to identify and quantify the expression of each gene throughout development,
under certain conditions, and in certain tissues or cell-types. Through understanding what is
being transcribed and where, researchers gain a greater understanding of how an organism

develops or responds to internal and external conditions.

Currently, RNA-seq is the most common method for quantifying transcription levels (We-
ber et al. (2007); Marioni et al. (2008); Wang et al. (2009)). RNA-seq is a high-throughput
sequencing method to accurately identify and quantify gene expression across many organ-
isms and tissue types. RNA-seq takes cDNA fragments, converted from RNA, and sequences
the cDNA fragments in a high-throughput method (Weber et al. (2007); Marioni et al. (2008);
Wang et al. (2009)). Afterwards, sequenced reads are mapped to the reference genome and
information containing the transcript structure and expression level are analyzed. Transcript
abundance is subsequently used to identify differentially-expressed genes between samples or
to integrate transcript abundance with other data sources. To conclude, RNA-seq has become
a very popular tool for identifying and characterizing the transcriptome within various species,
tissues, and cell-types (Weber et al. (2007); Marioni et al. (2008); Wang et al. (2009); Zeisel
et al. (2015); Li et al. (2016)). As a result, a huge amount of sequencing data have been gener-
ated and are publicly available for researchers to use and integrate in their various experiments

(e.g. Kanz et al. (2005); Benson et al. (2012); Barrett et al. (2012)).



1.2. EPIGENETICS 5

1.2 Epigenetics

Transcription factor binding to the DNA sequence will only explain part of how, why, and
where transcription takes place. Each cell in an organism contains the exact same genetic code
in which only a limited amount of information can be transferred. Thus, to fully understand
transcription a complete understanding of influences above the DNA sequence is required.
Specifically, to create a complete picture of transcription, researchers require an understanding
of epigenetic’s control on gene expression.

Epigenetics includes several layers including DNA methylation, histone modifications,
and chromatin remodelling or packaging. Together these layers, in addition to the DNA se-
quence and TFs, interact and modify each other resulting in specific control of gene expression
(Siegfried et al. (1999); Kouzarides (2007); Felsenfeld (1992); Yuan et al. (2005)). Indeed,
TF binding in combination with epigenetics is a tightly controlled and interconnected process
that leads to specific control over gene expression developmentally and in response to external
conditions (Feil and Fraga (2012); Kiefer (2007)). The subsequent subsections detail the rel-
evant background and current understanding of epigenetics and its effect on transcription and

TF binding.

1.2.1 Chromatin accessibility

DNA is not simply a linear strand with no structure, packaging, or organization. Instead, DNA
forms a tightly regulated complex with proteins packaging the DNA into a highly compact and
dense structure called chromatin. By forming this complex, DNA is protected from external
damage while enabling a greater control over gene expression. (Felsenfeld (1992); Workman
and Kingston (1998); Yuan et al. (2005)). To form the DNA-protein complex, a core of proteins
called histones tightly bind and wrap DNA to form a nucleosome. A nucleosome is composed
of two copies of histones H2A, H2B, H3, and H4, making up a histone octamer (Van Holde

(2012)). The nucleosome is the basic unit of chromatin that packages DNA with further levels
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of compaction leading to highly dense chromatin.

The chromatin structure is highly flexible and dynamic constantly undergoing alterations.
DNA may change from a highly compacted state wrapped around nucleosomes to a state not
bound to any nucleosomes. In a nucleosome depleted state, DNA is highly accessible for TF
binding and interactions with other regulatory proteins. However, in a nucleosome bound state,
TFs are inhibited from binding to their respective cis-regulatory elements (Felsenfeld (1992);
Workman and Kingston (1998); Yuan et al. (2005)). As a result, nucleosome-depleted regions
are deemed accessible or open, while nucleosome bound DNA regions are deemed closed or

inaccessible.

However, rather than being a strict case of open or closed, chromatin is instead a continuous
spectrum from closed to open (Zhang et al. (2012a); Liu et al. (2017); He et al. (2012)). This
spectrum or degree of accessibility is defined as DNA accessibility. Chromatin may be in
any state from DNA tightly wrapped around nucleosomes to a state where no nucleosomes
are present. One may identify these open sites and define their accessibility using an enzyme
known as DNase I, an endonuclease (Wu et al. (1979)). Hence, these nucleosome-depleted
regions are known as DNase [ hypersensitive sites (DHSs) due to their high sensitivity to DNase
I digestion. Hence, using this enzyme, detailed information into the locations and accessibility

of DHSs may be obtained.

In order to obtain a complete picture of transcription, an understanding of DNA accessi-
bility is required. Specifically, DNA accessibility has been linked to transcription through TF
binding interference (Guertin and Lis (2013); John et al. (2011); Bell et al. (2011)). In a con-
densed or closed chromatin state, the ability of transcriptional components to bind to their DNA
sequences is interfered with. Furthermore, in an open and accessible state, transcriptional com-
ponents may bind to their respective DNA sequences (Figure 1.1; Felsenfeld (1992); Workman
and Kingston (1998); Yuan et al. (2005)). As a result, open chromatin in gene promoters is as-
sociated with active transcription while closed chromatin in gene promoters is associated with

inactive transcription (Zhang et al. (2012a); Boyle et al. (2008a); Song et al. (2011)).
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Figure 1.1: Gene expression requires the coordination of histone modifications, DNA
methylation, chromatin accessibility, and TF binding. Depicted is a cartoon image of all
these factors interacting to drive expression of a downstream gene. Closed chromatin with
distinct modifications are shown on the left. Accessible DNA is shown on the right with dis-
tinct chromatin structure and modifications surrounding. TF binding is inhibited by closed
chromatin while enabled in accessible DNA. Orange squares represent histone methylation,
orange ovals represent DNA methylation, blue pentagons represent histone ubiquitination, and
purple triangles represent histone acetylation. DNase I preferentially digests within accessible
chromatin.
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In addition to the presence of accessible chromatin affecting transcription, the degree of
DNA accessibility significantly impacts transcriptional output. Previous research identified
that genes with highly sensitive promoter DHSs have higher gene expression than genes with
less sensitive DHSs (Zhang et al. (2012a); Natarajan et al. (2012)). In other words, genes more

accessible to TF binding will be on average more highly expressed.

However, even though genes may have highly accessible promoters, they may not be highly
expressed or expressed at all. As mentioned earlier, for a gene to be expressed it requires
TF binding. A gene may be accessible to TF binding but lack TFs bound to its regulatory
elements leading to no transcription. These genes are in what is called a transcriptionally
poised state. They are accessible and poised for TF binding and therefore expression, but are
not necessarily actively transcribed and bound to TFs (Gross and Garrard (1988); Sullivan et al.
(2014, 2015)). Such genes are often controlled throughout development and under specific
environmental conditions (Sullivan et al. (2014)). These accessible sites require their binding
TFs to be expressed or activated prior to binding. Sullivan et al. (2014, 2015) suggested this
may be due to the high amount of energy required for changing chromatin states. Therefore,
to reduce energy usage, genes may remain highly accessible for TF binding. Furthermore,
organisms like plants are required to respond to conditions quickly and altering chromatin
states is quite time intensive. As a result, maintaining an active open chromatin state may
significantly reduce response times in response to rapidly changing environmental conditions

(Raser and O’Shea (2004)).

Due to chromatin’s association with TF binding and gene expression, DHSs are linked with
genomic features like transcriptional start sites (TSSs), enhancers, suppressors, and transcrip-
tion factor binding sites. In general, cis-regulatory regions, active regulatory regions, or any
DNA regions requiring protein binding or interaction are associated with accessible chromatin
(Gross and Garrard (1988); Natarajan et al. (2012); Boyle et al. (2008a); Heintzman et al.
(2007)). Therefore, identifying DHSs will aid in predicting new gene regulatory regions or

“functional” regions throughout genomes. Predicting new regulatory regions, like enhancers,
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is of particular importance in Arabidopsis as they have been very difficult to identify using
existing techniques and there are many to identify (Zhu et al. (2015)). Lastly, in addition to
predicting new regulatory regions, identifying DHSs also aids in identifying the specific TF

binding sequences or motifs of those regions.

DNA accessibility is important for understanding transcription throughout an organism, in
specific cell-types, throughout plant development, and in response to environmental stimuli
(John et al. (2011); Sullivan et al. (2014); Pajoro et al. (2014); Song et al. (2011)). In order to
understand how organisms develop, how cell-types form, and how organisms respond to stress-
ful conditions, it is important to understand how those processes are affected through chromatin
dynamics. Particularly, in Arabidopsis, DNA accessibility has been mapped and shown to be
important in leaf and flower development, in seedling development, in root development, and
in response to heat and light (Pajoro et al. (2014); Zhang et al. (2012b); Sullivan et al. (2014);
Cumbie et al. (2015); Liu et al. (2017)). In general, DNA accessibility was found to be involved
in the regulation of transcription for Arabidopsis developmental and stress responsive genes.
Developmental and environmental response pathways induce changes in chromatin structure
leading to alterations in transcriptional output (Jiang (2015); Chinnusamy and Zhu (2009); Luo

et al. (2012)).

However, while whole tissue and organism samples have been well studied, cell-type spe-
cific studies in Arabidopsis are lacking. This may be due to the difficulty in isolating and
accumulating enough nuclei using current protocols, especially in very difficult tissues like the
root (Cumbie et al. (2015)). Despite this, several studies attempted and have shown the im-
portance of chromatin dynamics in cell-type development (Stergachis et al. (2013); Song et al.
(2011); Costa and Shaw (2006)). One study focused on identifying how the root epidermis
develops in alternating patterns of epidermal cells and hairs cells. Their results found the epi-
dermal alternating pattern was due to gene expression changes as a result of chromatin state
alterations around one gene locus, the GL2 locus (Costa and Shaw (2006)). As a result, in

order to understand cell-type development and formation, it is important to understand tran-
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scriptional alterations due to epigenetic changes. It is important to not only understand the
epigenetic differences between cell-types, but also how chromatin alterations arise and affect

transcription.

1.2.2 Chromatin remodelling, histone modifications, and DNA methyla-
tion

DNA accessibility and chromatin remodelling, or modifying the chromatin structure, is con-
trolled through many processes affecting the DNA-protein interaction of nucleosomes. One
process that remodels chromatin involves various nucleosome remodelling complexes using
ATP-hydrolysis to establish accessible chromatin through two distinct processes. (Clapier and
Cairns (2009); Becker and Horz (2002); Bell et al. (2011)). The first process involves the the
SWI/SNF complexes which slide nucleosomes along DNA into adjacent DNA regions allow-
ing them to become accessible or closed (Becker and Horz (2002); Brehm et al. (2000); Bell
et al. (2011)). This can make it difficult to identify DHSs as nucleosome sliding is consid-
erably dynamic and fluid. The second process involves remodelling complexes evicting or
removing nucleosomes completely to create accessible DNA (Becker and Horz (2002); Phelan
et al. (2000); Bell et al. (2011)). Through these two processes, nucleosome sliding or eviction,
chromatin remodelers allow DNA to become accessible to TFs.

In addition to chromatin remodelling, chemical modifications to histone components will
aid in altering DNA accessibility by either recruiting other remodelling factors or affecting nu-
cleosome stability (Bell et al. (2011)). First, many documented proteins bind to chemical mod-
ifications on histone tails that proceed to alter surrounding chromatin (Taverna et al. (2007)).
As a result, histone modifications often precede changes to the overall chromatin structure.
For example, H3K27me3 was found to recruit Polycomb proteins that proceed to close and
compact the surrounding chromatin (Bell et al. (2011); Francis et al. (2004)). Second, histone
modifications are thought to destabilize histone/DNA interactions in nucleosomes or between

adjacent nucleosomes. Due to this destabilization, DNA then becomes more accessible. For
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instance, H4K16ac was identified directly affecting the interactions between adjacent nucleo-

somes allowing DNA to become accessible (Shogren-Knaak et al. (2006); Bell et al. (2011)).

There are too many histone modifications to be discussed within the framework of this the-
sis, hence, only those used in the current work are discussed. Two modifications, H3K4me3 and
H3K27me3, were selected as they are well characterized in the context of chromatin accessibil-
ity. H3K4me3 is found linked with open chromatin and active transcription while H3K27me3
has been linked to closed chromatin and inactive transcription (Kouzarides (2007); Zhang et al.
(2007); Ernst et al. (2011); Thurman et al. (2012); Bernstein et al. (2002)). However, while
histone modifications are associated with regions of open and closed chromatin, accessible
DNA regions are depleted of nucleosomes and therefore depleted of the majority of histone
modifications (Figure 1.1; Zhang et al. (2012a)). Despite this, regions surrounding DHSs are
associated with distinct epigenetic markers due to DHSs being flanked by highly positioned nu-
cleosomes or strongly phased nucleosome arrays (Wu et al. (2014); Radman-Livaja and Rando
(2010)). These highly positioned nucleosomes can lead to very distinct epigenetic spikes in

histone modifications surrounding DHSs (Zhang et al. (2012a)).

While DNA methylation may not be directly involved with chromatin modifications or
alterations, DNA methylation is associated and linked with chromatin accessibility patterns
(Figure 1.1). For instance, DHSs are often hypomethylated or associated with a lack of DNA
methylation. In the context of transcription, hypomethylation occurring alongside DHSs makes
biological sense as both are associated with active transcription (Zhang et al. (2012a); Sullivan
et al. (2014); Lister et al. (2009)). However, while distinct methylation patterns are associated
with DHSs, it is unknown whether DNA methylation precedes or follows DNA accessibility
changes or how they influence one another (Jones et al. (1998); Wade et al. (1999); Cho-
davarapu et al. (2010)). CpG, CHG, and CHH are the three types of DNA methylation within
plants where H is an adenine, cytosine, or thymine. While CpG methylation is biologically
universal, CHG and CHH methylation are mostly unique to plants and fungi (Suzuki and Bird

(2008); Lister et al. (2009))



12 CHAPTER 1. INTRODUCTION

1.3 DNase I hypersensitive site identification

A challenge within genomics is to accurately and efficiently identify DHSs on a large scale
throughout entire genomes in a high-throughput manner. To date, several protocols and strate-
gies have been developed to accomplish efficient identification of DHSs through similar but
differing approaches. The majority of DHS identification protocols rely on the basic property
that DHSs are sensitive to digestion by an enzyme known as DNase I (Wu et al. (1979)). Af-
ter DNase I digestion, each protocol identifies DHSs through their own various computational
analysis strategies and techniques. The three main strategies deployed in DHS identification
are Southern blotting, DNase-chip,and DNase-seq (Wu et al. (1979); Crawford et al. (2006);
Boyle et al. (2008b); Hesselberth et al. (2009))

1.3.1 Current DHS identification strategies

Previous DHS identification protocols involved DNase I digestion followed by Southern blot-
ting (Wu (1980)). Any DHS digested would appear as distinct smearing patterns and bands on
agarose gels. Despite this protocol leading to the identification and characterization of many
DHSs, it was time consuming, limited in scale and output, and limited in detailed results (Wu
(1980); Keene et al. (1981)). Therefore, to deploy DHS identification on a large scale, new
techniques using high-throughput methods were needed.

As a result, DNase-chip was developed to replace Southern blotting as a high-throughput
DHS identification method (Crawford et al. (2006)). DNase-chip involves the same basic pro-
cess of digesting nuclei with DNase I and isolating DNA for analysis. In this method, DNA
is slightly digested with DNase I so DHSs are cut only once or twice per fragment. This re-
sults in DNA fragments whose ends are the sites of DNase I digestion. The ends of these
fragments are isolated, run on microarrays, and analyzed through existing microarray analysis
tools. Genomic regions containing a high enrichment of these fragment ends are identified

as DHSs. Thus, DNase-chip allowed for the quick identification of DHSs on a large scale in
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a high-throughput manner. However, DNase-chip is still low resolution, lacks genome wide
coverage, and is highly dependent on the microarray used. Despite this, microarray analysis of
DHS:s is still widely used as its main advantage is ease of use and quite sophisticated analysis

tools.

A recent improvement in DHS identification methods was the development of DNase-seq
(Boyle et al. (2008a); Hesselberth et al. (2009)). DNase-seq overcomes and significantly im-
proves upon the issues present in previous DHS technologies allowing for single base pair
resolution of DHSs genome wide. As with previous strategies, DNase-seq involves slightly
digesting DNA with DNase I so the ends of each DNA fragment represent one DNase I cut
site. However, rather than isolating the ends of DNase I digested fragments and hybridizing
them to an array, DNase-seq sequences the ends of DNase I digested fragments. DNase-seq,
therefore, produces a genome-wide picture of chromatin not limited to the information on a
microarray. Similar to DNase-chip, DNase-seq analysis involves identifying regions of high
fragment enrichment. Despite improving upon microarray technologies considerably, DNase-
seq has somewhat immature and difficult to use analysis tools and so many studies prefer to use
DNase-chip. Finally, DNase-seq is significantly more expensive than microarray technologies

but with lowering sequencing costs, DNase-seq is slowly becoming the preferred option.

A limiting issue with DNase-seq or any current molecular protocol is the difficulty in work-
ing with single cell-types. Current protocols involve the requirement of millions of nuclei
which are difficult to produce for many organisms and cell-types (Boyle et al. (2008a)). In
addition, DNase-seq protocols are time consuming and involve extensive biochemistry making
working with resistant tissues difficult (Cumbie et al. (2015)). For example, it is difficult to
obtain enough high quality nuclei even in the entire Arabidopsis root using existing DNase-
seq protocols, as it is a difficult and uncooperative tissue (Cumbie et al. (2015); Filichkin and
Megraw (2017)). Existing nuclei isolation protocols cannot obtain the required abundance or
purity of nuclei needed from the Arabidopsis root. Nuclei isolations from this tissue are of-

ten plagued with high amounts of cellular debris which purify with the nuclei (Filichkin and
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Megraw (2017)). To move DNase-seq to a cell-type resolution, steps toward more efficient
nuclei isolation techniques and DNase-seq protocols are required.

A second issue holding DNase-seq back is the use of agarose gels and agarose gel plugs. To
prevent mechanical shearing of DNA, agarose gel plugs are required in DNase-seq protocols
(Boyle et al. (2008a); Crawford et al. (2006)). In order to obtain enough DNA in difficult tissues
like the Arabidopsis root, a large amount of agarose is required for embedding digested nuclei
(Filichkin and Megraw (2017)). Furthermore, multiple agarose plugs are required, making the
protocols time consuming and inefficient. In addition, the agarose analysis step introduces con-
siderable human error as technicians need to run and interpret gel smears to assess if samples
are optimally digested. The agarose analysis is done over a DNase I dilution series in order
to select the optimally digested sample for sequencing. Two recent papers by, Filichkin and
Megraw (2017) and Cumbie et al. (2015), overcame this issue by removing agarose gel plugs
completely. Indeed, Cumbie et al. (2015) produced enough DNA to perform DNase-seq on the
Arabidopsis root through their method. However, agarose analysis and large amounts of nuclei
are still required which cannot be obtained from Arabidopsis root cell-types. Lastly, despite
existing protocols overcoming many issues, current protocols are still time consuming, involve
inefficient fragment enrichment steps, extensive library preparation protocols, and blunt end
polishing. Hence, a new protocol and analysis strategy requires development so DNase-seq

may be performed on small samples at a single cell-type level in the Arabidopsis root.

1.3.2 DNase direct to sequencing

DNase-DTS (direct to sequencing) is a protocol developed in the Austin lab to overcome sev-
eral issues surrounding existing DNase-seq protocols while improving upon and introducing
new analysis techniques and quality control mechanisms (Unpublished, Figure 1.2). Firstly,
DNase-DTS removes agarose gel plugs and improves upon existing DNase-seq nuclei isola-
tion protocols by incorporating the INTACT protocol (Deal and Henikoff (2011)). INTACT

allows for high yield and pure nuclei extractions in a relatively easy and time eflicient proto-
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col. Secondly, DNase-DTS improves upon time consuming steps of isolating and enriching
DNase I cut ends by avoiding those steps. Instead DNase-DTS digests nuclei with a large
amount of DNase I in order that accessible regions are heavily digested. Afterwards, DNA
is 1solated from nuclei and sent directly for sequencing. The agarose analysis step is skipped
entirely and assessment of DNase I digestion and selection of the optimally digested sample is
performed post-sequencing. Instead of several days of work, as is done with previous DNase-
seq protocols, DNase-DTS is accomplished in the span of a day. However, this changes the
basic fundamentals of DNase-seq. Rather than sequencing DHSs and identifying regions of
sequence enrichment, DNase-DTS sequences closed chromatin as the DHSs are heavily di-
gested. In addition, the analysis of DNase-DTS involves the identification of regions lacking
sequencing as opposed to enriched regions. Due to the novel data generated, new analysis tools
and pipelines needed to be developed in order to identify DHSs. One of the goals of this work

was to develop new bioinformatic tools to analyze this new form of data.
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Figure 1.2: Overview of DNase-DTS protocol and analysis procedure. Transgenic Ara-
bidopsis containing a nuclei targeted fusion protein with a nuclear envelope targeting signal
called WPP, a green fluorescent protein (GFP), and a biotin ligase recognition peptide (BLRP),
are ground in liquid nitrogen and filtered through 70 um and 40 pm filters. Total nuclei are
isolated and incubated with streptavidin-coated Dynabeads. Nuclei with a biotin signal bind to
the Dynabeads and are isolated through the interaction of a magnet pulling out the magnetic
Dynabeads. Nuclei are divided into four separate tubes and digested over a DNase I dilution
series. Isolated DNA is sequenced using an Illumina MiSeq. Generated data are then analyzed
through custom software called DNase-DTS (DDTS) and DHSs are identified.
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1.4 Advantages of identifying accessible chromatin

The identification of cell-type specific DHSs considerably increases the knowledge of basic
biological processes. For instance, chromatin dynamics may be integrated with transcription
to further understand chromatin’s role in influencing gene expression and TF binding. In ad-
dition, research into cell-type DHSs increases the understanding of how chromatin dynamics
influence cell-type formation and development. Through extension of this research into stress
and acclimation response, a model of how chromatin dynamics initiate cellular responses to
environmental conditions may be made. Lastly, DHSs can be integrated with epigenetic data
to identify how they influence one another and interact to achieve proper cell function.

A more practical advantage of identifying accessible chromatin regions, particularly in
Arabidopsis, is for the creation of new biotechnological applications and transgenic plants.
Through an understanding of chromatin dynamics more intelligently designed synthetic pro-
moters may be designed to take advantage of chromatin dynamics influence over gene expres-
sion. Researchers would gain a greater control over where, when, and how genes are expressed.
Extension of chromatin research to cell-type development and acclimation responses would al-
low researchers to develop synthetic promoters expressed in certain cell-types and under certain
conditions. Synthetic genes may be designed to be accessible under certain conditions en-
abling expression of that gene under those conditions. Currently, synthetic genes are typically
designed with constitutive promoters resulting in gene expression across all tissues constitu-
tively. However, many transgenes require expression only in certain cell-types under certain
conditions for them to be effective. Additionally, in markets within Europe where GMOs are
unwanted, not expressing transgenes in the fruit is advantageous. For example, it is attrac-
tive for those markets to express an insect resistance gene in leaf tissues but not in the fruit
or vegetable that the consumer would consume. Lastly, while transgenic expression of genes
may give several benefits, there are often disadvantages. Expression of cold-regulated genes
(COR), while increasing cold resistance, often reduces the growth rate of plants (Jaglo-Ottosen

et al. (1998); Gilmour et al. (2004)). Expression of the transgene specifically under cold ac-
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climation or other stressful conditions would be significantly advantageous in such cases. In
summary, utilization of chromatin dynamics in biotechnological applications hopes to increase
our understanding and control over transgene expression. Combining chromatin dynamics with
TF binding, motif sites, histone modifications, and DNA methylation may allow genes to be

controlled in a very specific fashion temporally and spatially.

1.5 Cell-type specific root genomics

A large proportion of genomic studies involve the collection of entire tissues from organisms
on which the experiment is performed. While these studies have led to many discoveries,
they miss important data within separate cell-types. Single cell-type analyses improve not
only an understanding into general biological problems like transcriptional control, but also
aid in understanding cell-type development and formation (Trapnell (2015)). For instance,
cell-type specific studies enable researchers to identify how heterogeneous cell-types form and
develop from identical DNA sequences. Likewise, integration with transcriptional data enable
a further understanding into how cell-types form while improving our understanding into the
basic model of transcription. In fact, understanding cell-type chromatin alterations will lead to
the same information on the processes and proteins that lead to chromatin alterations obtained
from an entire tissue study. By performing these studies on individual cell-types we gain
additional information on cell-type development and transcriptional control which could not
be obtained through studies on entire tissues.

Analyses involving whole tissues suffer from issues arising from using heterogeneous sam-
ples (Trapnell (2015)). Namely, the output of any experiment involving whole tissues will be
the average of the population of cells. Data specific to single cell-types may not be detected
as it would be masked by the combined results of other cell-types. Observations from distinct
cell-types are consumed by the heterogeneity of the population. A single cell-type analysis

reduces these cumulative effects and allows observations of higher resolution. For instance,
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results identified from entire root samples would be attributed to the entire tissue. However,
those observations may result from a strong signal coming from the epidermal layer masking
results from other cell-types (Trapnell (2015)). Therefore, in order to understand basics of bi-
ology, like transcription and translation, a greater understanding of how such processes work

at the cell-type level is necessary.

1.5.1 The Arabidopsis root

Arabidopsis is a great model organism for use in cell-type specific analyses. Specifically, the
Arabidopsis root is of particular use in genomics due to its radial design and highly specialized
or distinct cell layers (Birnbaum et al. (2003); Benfey and Schiefelbein (1994)). From the
outermost layer inwardly the layers of the root are: the epidermis, cortex, endodermis, and
stele (Dolan et al. (1993)). All cell layers, except the stele, are a single cell in depth allowing
genomic experiments to be performed in a very targeted manner (Dolan et al. (1993)).

The epidermis is the outermost layer and is the first responder to any external environmen-
tal changes. The epidermis protects the root from external threats while acting as the first tissue
uptaking chemicals, nutrients, and water. By increasing its surface area, through tubular ex-
tensions called root hairs, the epidermis uptakes all necessary nutrients and water for the plant.
The cortex is the next layer and accumulates starch as well as aiding in gas exchange and oxy-
gen storage. Continuing further within the root, the endodermis is a critical cell layer serving
as the absorbing region of the root while controlling the flow between the outermost layers and
the stele. Within the endodermis is a tight barrier called the casparian strip tightly controlling
the flow of solutes and water into the vascular stele. The last cell-type in the Arabidopsis root
is the stele or vascular tissue which is critical for transporting solutes and water throughout the
plant. The stele includes the pericycle, phloem, and xylem. Specifically, the xylem is critical
for transporting water from the root to the rest of the plant, while the phloem is important for
transporting nutrients and signalling molecules (Esau (1977); Enstone et al. (2002)).

In summary, the Arabidopsis root contains very distinct and highly specialized cell layers
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making it a great model organism to understand how cell-types develop and form. Despite
cell-type specific differences in the Arabidopsis root being well understood, the specific mech-
anisms of their development is not. For instance, how do the epidermis and endodermis cell
layers of the Arabidopsis root develop to be so highly specialized? One mechanism, chromatin

remodelling, is one answer to this question and is the main focus of this work.

1.5.2 Root epidermis and endodermis

This thesis focused on the Arabidopsis root epidermal and endodermal cell layers for several
reasons. Transgenic Arabidopsis lines to isolate root epidermis and endodermis nuclei have
been developed in the Austin lab. As was mentioned, the epidermal root is the first layer ex-
posed to any form of environmental changes and is the first responder. Particularly, the root
is exposed to distinct changes in the temperature of the soil or the liquid media within which
they are grown. Similarly, the endodermis layer is expected to be critical for cold stress as it
controls the flow of water into the vascular tissue, making it critical for drought response in
the root (Esau (1977); Enstone et al. (2002); Kiegle et al. (2000); Henry et al. (2012)). For
cold stress and acclimation this is important, as a significant amount of cold damage is from
freezing induced dehydration (Steponkus and Webb (1992)). Lastly, the root shows distinct
changes in gene expression under cold stress with only 14% of its transcriptome changes being
shared with changes in the leaves (Kreps et al. (2002)). Thus, the root appears to drastically
respond to cold conditions in a distinct manner and research into root cold response will pro-
duce unique results. In summary, researching various biological aspects of root epidermis and
endodermis development will increase understanding into chromatin dynamic’s influence on

cell-type development and cold acclimation.

1.5.3 Cell-type specific isolation methods

A challenge with cell-type analyses is the isolation of pure distinct cell-types. The use of cul-

tured cell lines has simplified this problem for a lot of organismal tissues. However, for many
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organisms and tissues, obtaining pure single cell-types can be quite challenging. One pro-
cess to overcome these challenges is fluorescence-activated cell sorting (FACS) (Bonner et al.
(1972)). FACS passes cells, one at a time, through a laser beam to identify and separate those
that have been fluorescently labelled with a fluorescent marker protein. However, this process
requires expensive equipment, is difficult to operate, uses harsh chemicals, and provides low

quality nuclei (Deal and Henikoft (2011)).

A new protocol, isolation of nuclei tagged in specific cell-types (INTACT), was developed
to overcome many of the FACS issues (Deal and Henikoff (2010, 2011)). In this method, plants
are transformed with a transgene containing a nuclear envelope targeting signal, a green fluo-
rescent protein, and a biotin ligase recognition peptide (Deal and Henikoff (2010)). Expression
of the fusion protein using a cell-type specific promoter and a nuclear envelope targeting signal
inserts the folded protein containing the biotin ligase recognition peptide into the nuclei of in-
terest. A biotin ligase is co-transformed with the previous transgene in order for a biotin marker
to be added to the biotin recognition peptide. As a result, the nuclei become biotinylated as the
biotin ligase recognition peptides became tagged with a biotin label. Nuclei of interest are now
easily isolated from the organism using the interaction of the biotin marker with streptavidin
coated magnetic beads. The INTACT protocol thus allows nuclei to be isolated relatively easily

and with high yield and purity (Deal and Henikoff (2010)).

1.6 Acclimation and stress response

Plants have adapted many processes to deal with the fact they are sessile organisms and must
cope with environmental conditions. For agriculture purposes, research into plant environmen-
tal adaptations is critical as extreme environmental conditions significantly impact plant growth
and yield. In addition, due to climate change affecting crop growth and yield, and an ever in-
creasing world population, the agriculture industry is under considerable pressure to produce

enough food for the world (Godfray et al. (2010); Singh (2012); Sinha et al. (2015)). Thus,
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in order to develop crops with high yield and resistance to extreme environmental conditions,
a clear understanding of the mechanisms through which plants respond to adverse conditions
will be critical. Specifically, understanding how crops acclimate to stressful conditions will en-
able future GMOs and agriculture practices that could significantly improve crop survivability
and yield while being exposed to stressful conditions.

Within temperate regions, cold is a major factor significantly impacting the survivability
and growth of crops (Thakur et al. (2010); Kasuga et al. (1999); Sinha et al. (2015)). Cold
stress includes two types: freezing stress, characterized as less than 0°C; and chilling stress,
characterized as less than 20°C. Freezing stress and chilling stress significantly affect the yield
and survivability of many agriculturally important crops including rice, cotton, maize, and soy-
bean (Board et al. (1980); Thakur et al. (2010); Kargiotidou et al. (2010); Rymen et al. (2007);
Sionit et al. (1987)). However, acclimating plants to cold conditions, whereby they become
accustomed to cold conditions, significantly improves their ability to survive cold conditions
(Wanner and Junttila (1999); Guy et al. (1985)). Many plants do not carry the ability to cold
acclimate while others do (Chinnusamy et al. (2007); Wanner and Junttila (1999)). Therefore,
in order to enhance cold survivability of crops, a proper understanding of how cold acclimation
occurs will be necessary. Understanding cold acclimation will aid in enhancing existing cold
acclimation but also in giving crops the ability to cold acclimate. It is interesting to note cold
and freezing stress also impart severe dehydration on plants. As a result, understanding the
effects of cold on plants will not only enable an understanding of how plants respond to cold,
but also reflect insights of how plants respond to dehydration (Steponkus and Webb (1992);
Fowler and Thomashow (2002); Steponkus et al. (1998)).

1.6.1 Cold stress and acclimation pathways

Plants respond extensively to cold stress and acclimation through the activation of many genes
and pathways. In Arabidopsis the exact number of cold regulated genes is unknown but, de-

pending on the study, between 4% and 14% of all genes are cold-regulated genes (Hannah
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et al. (2005)). One of the most studied cold stress and acclimation pathways is called the
C-repeat binding factor (CBF) pathway. The CBF pathway controls many of the downstream
cold-regulated genes upregulated during cold stress and acclimation. The most studied proteins
within this pathway are ICE1 (Interactor of little elongation complex ELL Subunit 1) and CBF
transcription factors (Chinnusamy et al. (2003); Medina et al. (2011)). The three CBF TFs:
CBFI1, CBF2, and CBF3, are part of the AP2 transcriptional activator family and are critical
for cold acclimation due to binding a critical motif element in many cold-responsive genes.
This element is called the C-repeat (CRT)/dehydration-responsive element (DRE) and contains
the core sequence CCGAC (Baker et al. (1994); Yamaguchi-Shinozaki and Shinozaki (1994)).
In addition to being important for cold acclimation, this motif is critical in plant dehydration
response due to a strong overlap between those respective pathways (Yamaguchi-Shinozaki
and Shinozaki (1994)).

A secondary pathway initiated during cold stress and acclimation is the ABA signalling
pathway (Laang and Palva (1992); Xiong et al. (1999)). Previous research found ABA levels
increased in response to cold with many cold regulated genes responding to ABA input (Lang
et al. (1994); Gilmour and Thomashow (1991); Laang and Palva (1992); Gilmour et al. (1998)).
In fact, there is an enrichment in the ABA binding element, ACGTGG/T, within many cold
regulated genes in addition to the CRT/DRE element (Hannah et al. (2005)). As a result, it
appears cold stress and acclimation is controlled, at least partly, through an ABA-dependent
pathway. For a complete understanding of cold acclimation, it will be necessary to understand

these two pathways and how they both affect cold gene expression.

1.6.2 Chromatin modifications and the cold acclimation response

Chromatin remodelling and histone modifications have been found to be extensively involved
in stress and acclimation responses, including cold response (Lee et al. (2005); Kwak et al.
(2007); Hu et al. (2011); Kim et al. (2004); Jung et al. (2013); Zhu et al. (2008)). Of the cold

upregulated genes identified, many are involved in histone modifications and chromatin remod-
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elling processes (Lee et al. (2005)). For instance, high mobility group (HMG) proteins, which
are linked to extensive chromatin remodelling, are upregulated in response to cold within Ara-
bidopsis (Kwak et al. (2007)). In addition, one cold-responsive gene (DREB) became accessi-
ble after cold-induced methylation and histone acetylation in its promoter (Hu et al. (2011)).
Likewise, a cold-responsive gene, FLOWERING LOCUS C (FLC), which is heavily studied
in flowering control was found linked to histone modifications (Kim et al. (2004)). In this
case, the protein HOSI1 interacts with a protein called FVE preventing the histone deacety-
lase, HDAG6, from remodelling the chromatin at the FLC locus (Jung et al. (2013)). Lastly, a
protein known as HOSI15 is implicated in chromatin remodelling as a result of cold stress. In
HOS15 mutants researchers observed a genome wide increase in histone 4 acetylation levels
which localize with DHSs (Zhu et al. (2008); Rando (2007); Bell et al. (2011)). In summary,
the literature documents a significant change in histone modifications and chromatin remod-
elling in response to cold stress and acclimation. In order to more completely understand plant
cold acclimation transcriptional control, details of how chromatin modifications and chromatin

remodelling occur, and how they subsequently effect DNA accessibility, will be necessary.

1.7 Research objective

This thesis set out to characterize and identify DHSs across the Arabidopsis root epidermis and
endodermis under control and cold acclimation conditions while integrating generated data
with supplemental transcriptomic and epigenetic data. The first objective of this study is to
generate an analysis pipeline and program to utilize and analyze the new data format gener-
ated through the DNase-DTS protocol. The second objective, is to use the analysis pipeline to
identify DHSs within the Arabidopsis root epidermis and endodermis under control and cold
acclimation. The third objective, is to analyze and integrate the resulting data with public tran-
scriptomic and epigenetic data to identify distinct associations and patterns. Through previous

research indicating distinct differences in chromatin accessibility across tissue and cell-types
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under various conditions, it is hypothesized there will be distinct differences in chromatin struc-
ture across the root epidermis and endodermis under cold and control conditions. In addition, it
is expected each cell-type and condition will show many shared but many unique DHSs across
the genome and that they will display unique properties. Through transcriptomic data integra-
tion, an association of DHSs with gene expression is expected to be observed. Specifically,
highly transcribed genes are expected to be associated with the majority of highly accessi-
ble DHSs in their promoters. Likewise, through epigenetic data integration, an association of
DHSs with histone modifications and DNA methylation is expected to be observed. The last
objective of this study is to identify TF binding motifs enriched within accessible promoters
of cell-type specific and cold acclimation specific genes. It is hypothesized these cell-type and
acclimation specific genes will be associated with distinct TF binding motif patterns. Integra-
tion of DHS data and motif data with the cold acclimation CBF pathway will hopefully enable
a greater understanding as to how this pathway is controlled through chromatin accessibility
and TF binding.

The resulting DNase-DTS (DDTS) analysis pipeline and program resulting from this the-
sis will enable future studies into cell-type specific DNase I studies and be used with various
data sources like ChIP-seq. The resulting DHS data from the epidermis and endodermis may
be used as a resource for future studies looking into cell-type and stress responsive chromatin
dynamics. Results from this study will enable a further understanding into the characteristics
of transcription and epigenetics across cell-types and environmental conditions. By integrat-
ing epigenetic and transcriptomic data it will enable a higher resolution snapshot into distinct
regulation patterns and the mechanisms of how they interact and are controlled. Lastly, this
study outlines a possible way to utilize DHSs with motif mapping to select motif targets for

transgenic applications.
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Materials and Methods

2.1 Plant growth conditions

T3 transgenic Arabidopsis seeds (Col-0 ecotype) were sterilized using chlorine gas in a gas
chamber for fifteen minutes. Transgenic Arabidopsis seeds were imbibed in test tubes contain-
ing % X MS salts for three days at 4°C. Seeds were sown on mesh squares approximately 1 inch
by 1 inch and placed on agar plates containing % X MS salts (Murashige and Skoog (1962))
with 50 ng/mL of kanamycin. Agar plates were allowed to germinate (in a growth chamber)
at 24°C with 24 hours of light. Ten days after germination the mesh squares were transferred
to 125 mL flasks with % X MS salts and 1% sucrose. Silicosen® C-type caps were used to seal
flasks in order to prevent contamination but enable ventilation. Flasks were shaken at 80 rpm
at 24°C with long day conditions (18 hours of light, 6 hours of dark). Media was thereafter
refreshed every three days. Control plants were grown in flasks for four weeks and cell-type
specific nuclei were isolated using the INTACT protocol (see Section 2.2.2; Deal and Henikoff
(2011)). In contrast, cold acclimated plants were grown for three weeks at room temperature
and then grown at 4°C for one additional week. Once the week of acclimation was completed,

cell-type specific nuclei were isolated.

26
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2.2 DNase direct to sequencing

2.2.1 Transgenic Arabidopsis lines

Transgenic Arabidopsis cell lines for isolating cell-type specific nuclei were created using the
floral-dip method (Zhang et al. (2006)). Transgenic Arabidopsis (ecotype Col-0) were trans-
formed using a modified pPCAMBIA 2300 plasmid containing a transgene designed for isolat-
ing tagged nuclei. The transgene encodes a nuclear envelope targeting protein composed of a
nuclear envelope targeting signal, green fluorescent protein (GFP), and a biotin ligase recog-
nition peptide (BLRP) (Deal and Henikoff (2011)). To enable cell-type specific isolation the
transgene was transformed under the control of the WEREWOLF (AT5G14750) gene promoter
for root epidermis expression, and the SCARECROW (AT3G54220) gene promoter for root en-
dodermis expression (Lee and Schiefelbein (1999); Di Laurenzio et al. (1996)). Each transgene
was co-transformed with a biotin ligase (BirA) from E. coli. All experiments were performed
using T3 or higher transgenic lines. As a result, the cell-types of interest now express a BLRP
in the nuclear membrane that acquires a biotin signal from the biotin ligase. Cell lines were
confirmed through visual assessment of GFP expression under a Nikon® fluorescence micro-

scope, model Eclipse Ni-U.

2.2.2 Isolation of cell-type specific nuclei

Isolation of cell-type specific nuclei was performed using the INTACT protocol of Deal and
Henikoff (2011) with several changes. Root balls of approximately 4 g were cut from 6-12
plants grown in liquid media using a razor blade and ground in liquid nitrogen to a fine powder
using a mortar and pestle. Ground tissue was transferred to another mortar and pestle and
suspended in 10 mL of ice-cold nuclei purification buffer (NPB). NPB contains 20 mM of
MOPS, 40 mM of NaCl, 90 mM of KCl, 2 mM of EGTA, and 0.5 mM of EDTA. MOPS was
added to 250 mL of laboratory grade water and pH was adjusted to 7. Everything else was

then added and final volume was brought up to 500 mL. NPB was filter sterilized through a



28 CHAPTER 2. MATERIALS AND METHODS

VWR®Bottle Top Filtration (500 mL, .2 wm pore size). Prior to performing INTACT, 0.2 mM
of spermine, 0.5 mM of spermidine, and 1x proteins inhibitor cocktail are added to 40 mL of
NPB.

The suspended tissue is now filtered through 70 wm and 40 um filters and centrifuged
at 1000 g for 10 minutes at 4°()C. Meanwhile 25 L of streptavidin-coated beads (M-280,
Invitrogen) were added to 1 mL of NPB and 10 uL. of DAPI were added to 1 mL of NPB.
Discard the supernatant from the tube in the centrifuge and re-suspend tissue pellet in 1 mL
of NPB with DAPI, incubate for 3 minutes on ice. Centrifuge NPB with beads at 1000 g for
2 minutes at 4°C and discard supernatant, re-suspend in 25 puL. of NPB. Centrifuge tissue with
NPB and DAPI at 1000 g for 10 minutes at 4°C, discard supernatant. Suspend tissue in 1 mL
of NPB and add beads. Rotate at 4°C using a rotating mixer for 45 minutes during which 0.1%
(vol/vol) Triton X-100 is added to the remaining NPB.

Add suspended tissue to a 15 mL conical containing 9 mL of NPB and 0.1% (vol/vol)
Triton X-100. Incubate tube for 10 minutes at 4°C using a using a DynaMag 15 (Life Tech-
nologies). Remove supernatant being careful not to disturb nuclei and add 10 mL of NPB with
0.1% (vol/vol) Triton X-100. Incubate again for 10 minutes at 4°C and remove supernatant.
Suspend beads along tube walls with 500 uL. of nuclease free water. Bead-Bound nuclei and
unbound nuclei were counted using a Bright-Line® hemacytometer on a Nikon® fluorescence
microscope, model Eclipse Ni-U. Purity of nuclei preparations were calculated by dividing the

bead-bound nuclei by the total nuclei number.

2.2.3 DNase I digestion and isolation

Nuclei from each biological replicate were divided into four separate samples of 100,000 nu-
clei each. To identify an appropriate amount of digestion for each biological replicate in down-
stream bioinformatics, three samples were digested at varying amounts (0.1 U - 0.7 U) of
DNase I in addition to an undigested sample (0 U). Nuclei were digested for 10 min at 37°C.

After DNase I digestion, DNase I was inactivated using 50 mM EDTA and an incubation pe-
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riod of 10 minutes at 70°C. DNA was isolated from nuclei using the QIAamp® DNA Micro
Kit (Qiagen).

2.2.4 DNA sequencing using Nextera® and the Illumina® MiSeq®

Three digested samples and one undigested sample from the same biological replicate were
prepared for sequencing on a single Illumina v3 600 sequencing cartridge using the *Nextera®
XT Library Prep Kit’ (Illumina). Samples were identified by labelling them with separate
indexes (Nextera Index Kit). The Agilent 2100 Bioanalyzer was used to analyze samples to
ensure efficient DNase I digestion and sequencing library prep. A proper digestion profile is
seen when there is a large peak of small sized fragments that slowly decrease towards larger
fragments. An undigested sample is observed when there is a large peak of large sized frag-
ments. It is important that a shift is observed from undigested to optimally digested across a
range of DNase I units so an accurate assessment of digestion may take place. The Bioan-
alyzer analysis is only a first line check of digestion and a more comprehensive assessment
occurs during computational analysis. DNase I analyses were repeated against fresh nuclei at
higher units of DNase I if samples appeared poorly digested. After Nextera library preparation,
the four biological-related samples were paired-end sequenced using 500 cycles of a MiSeq®
Reagent Kit v3 600 cartridge on an Illumina MiSeq® sequencer. Digested samples from the
same biological replicate were sequenced on the same sequencing cartridge to minimize se-

quencing biases.

2.2.5 Mapping sequencing reads to the reference

Raw reads produced by the Illumina MiSeq were retrieved in FastQ format. The raw paired-
end reads were aligned to the TAIR10 (Berardini et al. (2015)) genome using BWA (Li and
Durbin (2009)) with the following parameters:

-q 30 -t 15 -n 0.04 -0 1 —-e -1

BWA was set to trim a read down to retain a Phred quality score >30. A phred score
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above 30 retains only high quality base pairs with a probability of an incorrect base call of 1 in
1000 (Ewing et al. (1998)). PCR duplicates generated by PCR amplification were removed by
identifying any read pairs with the same external coordinates. The pair of reads with the highest
mapping quality were retained for further analysis. In addition, reads mapping to multiple
genomic locations were removed so only uniquely mapped reads remained. Lastly, sample read

counts were downsampled to the same read count for accurate sample to sample comparisons.

2.2.6 Computational analysis

Mapped reads were run through a custom script, called DDTS, which processes the raw data
and identifies DHSs. DDTS was written in Python specifically for this project as no analysis
tool has been developed for this form of data. The script has been packaged to be published
and used as a Linux tool. Pseudo-code for DDTS is available in Algorithm 2.1. A detailed
description of DDTS is available in the results section.

Briefly, DDTS identifies DHSs by statistically comparing digested samples to undigested
samples and identifying regions within the digested sample with a significant lack of sequenc-
ing. DHSs are further filtered based upon a statistic, the likelihood ratio, comparable to a
fold change in microarray or RNA-seq studies. DDTS outputs the genomic locations of DHSs
and statistical information of each replicate in a BED file. Correlation between replicates
is performed on processed wig format files to ensure high reproducibility. Replicates were
run through DDTS on an individual basis to assess DNase I digestion and reproducibility of
each replicate. To identify statistically significant DHSs and produce final DHS datasets, three
replicates were run through DDTS in tandem. In combination to individual replicate assess-
ments, optimal DNase I digestion profiles and sample reproducibility were assessed in final
DHS datasets. Lastly, datasets were checked to ensure they lacked a DHS in the promoter
of a negative control gene called CINFUL-LIKE, a transposable element (AT4G03770; Zhu
et al. (2015); Shu et al. (2013)). As a transposable element, CINFUL-LIKE is a silent gene and

was previously found associated with closed chromatin (Shu et al. (2013)). Likewise, datasets
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were checked to ensure they contained a DHS in the promoter of a positive control gene called
ACTIN7 (AT5G09810; Zhu et al. (2015); Shu et al. (2013)). As ACTIN7 is a gene expressed

constitutively, it was previously found associated with open chromatin (Shu et al. (2013)).

2.2.7 DNase hypersensitive site analysis

To assure each DHS had a unique genomic location identifier, DHSs were classified into ge-
nomic categories in order of importance from the upstream 1000 bp, S’UTR, 3’UTR, exon,
intron, downstream 200 bp, and intergenic. Gene ontology (GO) analysis was performed using
a custom script which tests for gene enrichment within GO slim categories using a hypergeo-
metric test.

Statistical comparisons between sizes of DHSs across genomic categories were performed
in R through a Kruskal-Wallis & Dunn test with a p-value <0.05. Correction of experiment-
wise error-rate was performed using a Benjamini-Hochberg adjustment. The FSA and dunn.test

R packages were used for statistical analysis of DHS size (Dinno (2017); Ogle (2017)).
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input : Undigested .bam and digested .bam files or undigested and digested .wig files
output: .wig file when input is .bam or .bed file when input is .wig

if input is .bam then
| Convert input to .wig using F-Seq

end

if input is .wig then

Read in 100,000 bp basepairs of sequence for all WIG files and normalize start
position across replicates

while file end is not reached do
foreach Scanning window do
foreach Base pair in window do

foreach Biological replicate do
Append kernel probability of current base pair for each undigested

and digested replicate to storage array
end
end
end

Take mean of current scanning window of each undigested and digested replicate

if Number of replicates >= 3 then
\ Perform T-test between undigested and digested sample means

else
else we perform a T-test between the scanning windows of digested and

undigested samples
end

if Test Statistic > cutoff then
flag = TRUE

foreach Biological Replicate do
if LikelihoodRatio < cutof f then
| flag = FALSE,;
end
end
if flag = TRUE then
Append DHS location, test statistic, p-value, and mean replicate kernel
probabilities to the output file
end
end

Read in next 100,000 bp chunk from the .wig files. Repeat loop until end of .wig
files reached

end

Return BED file with DHS position and statistical data

end
Algorithm 2.1: Main Function of DNase-DTS
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2.3 Transcriptomics

2.3.1 Processing RNA-seq data

Raw RNA-seq data were obtained from Li et al. (2016). Briefly, this study obtained RNA from
15 distinct root cell-types using fluorescence-activated cell sorting combined with paired-end
sequencing their samples on an Illumina HiSeq2000. For this work, raw paired reads were
obtained from the NCBI SRA database under BioProject PRINA323955 and mapped to the

TAIR 10 genome using STAR (Dobin et al. (2013)) using the following parameters:

STAR —--genomeDir star—genome —--outFilterMultimapNmax
20 --alignSJoverhangMin 8 --alignSJDBoverhangMin8
——outFilterMismatchNmax 8 —--alignIntronMin 35 —--alignIntronMax
2,000 -—alignMatesGapMax 100,000 —-readFilesCommand zcat

——runThreadN 6 --readFilesIn

For a detailed description of what each parameter entails see Dobin et al. (2013) and Li
et al. (2016). Only uniquely paired reads were retained for further analysis. For each gene,
the number of mapped reads were counted through the featureCounts script which proceeds to
output the number of uniquely mapped reads for each gene (Liao et al. (2013)). Finally, the
read count for each gene is used to calculate the FPKM (fragments per kilobase of transcript

per million mapped reads) with the following equation:

FPKM; = X0 (2.1)
;N
Where i is the current transcript, X; are the read counts for each transcript, 7, is the effective
length, and N is the number of reads. To control for biological variation the mean FPKM of
three replicates is used for all analyses. The FPKM is used for this expression analysis as it
enables normalization between samples and accurate comparison between genes. To integrate

DHS data with gene expression data, genes were sorted from highest to lowest FPKM and
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split into six separate expression bins (see Figure 3.7). An identical analysis was performed
on epidermal and endodermal microarray data to confirm the results with a secondary source.
Processed epidermal and endodermal microarray data were obtained from Birnbaum et al.

(2003).

Despite cold RNA-seq data not existing for cell-type specific nuclei, the prior analysis
was repeated by integrating cold DHS data with cold acclimated Arabidopsis microarray data
obtained from Hannah et al. (2005). Raw microarray data were loaded into R (Team (2013))
and analyzed using the R packages affy (Gautier et al. (2004)) and athl121501.db (Carlson
(2016)). For cold microarray data, the mean probe intensity was calculated from the mean
of three replicates. Similar to the RNA-seq data, genes were sorted from highest to lowest

expression level and associated with respective DHSs (see Figure 3.8).

ANOVA analysis was performed to identify if DHS t-test scores or likelihood ratios were
associated with gene expression levels. A likelihood ratio was chosen as an indirect measure
of a DHS’s accessibility and is obtained by dividing the mean of a DHS’s control kernel prob-
ability by the mean of the DHS’s digested kernel probability (see Results). To accomplish this,
DHSs were associated with their respective gene and FPKM, sorted from highest to lowest
t-score or likelihood ratio, and split into six groups or bins (see Figure 3.9). To normalize
deviations, FPKM for all genes were log;, transformed. Deviations within this analysis were
assumed to have constant variance, be independent, and normally distributed with a mean of
zero. Normality assumptions were tested through visual analysis of the residuals against the fit-
ted values in addition to a Q-Q plot. To test for the assumption of constant variance a Bartlett’s
test was performed. Mean FPKM expression values for each treatment and 95% confidence
intervals were calculated using the R package Ismeans (Lenth (2016)). Fitted means on the log

scale were back-transformed to their natural scale before visual plotting.
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2.3.2 Identifying differentially-expressed genes

The R package DESeq was used to identify differentially-expressed root epidermal and endo-
dermal genes from RNA-seq data obtained from Li et al. (2016) (Anders and Huber (2010)).
DESeq identifies differentially-expressed genes using raw count data and a negative binomial
distribution. Differentially expressed genes were identified using a binomial test with adjusted
p-values (p <0.01) using a Benjamini-Hochberg adjustment. Cold differentially-expressed

genes were obtained from Hannah et al. (2005).

2.4 Epigenetics

Processed and raw Methyl-seq data were obtained from Kawakatsu et al. (2016) through the
NCBI GEO database under GSE79710. Processed data contained only identified methylated
cytosines and was used for integration with DHSs. Methylated cytosines were identified
through a binomial distribution as described in Kawakatsu et al. (2016). Cytosines were la-
belled as identified methylated cytosines if they passed a significance threshold of p < 0.01.

For comparing DHSs with all mapped cytosine positions, raw data from Kawakatsu et al.
(2016) was processed and analyzed. The bismark program utilizing the bowtie2 script mapped
the raw Methyl-seq fastq data to the Arabidopsis TAIR10 genome to obtain a site by site methy-
lation profile (Langmead and Salzberg (2012); Krueger and Andrews (2011)) through the fol-
lowing command:

bismark —--bowtie2 -n 1 -1 50

Running bismark this way does not allow any more than one non-bisulfite mismatch for
every read. However, this alone does not result in the basepair resolution methylation data.
To accomplish site specific CpG, CHH, and CHG methylation data, the processed data were
filtered through the bismark_methylation_extractor script with the following parameters:

bismark methylation extractor —--multicore 8 ——comprehensive

—-bedgraph —--counts —--cytosine report —--CX context
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Methylation information for each cytosine was only retained if the specific cytosine had at
least four mapped reads.

Processed histone data were obtained from Deal and Henikoff (2010) under the GSE ac-
cession number GSE19654. Briefly, this experiment used the INTACT protocol to isolate epi-
dermal non-hair cell nuclei using the GL2 promoter. DNA was then isolated from nuclei using
ChIP with antibodies specific to the required histone modification. Isolated DNA was cohy-
bridized to a custom Roche NimbleGen Arabidopsis tiling array with H3 ChIP DNA. This
thesis took the mean of two biological replicates for each ChIP experiment and integrated it

with DHS data.

2.5 TF binding site enrichment

A-priori motif prediction was performed on 750 bp upstream and 250 bp downstream of gene
transcriptional start sites (TSSs) using Cismer and pssmROC (Austin et al. (2016)). A priori
motifs tested for enrichment were provided by Weirauch et al. (2014). This motif list contains
hundreds of motifs across 32 transcription factor families. Motifs were tested on an individual
basis for enrichment and enriched motifs summarized using their respective transcription factor
family for plotting (see Figure 3.17). The custom script, pssmROC was run on gene specific
lists using the following parameters:

pssmROC weirauch.pssms background. fasta genelist.fasta 0 1

The weirauch.pssms is a file containing the positional specific scoring matrices (PSSM)
for each motif in the dataset. The background.fasta file contains the upstream 750 bp and the
downstream 250 bp of each gene TSS in the TAIR10 genome. The geneList.fasta file contains
the upstream 750 bp and the downstream 250 bp of each gene TSS in a desired gene list. The
0 and 1 indicate the range of functional depths at which to test for motif enrichment. Motif
locations in every gene were plotted in addition to DHS locations for comparative analysis.

Motifs were identified as enriched if they were found to have a Z-score >3.
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Results

This work developed a custom script called DDTS for the efficient and accurate identification
of DHSs across the Arabidopsis genome using sequencing data obtained from nanogram quan-
tities of DNA isolated from cell-type specific nuclei preparations. DDTS statistically identified
DHSs through a novel bioinformatic tool which incorporates a novel analysis algorithm, F-Seq
(Boyle et al. (2008b)), and BEDtools (Quinlan and Hall (2010)). Computational quality checks,
in addition to DDTS, were developed to ensure proper DNase I digestion. Results identified
several thousand DHSs in the Arabidopsis root epidermis and endodermis under control and
cold conditions. Analysis of DHSs revealed distinct DHS genomic distribution profiles with
the majority of DHSs surrounding the TSS. A comparison of DHS size within genomic loca-
tions identified significantly wider DHSs within the upstream 1000 bp. Integrating DHSs with
RNA-seq, microarray, methylation, and histone modification data resulted in correlations with
gene expression and unique epigenetic patterns. Integration with RNA-seq and microarray data
obtained differentially-expressed and simultaneously differentially-accessible (DE/DA) genes
from each cell-type and condition. Testing for enrichment of TF binding motifs within DE/DA

genes identified enrichment of motifs from the TF families AP2, bHLH, bZip, and CG-1.

37



38 CHAPTER 3. RESULTS
3.1 Identifying DHSs in the Arabidopsis genome with DDTS

The DDTS computational analysis pipeline was developed to process data generated through
the DNase-DTS protocol and identify DHSs. DDTS was written in Python and has been pack-
aged to be published and used as a Linux tool in combination with existing Linux applications.
It may be used on all organisms and across different experiments generating data requiring an

identification of a lack of sequencing.

3.1.1 Raw data conversion and processing

DDTS’s first step is to convert files containing uniquely mapped reads, in BAM format, to
BED format using BEDTools bamToBed (Quinlan and Hall (2010)). Converted files are sub-
sequently run through a program called F-Seq with the following parameters: -v -1 200 (Boyle
et al. (2008b)). F-Seq converts raw mapped reads in BED format to a continuous base pair
probability signal, in WIG file format. In other words, F-Seq calculates a Gaussian kernel
density estimation which generates a continuous and smooth signal. This smooth signal is the
probability for every base pair or, is the probability or likelihood of a sequenced read being
found at that specific base pair. Wig files for each sample and separate chromosome are gener-
ated from this step. Correlation analysis between replicates, using the wig files, was performed

to ensure replicates are highly reproducible.

3.1.2 Novel algorithm for identification of DHSs

After the processing of raw data, DDTS identifies DHSs by scanning and comparing the kernel
probability of the digested and undigested samples. DDTS runs each chromosome separately
on distinct CPU cores for quick and efficient analysis times. To keep memory usage low, for
use on a wide range of computers, DDTS reads in 100,000 base pairs at a time from the wig
files. DDTS scans along the genome in specified window sizes and shifts this window a small

step at each iteration. For example, all analyses performed in this work were performed with a
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scanning window size of 300 bp and a step size of 25 bp. As a result, these settings limit DHS
size identification to a minimum of 300 bp. However, this window and step size may be altered
depending on the initial data. At this stage DDTS reports DHSs through one of two methods

depending on the number of replicates.

If there are less than three replicates, DDTS compares all probability values in the current
300 bp window of the digested sample to the 300 bp window of the undigested sample through
a t-test. If three replicates or more are inputted, a mean of the 300 bp window for each replicate
is taken. The t-test for this method is performed between means of the undigested replicates
and means of the digested replicates. For both methods, if the t-test reports a t-score higher

than the specified cut-off it continues to filter the data using a second filter.

The second filter is similar to the fold difference cut-off in RNA-seq data, called the like-
lihood fold difference or likelihood ratio. DDTS calculates the likelihood ratio for a DHS by
dividing the mean probability of finding a read in the undigested samples by the probability
of finding a read in the digested samples. To ensure a stringent identification procedure, each
replicate has to pass this likelihood ratio cut-off individually. DNase-DTS compares the undi-
gested and digested sample from the first replicate, checks to see if it passes the cut-off, and
continues on to the other replicates. If all replicates pass this cut-off, a DHS is reported for the

current window.

To control the false discovery rate (FDR) of the analysis, the likelihood ratio is adjusted
until a sufficient FDR is met. In general, the higher the ratio cut-off the lower the false discov-
ery rate. However, increasing the cut-off results in a lower true positive rate thereby trading
sensitivity for increased specificity. As a result, to keep the true positive rate as high as pos-
sible, a cut-off enabling a 5% false discovery rate (FDR <.05) was selected. In addition, the
likelihood ratio is proportional to a DHS’s accessibility and will be discussed further later. For
each window, the statistical test and filters are performed until the current loaded 100,000 bp
sequence is read, after which, the next 100,000 bp sequence is read in. This analysis is repeated

for each 100,000 bp sequence until the entire length of the chromosome is analysed.
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After the entire chromosome has been read, DDTS outputs a file of identified DHSs. DDTS
reports the location of each DHS, the t-score, p-value, and mean probability for each undi-
gested and digested replicate. Since the step size results in overlapping windows the reported
DHSs may overlap. As a result, BEDTools mergeBed combines the overlapping windows post-
analysis. Provided in the methods section is the pseudo-code describing the main function or
algorithm of the DDTS script when run with input WIG files, helper functions for reading and

writing files are left out for clarity (Algorithm: 2.1).

3.2 Assessing optimal DNase I digestion and computational
settings

Proper library prep and DNase I digestion of biological samples were analyzed on an Agilent®
Bioanalyzer. Observations of samples exposed to a DNase I dilution series revealed a shift
from a higher frequency of larger DNA fragments to a higher frequency of smaller DNA frag-
ments (Figure 3.1). The appropriate digestion profile is evident when one observes a large peak
of small sized fragments that slowly decreases as you get to larger fragments. However, over
digested samples will also display a large peak of small sized fragments. Hence, this assess-
ment should only be used in a dilution series where one may observe the shift across a range
of DNase I units. Figure 3.1 shows an optimally 0.5 U digested sample, as it displays a high
frequency of small fragments. Figure 3.1 also displays a decreased amount of DNA across the
dilution series, indicated by a decrease in fluorescence units. The Bioanalyzer step is optional
as ultimate assessment of DNase I digestion takes place through computational analysis.

After ensuring proper library prep, digested DNA samples were sequenced on an Illumina®
MiSeq NGS system. Table 3.1 shows a brief summary of sequencing information of each bi-
ological replicate and experimental condition across the DNase I dilution series. Sequencing
obtained 676 million reads from all sequencing libraries. From these 635 million reads (94%)

mapped to the Arabidopsis genome with 480 million reads (71%) mapping to a unique se-
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Figure 3.1: Bioanalyzer results for one biological replicate digested at 0.0 U, 0.1 U, 0.3 U,
and 0.5 U of DNase 1. The fragment migration time (seconds) versus the fluorescence units is
shown. The x-axis represents the size of DNA fragments while the y-axis represents the quan-
tity of fragments. Peaks observed on either end of each subplot are label markers. Increased
digestion shifts fragment size distribution to a higher frequency of small sized fragments.
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quence. One outlier to note is the endodermal cold replicate #3 had a low unique read percent-
age when compared with other sequencing runs. As the 0.5 U sample resulted in a similar read

count to other runs, the data from this sample was used in downstream analysis (see Figure 3.2).

The DDTS program processed and analyzed DHSs of individual replicates to assess their
digestion profiles across a DNase I dilution series (Table 3.2). Replicates showed a typical
digestion pattern of an increasing number of DHSs as DNase I units increased. In addition,
each replicate displayed an increasing width of DHSs as DNase I units increased. These results
indicate an increase in the amount of digested DNA due to higher units of DNase I. Results
identified a greater number of DHSs and larger DHSs in endodermal cold replicate #3, an
outlier compared to other replicates. It is important to note the endodermal cold biological
replicates were digested with a different amount of DNase I compared to other samples at 0.3
U, 0.5 U, and 0.7 U of DNase I. Before continuing the analysis, individual replicates were
assessed for optimal DNase I digestion through computational analysis. Appendix A displays
the complete digestion profiles of each replicate in pie and bar chart figures. Replicates showed
ideal DNase I digestion profiles across DNase I dilution series. Each replicate displayed an
increase in percent of DHSs within the upstream 1000 bp and a decrease in percent of DHSs
within other genomic regions. These figures may also be used to assess the number and size of

DHSs in a dataset, as was done in Table 3.2.

Individual replicates were correlated using processed bigWig format files to ensure high
reproducibility before continuing the analysis with combined replicates. Table 3.3 shows the
correlation between each replicate in each cell-type and experimental condition. All replicates
demonstrated high correlation with one outlier, the endodermal cold replicate showed lowest
correlation with r=0.829 at 0.7 U of DNase 1. To additionally assess high reproducibility, repli-
cates were compared using all available data including DHS distribution, size, and number of

DHS:s.

Running individual replicates through DDTS is used to assess reproducibility and DNase

I digestion of individual replicates. To identify optimal DHS data for each cell-type and ex-
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Table 3.2: Summary of the number of DHSs and their mean size, in bp, from each biological replicate and experimental condition.

DNase I Units 01U 03U 050

Epidermal Control Number of DHSs Mean Site Size (bp) Number of DHSs Mean Site Size (bp) Number of DHSs Mean Site Size (bp)
Replicate #1 32559 502.92 35488 502.43 54379 637.36

Replicate #2 30708 478.52 34369 519.33 35585 551.21

Replicate #3 27429 453.61 33030 491.67 44078 591.91

Endodermal Control

Replicate #1 23889 446.26 25951 521.76 31233 536.12
Replicate #2 - - 25690 564.91 31581 605.21
Replicate #3 23772 458.81 26486 525.52 33124 612.47
Epidermal Cold

Replicate #1 33928 490.92 48909 747.68 50363 991.38
Replicate #2 28494 454.37 31085 471.49 37558 549.10
Replicate #3 28692 500.39 29792 551.14 37698 550.15
Endodermal Cold? 03U 05U 07U

Replicate #1 33432 568.02 38543 601.44 42209 801.92
Replicate #2 36962 558.27 37373 506.07 40428 596.60
Replicate #3 48096 1127.13 58178 1294.37 49145 1934.76

Note: A]] replicates were analyzed through DDTS with a t-score cut-off of 15 and a likelihood fold difference of 2.0.
2 The endodermal cold replicates were run at 0.3 U, 0.5 U, and 0.7 U of DNase I.
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perimental condition, replicates were run through DDTS in tandem across the DNase I dilution
series. Final DHS data for each sample were chosen from the DNase I dilution series through
analysis of DNase I digestion patterns. The optimal DHS data is the sample showing an opti-
mal amount of DNase I digestion such that DNA is sufficiently digested but not over digested
(see Methods). 0.5 U of DNase I was selected as the appropriate amount of digestion when
assessing DHS datasets for 100,000 isolated nuclei (Figure 3.2). 0.7 U was found inappropri-
ate for further analysis as it was found to be over digested. The discussion section discusses
the reasoning behind selection of the optimal digested sample in greater detail. Selection of
the optimal digested sample is important as it will enable a higher quality of identified DHSs.
Over digestion results in regions not accessible being digested and identified as DHSs, while
under digestion results in regions accessible not being digested and identified as DHSs. Thus,
optimal digestion results in low false positives and low false negatives. Briefly, 0.5 U had the
highest percentage of upstream 1000 bp DHSs and the smallest percentage of DHSs in other
genomic categories. While 0.1 U and 0.3 U digested samples were not over digested, 0.5 U had
a higher degree of digestion enabling efficient identification of DHSs. In addition 0.1 U and
0.3 U digested samples were under digested and identification of all DHSs would be difficult.
0.7 U had a drop in the percentage of upstream 1000 bp DHSs and a larger percentage of DHSs
and was deemed too over digested to be used in the final analysis (see ’Epidermis and endo-
dermis DHSs share distinct characteristics’). Repeating the dilution series for all biological
samples was performed as it serves as an important quality control step in DNase digestion. It
is important to select the appropriate digested sample for analysis as under digestion or over

digestion will complicate DHS analysis and introduce high false negative rates.

To keep the false discovery rate (FDR) lower than 5%, the likelihood ratio cut-off in DDTS
was adjusted and the number of DHSs identified in final datasets compared to the number of
DHSs identified from equally sized random datasets (Table 3.4). Random sequencing datasets
are randomly generated from existing data using BEDTools random and run through DNase-

DTS exactly as performed to biological sequencing data (Quinlan and Hall (2010)). The t-
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test statistically identified significant DHSs as long as the t-test reported a t-score above 3.
Increasing the t-score only slightly altered the FDR compared with adjusting the likelihood
ratio and so remained at 3 for all DHS datasets. Adjusting the likelihood ratio reduced the true
positive rate (TPR), therefore, a balance was made between lowering the FDR and maximizing
the TPR. The selected fold difference or likelihood ratio cut-offs for the epidermal control was
1.6, 1.5 for the endodermal control, 1.5 for the epidermal cold, and 1.6 for the endodermal cold.
The final number of identified DHSs for each condition at 0.5 U of DNase I were: 18599 for
the epidermal control, 16566 DHSs for the endodermal control, 16285 DHSs for the epidermal
cold, and 15834 DHSs for the endodermal cold. These datasets at 0.5 U of DNase I were used

for subsequent analyses.
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Table 3.4: Summary of the false discovery rate analysis for all experimental conditions at
0.5 U of DNase 1.

. .. Fold DHSs? DHSs*
Experimental Condition Difference® (Biological Datasets) (Random Datasets) FDR
Root Epidermal Control 1 32074 22663 70.66%
1.5 20621 1294 6.28%
1.6 18599 500 2.69%
1.7 16946 178 1.05%
1.8 15552 75 0.48%
2 13270 13 0.10%
Root Endodermal Control 1 27405 23311 85.06%
1.4 18560 1665 8.97%
1.5 16566 508 3.07%
1.6 14891 164 1.10%
1.7 13553 47 0.35%
1.8 12286 12 0.10%
2 10248 1 0.01%
Root Epidermal Cold 1 26401 23247 88.05%
1.5 16285 625 3.84%
1.6 14205 183 1.29%
1.7 12571 57 0.45%
1.8 11241 10 0.09%
2 9166 1 0.01%
Root Endodermal Cold 1.0 25954 22023 84.85%
L5 17643 1499 8.50%
1.6 15834 637 4.02%
1.7 14152 251 1.77%
1.9 11706 32 0.27%

Note: Selected cut-offs for final datasets are bolded. DHSs identified have a t-score >3.

2 To lower the FDR of each sample below 5% the likelihood ratio cut-off was adjusted. The fold difference is the the
ratio of the undigested probability value over the digested probability value.

® The number of DHSs identified for biological datasets.

¢ The number of DHSs identified for random datasets. Random datasets are generated with an identical number of reads
to the biological samples.

4 FDR is calculated as the number of DHSs identified in a random dataset divided by the number of DHSs in the
biological samples.
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3.3 Epidermis and endodermis DHSs share distinct charac-

teristics

Final DHS data and DNase I digestion profiles for each cell-type and condition were analyzed
to identify shared and unique characteristics. A summary of DNase I digestion profiles for each
dataset are shown in Figure 3.2. Initial analysis of the bar plots in these figures revealed the
number and size of DHSs increased as the units of DNase I increased, reconfirming the previous
findings in Table 3.2. Additionally, the percentage of upstream 1000 bp DHSs increased as the
DNase I units increased. As a consequence, the percentage of DHSs within other genomic
locations decreased as the units of DNase I increased. However, Figure 3.2d revealed that
when a large amount of DNase I is used, the sample can become over digested resulting in
the percentage of upstream 1000 bp DHSs decreasing. The percentage of promoter DHSs
increased within this sample except when digested with 0.7 U of DNase I. At 0.7 U of DNase,
the percentage of promoter DHSs decreased by 20% and the percentage of exonic DHSs and

intergenic DHSs increased.
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