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## PREFACE

This dissertation is concerned with obtaining decision rules for a probabilistic sequencing-delivery model. The specific model considered consists of a shipping point with "n' orders waiting for shipment to "m" destinations. Each order has a penalty for lateness and a number of days before it becomes late. Also, each order has a space requirement which may limit the number of orders that can be loaded in a particular vehicle and the number of available vehicles is limited. In addition, the time required to travel between any two points in the system is assumed to be distributed normally.

An optimum solution is obtained for the preceding model. Also, in the case where computation requirements become excessive, an approximate solution to the preceding model is given. These solutions were accomplished by comparing the expected cost of shipping an order at a particular time and the expected cost that would result from delaying shipment for a period of time. In addition, the simplex method of solving linear programming problems was employed.
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## NOMENCLATURE

## English Symbols

$$
\begin{aligned}
C_{m}= & \text { Cost per mile } \\
D= & \text { Number of days late } \\
e= & \text { Actual error } \\
e_{m}= & \text { Maximum error } \\
E_{i}= & \text { Expected cost of order number "i" } \\
& \text { due to penalty for lateness } \\
E_{i}^{\prime}= & \text { Expected cost of order number "i" } \\
& \text { due to penalty for lateness if shipment } \\
& \text { is delayed } \\
i= & \text { Order number } \\
K= & \text { Normal deviate } \\
k= & \text { Combination of orders shipped in a } \\
& \text { particular load } \\
L= & \text { Receiving point for a particular route } \\
M= & \text { Number of miles } \\
m= & \text { Number of destinations } \\
n= & \text { Number of orders waiting for shipment } \\
P_{i}= & \text { Penalty of order "i" for being late } \\
R= & \text { Receiving point } \\
r_{i}= & \text { Volume ratio of order "i" } \\
S= & \text { Shipping point }
\end{aligned}
$$

## NOMENCLATURE (Continued)

$$
\begin{aligned}
t= & \text { Number of days between available } \\
& \text { vehicles } \\
T_{i}= & \text { Number of days to due date of order "i" } \\
U= & \text { Slack variable } \\
w_{i}= & \text { Weight ratio of order "j" } \\
\mathrm{x}_{i}= & \text { Proportion of order "i" shipped } \\
\overline{\mathrm{x}}= & \text { Mean time to travel between points in } \\
& \text { the system } \\
z= & \text { Objective function } \\
z_{i}= & \text { Route profit }
\end{aligned}
$$

## Greek Symbols

$$
\begin{aligned}
\alpha= & \text { Area under the normal curve from }-\infty \text { to } K \\
\alpha_{D}= & \text { Exact probability of being } D \text { days late } \\
\Delta E C_{i}= & E C_{i}^{\prime}-E_{i} \\
\sigma= & \text { Standard deviation of time to travel between } \\
& \text { points in the system } \\
\sigma^{2}= & \text { Variance of time to travel between points in } \\
& \text { the system }
\end{aligned}
$$

## CHAPTER I

## INTRODUCTION

Sequencing, as defined by Churchman, Arnoff, and Ackoff (1), refers to the order in which units requiring service are processed, and is a problem that occurs in many operational situations. For example, consider the situation of a number of facilities (machines) and a number of commodities (jobs) which must be processed through some or all of these facilities. The problem in this situation, assuming the processing time for a particular commodity through each specific facility is known, is the determination of the order or sequence by which the commodities at each facility should be processed such that it optimizes the use of the facilities.

According to Starr (2), sequencing models have not been generalized to the extent of other types of scheduling models. Sisson (3) points out that the most common and frequently referred to example of a sequencing problem is the job shop. In a job shop, there is a requirement for processing "n" jobs on "m" facilities. Some of the earlier work on this problem was done by Johnson (4) and Akers and Friedman (5). Johnson developed a procedure for minimizing
the total elapsed time for "n' jobs being processed by two machines. Akers and Friedman developed a procedure for minimizing total elapsed time for the case of two jobs and "m" facilities. Neither of these two models permits alternate job routing. Other authors have considered versions of these problems. For example, Mitten (6) (7) determined an analytical solution that minimizes total time to process " $n$ " jobs through two machines with arbitrary start and stop lags, and a common sequence. Sisson (8) provides an excellent review, through 1958, of the work done on the sequencing problem but presents no new concepts. In the period of 1960-61, the problem of sequencing "n" jobs on "m" facilities received attention from the following writers. Giffler and Thompson (9) developed algorithms for minimizing the length of production schedules by generating and evaluating all possible schedules. This is not generally practical for commercial applications. Thompson (10) considered some of the computational feasibilities of the general problem of " $n$ " jobs and "m" machines but did not present an optimum solution. Heller (11) presented the results from some numerical experiments for a "n" by "m" fiow shop. From these experiments, Heller concluded that schedule times are approximately normally distributed for large numbers of jobs. Heller and Logeman (12) developed an algorithm for the generation of feasible schedules and the determination of completion
times of the job operations. Rowe (13) developed selective priority rules for processing jobs and a formula for determining the start date of each job for the case of " $n$ " jobs and "m" machines.

More recently, Giffler (14) developed procedures, for an "n" by "m" system, which determines facilities on which tasks should be performed and the time when each task should start. His analysis also considers the delaying of tasks as a result of congestion and the idleness of facilities due to a shortage of tasks. Dudek and Tueton (15) reported the development of an algorithm that yields an optimum sequence of "n" jobs requiring processing through "m" machines when passing is not allowed. However, these authors point out that their algorithm requires additional verification.

From the preceding references, it can be seen that sequencing models have been, primarily, defined in terms of the " $n$ " by "m" job shop and are often treated in combination with related scheduling problems. Optimum analytical solutions have not been reported for the more complex problems in which alternate routes are permissible and especially where machine times and/or costs are of a probabilistic nature, or where machines are subject to breakdowns.

Despite the large amount of reported research on the job-shop sequencing problem, there are other areas where
sequencing models are of equal importance but have very little pertinent, reported work. It is the intention of this dissertation to consider one of these undeveloped areas and to formulate appropriate sequencing models to obtain optimal solutions, or, in the case where computation requirements become excessive, a good solution.

Consider the following situation. At some shipping point "s", there are "n" orders waiting for shipment to " $R_{m}$ " ( $m=1,2, \ldots$ ) destinations (receiving points)。 Associated with each order, there is a penalty, " $P_{i}{ }_{i}(i=1,2$, ..., $n$ ), for being late which may be independent of the penalties imposed on other orders. These penalties are assessed on a cost per unit time period late basis. Each order has a space and/or weight requirement, ${ }^{\prime \prime} r_{i}{ }^{\prime \prime}(i=1,2$ 。 ...n $n$. Unless otherwise stated, this requirement will be considered to be only a space limitation for discussion purposes. This requirement is expressed as a ratio of the total volume available in a vehicle. Each order has some known number of days before it becomes late ${ }^{10} \mathrm{~T}_{\mathrm{i}}{ }^{\prime \prime}\left(\mathrm{i}=1_{2} 2_{2}\right.$ $\ldots, \mathrm{n}$ ). It is assumed, where partial shipment of orders is allowed, that the penalty is some function of the proportion of the order that is not shipped. In this dissertation, a linear relationship is used. Further, it is assumed that the volume ratio varies directly with the prom portion of the order shipped. There is some known time period "t" between available vehicles: thus, the decision
to delay shipment of an order will result in a delay of at least "t" days duration. In addition, the time required to travel between any two points in the system is distributed according to some known probability distribution. In this dissertation, these values are assumed to be normally disw tributed with a known mean and standard deviation. It is assumed that as the mileage between points increases the mean and deviation increase. The problem is to determine a procedure which provides a sequencing decision that selects the orders which should be loaded in a particular vehicle and, in some cases, what route should be taken in deliver. ing these orders. An example of the required information to solve a typical problem is shown in Table $I$ and Figure 1.

It will be noted that the described model is, in addition to being a sequencing model, a delivery problem. In general, the solution of one problem is dependent upon the solution of the other problem. Consequently, the most generalized version of the proposed model is actually a sequencing-delivery model.

The delivery type problem has received attention from the following writers. Ferguson and Dantzig (16) considered the problem of allocating several types of aircraft over a number of routes having deterministic flight times. In their problem, they minimize the cost of performing the transportation and the loss of revenue due to the inability to supply the entire demand. Dantzig and Ramser (17)

TABLE I
DATA FOR THE GENERAL MODEL

| $1$ i <br> Order <br> Number | 2 | 3 | 4 | ```2 Ti Available Days to Due Date``` |
| :---: | :---: | :---: | :---: | :---: |
|  | Destination | $\begin{gathered} P_{i} \\ \text { Peralty } \\ \text { \$/Day } \end{gathered}$ | $\begin{gathered} r_{i} \\ \text { Volume } \\ \text { Ratio } \end{gathered}$ |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
| 1 | A | 300 | 0.3 | 5 |
| 2 | B | 200 | 0.1 | 5 |
| 3 | A | 200 | 0.3 | 6 |
| 4 | E | 400 | O.1 | 9 |
| 5 | A | 600 | O.1 | 3 |
| 6 | D | 400 | O.I | 1 |
| 7 | B | 400 | 0.2 | 2 |
| 8 | E | 700 | 0.1 | 9 |
| 9 | D | 900 | 0.8 | 4 |
| 10 | D | 300 | 0.3 | 5 |
| 11 | E | 200 | 0.5 | 8 |
| 12 | A | 500 | 0.5 | 1 |
| 13 | E | 100 | 0.6 | 1 |
| 14 | C | 300 | 0.2 | 2 |
| 15 | C | 900 | 0.2 | 3 |
| 16 | B | 600 | 0.4 | 4 |
| 17 | C | 400 | 0.1 | 5 |
| 18 | B | 100 | 0.9 | 5 |
| 19 | D | 200 | 0.9 | 8 |
| 20 | A | 500 | 0.5 | 8 |


obtained a "near optimal" solution to the problem of minimizing the total mileage of a fleet of trucks required to service a large number of points from a central depot. Each service point has a demand of one or more specified products. Conway and Maxwell (18) simulated various arbitrary rules for establishing priorities in a system consisting of a network of queues. They arrived at the conclusion that, in general, the shortest-first operation discipline is "best。"

Some of the more recent work in the area of delivery problems has been done by the following writers. Dantzig and Johnson (19) obtained iterative solutions for two air network problems. The two problems considered were the determination of the route of maximum payload per hour of flight time and the maximum payload flow through a network with base constraints. In their model, each arc of the air network is characterized on the basis of maximum payload (pounds) and flight time. Payload is considered a function of distance between refueling stops. In addition, all routes are terminated at the same end point. A major difo ference between this situation and the problem proposed in this dissertation is that Dantzig's and Johnson's model does not include the sequencing of orders nor does it consider any delivery time requirements. In addition, their model assumes deterministic travel times. Clarke and Wright (20) determined an iterative procedure which
minimizes the total distance traveled by a fleet of trucks. Their model consists of a number of trucks of various capacities and a number of loads that must be delivered to several points from a central depot. Frank (21) considered the problem of a production-transportation system involving "K" units per unit time of a product requiring transportation to "N" different selling places. The times of transportation are assumed to be deterministic and the demand quantities for each selling place are known. The problem considers the effects of different orderings of servicing the selling points under different demand conditions. Neither Clarke's and Wright's model or Frank's model considered the problem of sequencing the loads under the conditions of due dates, limited transportation facilities, volume capacities, and probabilistic transportation times. These considerations are involved in the proposed model.

Balinski and Quandt (22) have obtained a solution to a delivery problem which has some characteristics that are similar to the proposed model. Their problem is concerned with the transportation, by carrier, to a number of clients at different destinations. The shipper's objective j.s to minimize the total cost of filling each client's orders. A given carrier could combine a number of orders to be delivered together provided that their destinations lie along one of a number of permissible geographical routes. For each possible destination, a rate schedule is specified
relating weights to total costs. Thus, it became simply a distribution problem. This model does not include considerations of the best loads to put on a particular carrier under the conditions of different due dates, different penalty charges for each order, different volume requirements for each order, and the dependency of these items upon the probable transportation times between points in the system. In addition, the possibility of not being able to ship all the orders at one time (carrier facilities are not available at all times in the proposed model) is not included in their model.

These references on the sequencing and delivery problems indicate considerable interest in these two areas. Consequently, it is believed that the proposed model, which combines these two areas, will not only be of interest from an academic standpoint, but should have considerable industrial application. It is not implied that the proposed model is an answer to all sequencing-delivery problems. Rather, it is hoped that the solution to the proposed model and the methods employed to obtain the solution will prove beneficial in the analysis of other models.

In Chapter II, the analysis and solution of the prom posed model is given. The approach that has been used in the analysis is to obtain solutions for models which are special cases of the proposed model. These solutions are then expanded and combined to obtain a generalized solution
to the proposed model. Each of the special case models consider different aspects of the total problem. Model I is concerned with the sequencing problem and the restraint upon availability of vehicles. Model II includes the volm ume and/or weight restriction for a particular vehicle. Model III considers the case of the inability to ship parm tial orders. Model IV considers the problem of carrying orders to more than one destination. Model $V$ is the prom posed model (general model) which includes all these considerations. In addition, an approximation for the proposed model is given in Model V-A for cases where computation requirements are excessive. Numerical examples are used extensively in the presentation of each model in order to facilitate an understanding of the solutions. Also, a discussion is included at the end of the analysis of each model.

A summary of the conditions, assumptions, and solutions for each model is given in Chapter III.

The Conclusion, Chapter IV, gives the general conclusions and comments obtained as a result of the analysis and solution of the proposed model. In addition, recommended areas for future research are presented.

## CHAPTER II

## ANALYSIS

This chapter is concerned with the determination of decision rules for five models. The first four models are special cases of the general model (proposed model). The solutions to these models are utilized in obtaining a solum tion for the fifth model which is the general model proposed in Chapter I。

Model I: One Destination and One Order Per Vehicle

The conditions of this model follow:

1. There is only one destination (receiving point) and shipping point.
2. The time to reach the destination is distributed normally and the mean and standard deviation of the distribution are known.
3. The vehicle, used to transport an order, is limited to one order per trip and there is a vehicle available every "t" days. In this dissertation, $t=1$ day is used for illustram tive purposes.
4. The penalty for an order being late is assessed on a dollars per day basis.

A schematic for this model is shown in Figure 2 and the required data are given in Table II.

$$
\begin{aligned}
& \overline{\mathbf{x}}=3 \text { days } \\
& \sigma=1 \text { day }
\end{aligned}
$$



Figure 2. Schematic for Model I

TABLE II
DATA FOR MODEI I

| $i$ <br> Order | No of Days <br> No Due Date | $P_{i}$ <br> Patenalty for <br> Number |
| :---: | :---: | :---: |
|  |  |  |
| 1 | 1 | 100 |
| 2 | 0 | 50 |
| 3 | 6 | 75 |
| 4 | 3 | 200 |
| 5 | 2 | 300 |
| 6 | 5 | 50 |
| 7 | 3 | 100 |
| 8 | 4 | 200 |

In arriving at a decision rule for this model and subsequent models, the practical situation of a trucking firm
trying to decide the most effective shipping sequence should be considered (where effectiveness is measured by the costs incurred as a result of penalty charges). At a particular time, the decision must be made to ship a specific order immediately or to delay shipment and consider it for shipment as the next truck load. Consequently, the decision to delay shipment of an order results in a decision to delay shipment one day $(t=1)$. Therefore, the probability of being late is increased due to a decrease, by one day, of the number of days to the due date.

Mathematically, the expected cost, EC, due to being late for order "i" can be expressed as

$$
\begin{equation*}
E C_{i}=P_{i} \sum_{D=1}^{\infty} \alpha_{D} D \tag{1}
\end{equation*}
$$

where $\alpha_{D}$ is the probability of being exactly $D$ days late. If the decision is made to delay shipment one day, the expected cost, $E C^{\prime}$. is calculated using Equation (1) and decreasing the number of days to the due date by one day. In this manner, using the data given in Table II, the results shown in Table III are obtained. Sample calculations for the results shown in Table III follow.

TABLE III
EXPECTED COSTS DUE TO SHIPMENT BEING DELAYED

| i <br> Order <br> Number | $\mathrm{EC}_{i}$ <br> Expected Cost: Due to Order "i" Being $\underset{\$}{\$}$ Late | $E C_{i}^{\prime}$ <br> Expected Cost Due to Order "i" Being late (Shipment Delayed One Day) |
| :---: | :---: | :---: |
| 1 | 250.10 | 350.10 |
| 2 | 175.05 | 225.05 |
| 3 | 0.08 | 1.80 |
| 4 | 136.60 | 304.80 |
| 5 | 457.20 | 750.30 |
| 6 | 1.20 | 9.15 |
| 7 | 68.30 | 152.40 |
| 8 | 36.60 | 136.60 |

Order No. 1
The probability of being on time or earlier:

$$
K=\frac{T_{i}-\bar{X}}{\sigma}=\frac{1-3}{I}=-2.00 ; \quad \alpha=0.023
$$

Probability of being one day late or less:

$$
K=\frac{2-3}{1}=-1.00 ; \alpha=0.159 .
$$

Probability of being two days late or less:

$$
K=\frac{3-3}{1}=0.00 ; \alpha=0.500
$$

Probability of being three days late or less:

$$
K=\frac{4-3}{1}=1.00 ; \alpha=0.841
$$

Probability of being four days late or less:

$$
K=\frac{5-3}{1}=2.00 ; \alpha=0.977
$$

Probability of being five days late or less:

$$
K=\frac{6-3}{1}=3.00 ; \alpha=0.999 .
$$

Probability of being six days late or less:

$$
K=\frac{Z-3}{1}=4.00 ; \alpha=1.000
$$

Using Equation (1), the expected cost of Order No. I is:

$$
\begin{array}{r}
E C_{1}=P_{1} \Sigma \alpha_{D} D=100[(.159-.023) 1+(.500-.159) 2+ \\
(.841-.500) 3+(.977-.841) 4+ \\
\\
(.999-.977) 5+(1.000-.999) 6]
\end{array}
$$

$E C_{1}=\$ 250.10$.

If the decision is made to delay shipment one day. then the expected cost can be calculated in a similar man ner with the number of days to the due date decreased by one day as shown below:

Probability of being on time or earlier:

$$
K=\frac{\left(T_{i}-t\right)-\bar{x}}{\sigma}=\frac{0-3}{1}=-3.00 \% \alpha=0.001
$$

Probability of being one day late or less:

$$
K=\frac{1-3}{1}=-2.00 ; \alpha=0.023
$$

Probability of being two days late or less:

$$
K=\frac{2-3}{1}=-1.00 ; \alpha=0.159 .
$$

Probability of being three days late or less:

$$
K=\frac{3-3}{1}=0.000 ; \alpha=0.500 .
$$

Probability of being four days late or less:

$$
K=\frac{4-3}{1}=1.000 ; \alpha=0.841
$$

Probability of being five days late or less:

$$
K=\frac{5-3}{I}=2.00 \% \alpha=0.977
$$

Probability of being six days late or less:

$$
K=\frac{6-3}{1}=3.00 ; \alpha=0.999 .
$$

Probability of being seven days late or less:

$$
K=\frac{Z-3}{I}=4.00 ; \alpha=1.000
$$

Equation (1) gives:

$$
\begin{aligned}
& E C_{1}^{\prime}=P_{1} \Sigma \alpha_{D} D=100[(0.023-.001) 1+(.159-.023) 2+ \\
&(.500-.159) 3+(.841-.500) 4+ \\
&(.977-.841) 5+(.999-.977) 6+ \\
&(1.000-.999) 7]
\end{aligned}
$$

$E C_{1}^{\prime}=\$ 350.10$.

The difference between $E C_{1}$ and $E C_{1}^{\prime}$ is $\$ 100.00$ and represents an expected savings if Order No. 1 is shipped immediately and not postponed one day. Mathematically, this concept is shown by Equation (2):

$$
\begin{equation*}
\Delta E C_{i}=E C_{i}^{\prime}-E C_{i} \tag{2}
\end{equation*}
$$

Similar calculations give the results shown in Table IV.

TABLE IV

| $\triangle E C$ |  |
| :---: | :---: |
|  |  |
| i |  |
| Order | $\Delta E_{i}$ |
| Number | $\$$ |
|  | 100.00 |
| 1 | 50.00 |
| 2 | 1.72 |
| 3 | 168.20 |
| 4 | 293.10 |
| 5 | 7.95 |
| 6 | 84.10 |
| 7 | 100.00 |
| 8 |  |

In the previous calculations of the $\triangle E C$ values and throughout this dissertation, the probability distributionis terminated after a discrete number of days. Actually, the probability distribution assumed, the normal distribution,
extends from $-\infty$ to $+\infty$. This simplification results in, essentially, no loss of accuracy since the calculations are accurate within three decimal places.

The optimum decision rule for determining the shipping sequence of orders is the order having the largest $\triangle \mathrm{EC}$ value should be shipped first. Comparison of the $\triangle \mathrm{EC}$ values given in Table IV shows that Order No. 5 should be shipped first and the optimum shipping sequence is $5-4-1-8-7-$ $2-6-3$. An arbitrary choice is made in determining the sequence of orders that have equal $\triangle E C$ values.

## Discussion of Model I

In the case of limited vehicles for shipping, orders are shipped on the basis of the largest $\triangle \mathrm{EC}$. For example, if there were only three vehicles available at a particular time, Orders 5, 4, and 1 would be shipped. The remaining orders would be considered for shipment on the following day.

For a dynamic case where new orders are received each day, the $\triangle E C s$ for the new orders should be considered along with the $\Delta E C s$ for orders remaining from the previous day in determining a sequence.

In determining a decision rule for this model, the assumption has been made that mileage costs are the same for all orders due to there being only one receiving point. Consequently, mileage costs do not effect the sequencing rule. In a later model, this will not be the case.

The time between available shipping vehicles used in calculating $E C_{i}^{\prime}$ is taken as one day ( $t=1$ ) for illustrative purposes. It is possible to reflect a different situation by adjustment of "t" when calculating $E C_{i}^{\prime}$. For example, if vehicles are available every second day, then the starting point for calculating $E C_{i}^{\prime}$ is $t=2$ 。

Model II: One Destination and Several Orders Per Vehicle

This model has the same conditions as the general model described in Chapter I, except there is only one receiving point. One of the conditions of the general model is that each order has a certain space requirement. Consequently, the number of orders that can be carried by a vehicle is determined by the sum of the volumes required by each order and the total available volume of the vehicle. This condition may be expressed mathematically as:

$$
\begin{equation*}
\sum^{k} r_{i} \leq 1.0 \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
r_{j}=\frac{\text { Total volume required by order "i" }}{\text { Total volume available in vehicle }} \tag{4}
\end{equation*}
$$

If " $x_{i}$ " is the proportion of Order No. i shipped, then it is possible to put this model in terms of a Iinear programming problem. The objective function is:

$$
\begin{equation*}
z=\sum_{i=1}^{n}\left(\Delta E C_{i}\right) x_{i} \tag{5}
\end{equation*}
$$

which is subject to the constraints:

$$
\begin{equation*}
\sum_{i=1}^{n} r_{i} x_{i} \leq 1.0 \tag{6}
\end{equation*}
$$

In Model I, it was shown that the term $\triangle E C_{i}$ represents a possible savings by not delaying the shipment of Order "i". Therefore, the objective function, Equation (5), must be maximized. Equation (6) represents the constraint due to the volume requirements for each order. Equation (7) rep. resents the proportion of an order that should be shipped for an optimum solution.

The solution to this linear programming problem can be obtained by using the simplex method (23). The results of the simplex solution provide the decision rule for deter mining the optimum combination of orders for the load of a particular vehicle. This procedure is illustrated by using the data given in Table $V$ which is an abridged Table IV with assumed values for "ri"。

TABLE V
DATA FOR MODEI II

| i <br> Order <br> Number | $\Delta E C$ | $r_{i}$ |
| :---: | ---: | ---: |
|  | 100.00 | .2 |
| 1 | 50.00 | .4 |
| 2 | 1.72 | .2 |
| 3 | 168.20 | .1 |
| 4 | 293.10 | .8 |

Using Equation (5), the objective function is:

$$
z=\sum_{i=1}^{5}\left(\Delta E C_{i}\right) x_{i}=\begin{align*}
& 100 x_{1}+50 x_{2}+1.72 x_{3}+  \tag{8}\\
& \\
& 168.20 x_{4}+293.10 x_{5}
\end{align*}
$$

and the constraints are:

$$
\begin{equation*}
.2 x_{1}+.4 x_{2}+.2 x_{3}+.1 x_{4}+.8 x_{5} \leq 1 \tag{9}
\end{equation*}
$$

$$
\begin{equation*}
\mathrm{x}_{1} \leq 1 ; \mathrm{x}_{2} \leq 1 ; \mathrm{x}_{3} \leq 1 ; \mathrm{x}_{4} \leq 1 ; \mathrm{x}_{5} \leq 10 \tag{10}
\end{equation*}
$$

Adding the slack variables to Equations (9) and (10)
gives:

$$
\begin{array}{lr}
.2 x_{1}+.4 x_{2}+.2 x_{3}+.1 x_{4}+.8 x_{5}+U_{1}=1 \\
x_{1}+U_{2}=1 & x_{4}+U_{5}=1 \\
x_{2}+U_{3}=1 & x_{5}+U_{6}=1 .  \tag{12}\\
x_{3}+U_{4}=1 &
\end{array}
$$

The initial tableau for these equations is shown in Figure 3. The iterations required to obtain an optimum solution are shown in Figures 4 through 7. The final tableau (Figure 7) indicates the following solution:

$$
\begin{aligned}
& x_{1}=1.0 \\
& x_{2}=0.0 \\
& x_{3}=0.0 \\
& x_{4}=1.0 \\
& x_{5}=0.875 \\
& z=\$ 524.66
\end{aligned}
$$

The results indicate that all of Orders No. 1 and No. 4 should be shipped now and only 0.875 of Order No. 5. Orders No. 2, No. 3, and the remainder of Order No. 5 should be delayed one day and considered for shipment at that time. If this shipping sequence is followed, the advantage over shipping immediately and not delaying one day is an expected savings of $\$ 524.66$. The expected savings can be checked by using Equation (5):

$$
\begin{aligned}
z=\sum_{i=1}^{n}(\Delta E C)_{i} x_{i}= & 100 x_{1}+50 x_{2}+1.75 x_{3}+168.20 x_{4}+ \\
& 293.10 x_{5} \\
= & 100(1)+50(0)+(1.72)(0)+(168.20)(1) \\
& +(243.10)(.875) \\
= & \$ 524.66
\end{aligned}
$$

and the volume requirements by Equation (6):

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $b$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .2 | .4 | .2 | .1 | .8 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1.25 |
| 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1.00 |
| -100 | -50 | -1.72 | -168.20 | -293.10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |

Figure 3. Initial Tableau for Model II

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $b$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .2 | .4 | .2 | .1 | 0 | 1 | 0 | 0 | 0 | 0 | -.8 | .2 | 2.00 |
| 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1.00 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| -100 | -50 | -1.72 | -168.20 | 0 | 0 | 0 | 0 | 0 | 0 | 293.10 | 293.10 |  |

Figure 4. First Iteration for Model II

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | 0 | $\theta$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | .4 | .2 | 0 | 0 | 1 | 0 | 0 | 0 | -.1 | 0.8 | 0 | 1 | 0.50 |
| 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 | 1.00 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |  |
| -100 | -50 | -1.72 | 0 | 0 | 0 | 0 | 0 | 0 | 168.10 | 293.10 | 461.30 |  |  |

Figure 5. Second Iteration for Model II

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | 0 | $\theta$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1 | 0 | 0 | 5 | 0 | 0 | 0 | -0 | -4 | 05 |  |  |
| 0 | -2 | -1 | 0 | 0 | -5 | 1 | 0 | 0 | 0 | 4 | 05 | 0.125 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 | 1.00 |  |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1 | 1 |  |
| 0 | 150 | 98.28 | 0 | 0 | 500 | 0 | 0 | 0 | 118.20 | -106.90 | 511.30 |  |  |

Figure 6. Third Iteration for Model II

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $b$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | -.5 | -.25 | 0 | 0 | -1.25 | .25 | 0 | 0 | .125 | 1 | 0 | 125 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | .5 | .25 | 0 | 1 | 1.25 | -.25 | 0 | 0 | -.125 | 0 | .875 |  |
| 0 | 71.56 | 84.92 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 524.66 |  |

$$
\begin{aligned}
\sum_{i=1}^{n} r_{i} x_{i} & =.2 x_{1}+.4 x_{2}+.2 x_{3}+.1 x_{4}+.8 x_{5} \\
& =.2(1)+.4(0)+.2(0)+.1(1)+(.8)(.875) \\
& =1.00
\end{aligned}
$$

Both of these results agree with the simplex solution and the constraints of the model. Thus, the results of the simplex solution of Equations (5), (6), and (7) provide the optimum decision rule for Model II.

The proof that the preceding procedure provides an optimum solution lies in the inherent capability of the simplex method of solving a linear programming problem. References (23) and (24) state that the optimum solution to a linear programming problem is obtained when the simplex method is employed.

Discussion of Model II
The determination of the decision rule for this model is based on an evaluation of the difference in expected costs of shipping immediately and the delay of shipment by one day. Consequently, a simplex solution is required for each load (the orders placed in one vehicle constitute a load) and, in the case that an order is delayed one day, recalculation of $\triangle E C$ for that order. In the case of partial shipment of an order, the remaining part of an order can be considered as another order to be shipped the next day, provided the penalty and volume are adjusted in proportion to the amount of the order remaining. For example,
the penalty for the remaining portion of Order No. 5 in the preceding example is:

$$
P_{5}=(1-.875)(300)=\$ 37.50 / \text { day }
$$

and the volume ratio is:

$$
r_{5}=(1-.875)(.8)=0.1 .
$$

In this model, as in Model I, the mileage costs are not considered for the same reasons given in the Discussion of Model I.

In this model, a restriction due to the volume of an order was considered. This restriction could have been weight capacity. For example, the restriction

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} x_{i} \leq 1 \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
w_{i}=\frac{\text { Weight of order "if" }}{\text { Weight capacity of a vehicle }} \tag{14}
\end{equation*}
$$

could replace Equation (6) for a case where weight considerations are of greater importance than volume requirements. For a case where weight and volume considerations are both important, it would be possible to impose, simultaneously, both restrictions.

## Model III: Shipment of Partial Orders

Not Allowed

In some instances, the shipment of partial orders is not possible or allowed because of physical requirements or penalty stipulations. Therefore, this model has the same conditions as Model II with the added condition that shipment of partial orders is not possible. Mathematically, this model is expressed by the objective equation:

$$
\begin{equation*}
z=\sum_{i=1}^{n}(\Delta E C)_{i} x_{i}(\operatorname{maximize}) \tag{15}
\end{equation*}
$$

and by the constraints

$$
\begin{gather*}
\sum_{i=1}^{n} r_{i} x_{i} \leq 1.0  \tag{16}\\
x_{i}=0 \text { or } 1.0 \text { for } i=1,2, \ldots 0, n . \tag{17}
\end{gather*}
$$

The solution of Equations (15), (16), and (17) prom vides the optimum decision rule for this model. However. in order to obtain a solution to these equations, it is necessary to employ the concepts of an integer programming technique advanced by Gomory and Baumol (25). Their concepts and the procedure to obtain a decision rule for this model are illustrated using the data given in Table $V$ (page 22).

The objective function which must be a maximum is:

$$
\begin{align*}
z=\sum_{i=1}^{n}(\triangle E C)_{i} x_{i}=100 x_{1} & +50 x_{2}+1.72 x_{3}+168 \cdot 20 x_{4} \\
& +293.10 x_{5} \tag{18}
\end{align*}
$$

and the constraints are

$$
\begin{gather*}
0.2 x_{1}+0.4 x_{2}+0.2 x_{3}+0.1 x_{4}+0.8 x_{5} \leq 1.0  \tag{19}\\
x_{i}=0 \text { or } 1.0 \text { for } i=1,2, \ldots 50 \tag{20}
\end{gather*}
$$

In obtaining a simplex solution to Equations (18), (19), and (20) that yields only integers for the $x_{i}$ values, the constraints given in Equations (19) and (20) must be modified in order that this requirement is met. This can be accomplished by considering that if $x_{i}$ can only have a value of 0 or $I_{s}$ then Equation (19) can be written as

$$
\begin{equation*}
x_{1}+x_{2}+x_{3}+x_{4}+x_{5} \leq 4.0 \tag{21}
\end{equation*}
$$

since the maximum number of orders that can be shipped is four (Orders No. 1, No. 2, No. 3, and No. 4). Otherwise, the sum of the volume ratios is greater than one and Equation (19) is not satisfied. In addition, and by the same reasoning, the constraint

$$
\begin{equation*}
x_{2}+x_{5} \leq 1.0 \tag{22}
\end{equation*}
$$

must also be satisfied.
In order to insure that an $\mathrm{x}_{\mathrm{i}}$ value does not exceed
1.0, the constraints

$$
\begin{equation*}
x_{i} \leq 1.0 \text { for } i=1,2, \ldots, 5 \tag{23}
\end{equation*}
$$

must also be added.
The initial and final tableaus for a simplex solution of Equations (18), (21), (22), and (23) are shown in Figures 8 and 9. The final tableau indicated the solution

$$
\begin{array}{ll}
x_{1}=1 & x_{4}=1 \\
x_{2}=0 & x_{5}=1 \\
x_{3}=1 & z=\$ 563,02
\end{array}
$$

Substituting these $\mathrm{x}_{\mathrm{i}}$ values into Equation (19) results in $\sum r_{i} x_{i}=1.3$. This result does not satisfy the constraint $\Sigma r_{i} x_{i} \leq 1.0$. Suggesting that the constraint

$$
\begin{equation*}
x_{1}+x_{3}+x_{4}+x_{5} \leq 3 \tag{24}
\end{equation*}
$$

must be included in the simplex solution. The initial and final tableaus for a simplex solution with Equation (24) included are shown in Figures 10 and ll. The final tableau indicates the solution

$$
\begin{array}{ll}
x_{1}=1 & x_{4}=1 \\
x_{2}=0 & x_{5}=1 \\
x_{3}=0 & z=\$ 561.30 .
\end{array}
$$

Substituting these values into Equation (19) gives
$\Sigma r_{i} x_{i}=1.1$. This result does not satisfy the equation

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| -100 | -50 | -1.72 | -168.20 | -293.10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Figure 8. Initial Tableau for Model III

| $x_{1}$ | $x_{2}$ | $x_{5}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 0 | 1 | -1 | -1 | 0 | -1 | -1 | 0 | 0 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | -1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 243.10 | 0 | 0 | 0 | 0 | 293.10 | 100 | 0 | 1.72 | 168.20 | 0 | 563.02 |

Figure 9. Final Tableau for Model III

| $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $\mathrm{X}_{4}$ | $\mathrm{x}_{5}$ | $\mathrm{U}_{1}$ | $\mathrm{U}_{2}$ | $\mathrm{U}_{3}$ | $\mathrm{U}_{4}$ | $\mathrm{U}_{5}$ | $U_{6}$ | $U_{7}$ | $\mathrm{U}_{8}$ | b |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| I | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 3 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| $-100$ | $-50$ | -1.72 | -168.20 | $-293.10$ | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Figure 10. Initial Tableau for Model III
(Constraint $x_{1}+x_{3}+x_{4}+x_{5} \leq 3$ Included)

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{5}$ | $U_{7}$ | $U_{8}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $I$ | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | -1 | 1 | 0 | 0 | 0 | -1 | 1 | 0 | 0 | 0 | -1 | 0 | 1 |
| 0 | $I$ | -1 | 0 | 0 | 0 | 1 | -1 | 1 | 0 | 0 | -1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | -1 | 0 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 143.10 | 98.28 | 0 | 0 | 0 | 193.10 | 100 | 0 | 0 | 0 | 68.20 | 0 | 561.30 |

Figure 11. Final Tableau for Model III
(Constraint $x_{2}+x_{3}+x_{4}+x_{5} \leq 3$ IncIuded)
$\Sigma r_{i} x_{i} \leq 1.0$ and suggests that the constraint

$$
\begin{equation*}
x_{1}+x_{4}+x_{5} \leq 2 \tag{25}
\end{equation*}
$$

must be added. Adding this constraint gives the initial and final tableaus shown in Figures 12 and 13. The final tableau of this simplex solution indicates the solution

$$
\begin{array}{ll}
x_{1}=0 & x_{4}=1 \\
x_{2}=0 & x_{5}=1 \\
x_{3}=1 & z=\$ 463.02
\end{array}
$$

which also violates the constraint given by Equation (19). Therefore, the constraint

$$
\begin{equation*}
x_{3}+x_{4}+x_{5} \leq 2 \tag{26}
\end{equation*}
$$

must also be added.
The initial and final tableaus for the simplex solution which includes Equation (26) are shown in Figures 14 and 15. The final tableau indicates the solution

$$
\begin{array}{ll}
x_{1}=0 & x_{4}=1 \\
x_{2}=0 & x_{5}=1 \\
x_{3}=0 & z=\$ 461.30
\end{array}
$$

which satisfies all the constraints and is the optimum solution.

The procedure shown in the previous calculations yields an optimum decision rule for this model. The proof

| $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $x_{3}$ | $\mathrm{x}_{4}$ | $x_{5}$ | $\mathrm{U}_{1}$ | $\mathrm{U}_{2}$ | $\mathrm{U}_{3}$ | $\mathrm{U}_{4}$ | $\mathrm{U}_{5}$ | $\mathrm{U}_{6}$ | $\mathrm{U}_{7}$ | $\mathrm{U}_{8}$ | $\mathrm{U}_{9}$ | b |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 3 |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 2 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| -100 | -50 | $-1.72$ | $-168.20$ | -293.10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| Figure 12. Initial Tableau for Model II <br> (Constraint $x_{1}+x_{4}+x_{5} \leq 2$ IncIuded) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |


| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $U_{9}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | -1 | 0 | 0 | -1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | 0 | 0 | -1 | 0 | 0 | 1 |
| 1 | -1 | 0 | 1 | 0 | 0 | -1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| -1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 1 | 0 | 0 |
| 0 | -1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 68.20 | 143.10 | 0 | 0 | 0 | 0 | 124.90 | 0 | 168.20 | 0 | 0 | 1,72 | 0 | 0 | 463.02 |

Figure 13. Final Tableau for Model III
(Constraint $x_{1}+x_{4}+x_{5} \leq 2$ Included)

| $x_{1}$ | $x_{2}$ | $x_{3}$ | $x_{4}$ | $x_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $U_{9}$ | $U_{10}$ | $b$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 4 |  |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 3 |  |
| 1 | 0 | 0 | 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 2 |  |
| 0 | 0 | 1 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 2 |  |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| 0 | -10 | -168.20 | -293.10 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |  |
| -100 | -50 | -1.72 | 0 | 0 | 0 | 0 | 0 | 1 |  |  |  |  |  |  |  |  |

Figure 14. Initial Tableau for Model III
(Constraint $x_{3}+x_{4}+x_{5} \leq 2$ Included)

| $\mathrm{x}_{1}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{3}$ | $\mathrm{X}_{4}$ | $\mathrm{X}_{5}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $U_{9}$ | $U_{1} 0$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 2 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | -1 | 0 | 1 | 0 | 0 | -1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| -1 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | -1 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | -1 | 0 | 0 | 1 | 0 | 0 | 1 |
| -1 | 1 | 0 | 0 | 0 | 0 | 1 | 0 | -1 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | -1 | 0 | 0 | 0 | 0 | -1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 66.48 | 74.90 | 0 | 0 | 0 | 0 | 0 | 0 | 166.48 | 1.72 | 0 | 0 | 0 | 0 | 0 | 461.30 |

Figure 15. Final Tableau for Model III
(Constraint $x_{3}+x_{4}+x_{5} \leq 2$ Included)
that the solution is optimum lies in the basic capability of a simplex solution. The simplex solution of a linear programming problem provides an optimum solution for a given objective function and set of constraints. The procedure used in this model is to obtain a simplex solution and check the results of this solution to insure that the constraints are not violated. Consequently, an optimum solution is obtained.

## Discussion of Model III

The procedure used to obtain an optimum decision rule for this model employed a technique of integer programming which actually "generates" its own restrictions. In the example used to illustrate the procedure, many of the restrictions, determined after each simplex solution, could have been determined by inspection of Equation (19) and included in the initial simplex solution. This would have resulted in a reduction of the number of simplex solutions required to obtain the optimum solution. This was not done in the example in order to illustrate the procedure. From the standpoint of reducing the number of simplex solutions required to obtain an optimum solution, it is important that as many restrictions, of the types shown in Equations (22) through (26), are included in the initial solution. However, if pertinent restrictions are omitted, they will become evident when checking a solution to determine if it satisfies the constraints as shown in the illustrative example.

Determination of the initial constraints for use in the first simplex solution can be accomplished by inspection for a small number of orders. For the case of a large number of orders, the constraints can be determined by computer search techniques that determine combinations of the volume ratios which impose restrictions.

A weight constraint can also be applied to this model by the same method used for the volume constraint.

The remarks made in the Discussion of Model II concerning mileage considerations are also applicable to this model.

## Model IV: A Predetermined Route

This model is the general case described in Chapter I with the modification that the vehicle must travel a predetermined route. This is the case, for example, of cargo being carried by a passenger bus or train.

The data given in Table VI (abridged data from Table I) is used for illustrative purposes and it is assumed that the prescribed route (Figure 1, page 7) is S-A-B-E-S.

The procedure used in obtaining a decision rule for this model is similar to the procedure used in Model II。 That is, calculate the $\triangle \mathrm{ECs}$ for all orders and use the simplex method to obtain the orders which must be shipped for an optimum solution. The essential difference in this model and Model II is in the $\overline{\mathrm{x}}$ and $\sigma$ values used in the calculation of EC and EC' for each order.

TABLE VI
DATA FOR MODEL IV

| i <br> Order <br> Number | Destination | Pi <br> Penalty <br> \$/Day | Volume <br> Ratio | Available <br> Days to <br> Due Date |
| :---: | :---: | :---: | :---: | :---: |
| 1 | A | 300 | 0.3 | 5 |
| 3 | A | 200 | 0.3 | 6 |
| 5 | A | 600 | 0.1 | 3 |
| 12 | A | 500 | 0.5 | 1 |
| 20 | A | 500 | 0.5 | 8 |
| 7 | B | 200 | 0.1 | 5 |
| 4 | B | 400 | 0.2 | 2 |
| 8 | E | 600 | 0.4 | 4 |
| 11 | E | 400 | 0.1 | 9 |
| 13 | E | 700 | 0.1 | 9 |

The values of $\bar{x}$ and $\sigma$ used in calculation of $E C$ and EC' for each order are based on the following three statistical theorems (26):

1. The expected value of a linear combination of random variables is equal to the linear combination of the expected values.
2. The variance of a linear combination of independent random variables is equal to the sum of the variances.
3. The resulting distribution of a combination of normally distributed variables will be normal.

Mathematically, the first two theorems can be expressed as

$$
\begin{align*}
\bar{x}_{L} & =\sum_{\mathrm{L}} \overline{\mathrm{x}}  \tag{27}\\
\sigma_{\mathrm{L}}^{2} & =\sum_{\mathrm{L}} \sigma^{2} \tag{28}
\end{align*}
$$

where "L" denotes the receiving point for a particular route. Since the route has been established for this model, Equations (27) and (28) are used to calculate the $\overline{\mathrm{x}}$ and $\sigma$ values for all orders going to a particular point. The rew sults of these calculations are summarized in Table VII。

TABLE VII
$\overline{\mathrm{x}}$ AND $\sigma$ VALUES FOR RECEIVING POINTS

| Receiving <br> Point | $\overline{\mathrm{x}}_{\mathrm{L}}$ | $\sigma_{\mathrm{L}}$ |
| :---: | :---: | :---: |
| A | 2.0 | 0.500 |
| B | 3.0 | 0.538 |
| E | 5.0 | 0.735 |

Sample calculations for $\overline{\mathrm{x}}_{\mathrm{B}}$ and $\sigma_{B}$ are shown below:

$$
\begin{gathered}
\bar{x}_{B}=\Sigma \bar{x}=2+1=3 \\
\sigma_{B}^{2}=\Sigma \sigma^{2}=(0.5)^{2}+(0.2)^{2}=0.29 \\
\sigma=\sqrt{0.29}=0.538 .
\end{gathered}
$$

The EC and EC' values, shown in Table VIII, are calculated by the same method shown in Model I.

The optimum decision rule for this model is based on a simplex solution of the data given in Table VIII。 Using Equation (5), the objective function is:

$$
\begin{align*}
z=\sum_{i=1}^{n}\left(\Delta E C_{i}\right) x_{i} & =300 x_{5}+500 x_{12}+6.80 x_{2} \\
& +400 x_{7}+306 x_{16}+0.60 x_{12}+100 x_{13} \tag{29}
\end{align*}
$$

and the constraints, Equations (6) and (7), are:

TABIE VIII
$\triangle E C$ VALUES FOR MODEL IV

| i <br> Order <br> Number | Destination | Volume <br> Ratio | EC | EC |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | A | 0.3 | 0 | $\Delta \mathrm{EC}$ |  |
| 3 | A | 0.3 | 0 | 0 | 0 |
| 5 | A | 0.1 | 13.80 | 313.80 | 300.00 |
| 12 | A | 0.5 | 750.00 | 1250.00 | 500.00 |
| 20 | A | 0.5 | 0 | 0 | 0 |
| 2 | B | 0.1 | 0 | 6.80 | 6.80 |
| 7 | B | 0.2 | 600.00 | 1000.00 | 400.00 |
| 16 | B | 0.4 | 14.40 | 320.40 | 306.00 |
| 4 | E | 0.1 | 0 | 0 | 0 |
| 8 | E | 0.1 | 0 | 0 | 0 |
| 11 | E | 0.5 | 0 | 0.60 | 0.60 |
| 13 | E | 0.6 | 450.00 | 550.00 | 100.00 |

$$
\begin{equation*}
0.1 x_{5}+0.5 x_{12}+0.1 x_{2}+0.2 x_{7}+0.4 x_{16}+0.5 x_{11}+0.6 x_{13} \leq 1 \tag{30}
\end{equation*}
$$

$$
\begin{array}{rll}
\mathrm{x}_{5} & \leq 1 & \mathrm{x}_{16} \leq 1 \\
\mathrm{x}_{12} & \leq 1 & \mathrm{x}_{11} \leq 1 \\
\mathrm{x}_{2} & \leq 1 & \mathrm{x}_{13} \leq 1 \\
\mathrm{x}_{7} & \leq 1 & \tag{31}
\end{array}
$$

The simplex solution to these equations is shown in Figures 16 through 20 and indicate the solution

$$
\begin{aligned}
x_{5} & =1.00 \\
x_{12} & =1.00 \\
x_{7} & =1.00 \\
x_{16} & =0.50 \\
\Sigma \Delta E C & =\$ 1353.00
\end{aligned}
$$

Therefore, the decision to ship all of Orders No. 5, No. 12, No. 7, and only 0.50 of Order No. 16 is an optimum decision. The remaining orders are considered for the next shipment with the penalty and the volume ratio of Order No. 16 reduced by 0.50.

## Discussion of Model IV

The significant difference in this model and the models previously considered was the determination of the $\overline{\mathrm{x}}$ and $\sigma$ values used in the calculation of $\triangle E C$ for each order; otherwise the calculations were the same as Model II。

The condition that shipment of partial orders is not allowed could be imposed on this model. The determination

| $x_{5}$ | $x_{12}$ | $x_{2}$ | $x_{7}$ | $x_{16}$ | $x_{11}$ | $x_{13}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $b$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | .5 | .1 | .2 | 04 | .5 | .6 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 2.00 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 | 1.00 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| -300 | -500 | -6.80 | -400 | -306 | -0.60 | -100 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |  |


| $x_{5}$ | $x_{12}$ | $x_{2}$ | $x_{7}$ | $x_{16}$ | $x_{11}$ | $x_{13}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $b$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .1 | 0 | .1 | .2 | .4 | .5 | .6 | 1 | 0 | -.5 | 0 | 0 | 0 | 0 | 0 | .5 | 2.50 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | . |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1.00 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| -300 | 0 | -6.80 | -400 | -306 | -0.60 | -100 | 0 | 0 | 500 | 0 | 0 | 0 | 0 | 0 | 500 |  |

Figure 17. First Iteration for Model IV

| $x_{5}$ | $x_{12}$ | $x_{2}$ | $x_{7}$ | $x_{16}$ | $x_{11}$ | $x_{13}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $b$ | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .1 | 0 | .1 | 0 | .4 | .5 | .6 | 1 | 0 | -.5 | 0 | -.2 | 0 | 0 | 0 | .3 | 0.75 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 | 1.00 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| -300 | 0 | -6.80 | 0 | -306 | -0.60 | -100 | 0 | 0 | 500 | 0 | 400 | 0 | 0 | 0 | 900 |  |

Figure 18. Second Iteration for Model IV

| $x_{5}$ | $x_{12}$ | $x_{2}$ | $x_{7}$ | $x_{16}$ | $x_{11}$ | $x_{13}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | 0 | $\theta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1.00 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| -.25 | 0 | -.25 | 0 | 0 | -1.25 | -1.50 | -2.5 | 0 | 1.25 | 0 | .5 | 1 | 0 | 0 | .25 | 1.00 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| -223.50 | 0 | 69.70 | 0 | 0 | 381.90 | 359 | 765 | 0 | 117.50 | 0 | 247 | 0 | 0 | 0 | 1129.50 |  |

Figure 19. Third Iteration for Model IV

| $\mathrm{X}_{5}$ | $\mathrm{x}_{12}$ | $\mathrm{x}_{2}$ | $\mathrm{x}_{7}$ | $\mathrm{X}_{16}$ | $\mathrm{x}_{1} 1$ | $\mathrm{X}_{13}$ | $\mathrm{U}_{1}$ | $\mathrm{U}_{2}$ | $\mathrm{U}_{3}$ | $\mathrm{U}_{4}$ | $U_{5}$ | $U_{5}$ | $U_{7}$ | $\mathrm{U}_{8}$ | b |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | . 25 | 0 | 1 | 1.25 | 1.50 | 2.5 | -. 25 | -1.25 | 0 | -. 5 | 0 | 0 | 0 | . 50 |  |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |  |
| 0 | 0 | -. 25 | 0 | 0 | $-1.25$ | -1.50 | $-2.5$ | 0 | 1.25 | 0 | .5 | 1 | 0 | 0 | . 50 |  |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |  |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |  |
| 0 | 0 | 69.70 | 0 | 0 | 381.90 | 359 | 765 | 223.50 | 117.50 | 0 | 247 | 0 | 0 | 0 | 1353 |  |

of a decision rule would be the same as described in Model III.

The remarks made in the Discussion of Model II concerning mileage costs and a weight restriction are also applicable to this model.

Model V: The General Model

The decision rules developed in Models I, II, III, and IV provide a basis for the determination of a decision rule for the general model described in Chapter I.

The facet of this model which makes it more complex than the preceding models is the dependency of the $\bar{x}$ and $\sigma$ values, used in the calculation of $\triangle E C$ for each order, and mileage upon the route taken to reach different receiving points. This dependency of the $\bar{x}$ and $\sigma$ values and the manner in which they were calculated for a particular route was shown in Model IV.

An optimum solution to the general case is obtained by evaluating all possible routes by the same methods shown in Model IV. Since different routes involve different mileage costs, a method must be included in the decision rule to account for mileage costs. The inclusion of mileage costs in the decision rule is accomplished by defining $z_{1}$ as the expected route profit for a particular route which is equal to the sum of the $\triangle E C s$ for the orders that are to be shipped by a particular route minus the mileage cost. The route
profit is defined by Equation (32):

$$
\begin{equation*}
z_{1}=\sum^{k} \Delta E C_{i}-\left(C_{m} M\right) \tag{32}
\end{equation*}
$$

where $C_{m}$ is the cost per mile and $M$ is the shortest round trip mileage that connects the desired receiving points. The route having the largest value of " $z_{1}$ " is the route chosen. Thus, Equation (32) becomes the decision rule for the general model since it determines the route that should be taken, the orders that should be shipped, and the expected route profit.

The decision rule for this model is demonstrated using the simple example shown in Figure 21 and the data given in Table IX. Considering Figure 2I, it can be seen that possible routes are S-A-S, S-E-S, S-A-E-S, and S-E-A-S. The data that applies to these different routes follows.

Route $\mathrm{S}-\mathrm{A}-\mathrm{S}$
Mileage $=1200$


| Order <br> Number | Destination | $E C$ | $E C^{\prime}$ | $\Delta E C$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | $A$ | 0 | 0 | 0 |
| 3 | $A$ | 0 | 0 | 0 |
| 5 | A | 13.80 | 313.80 | 300. |
| 12 | A | 750. | 1250. | 500. |
| 20 | A | 0 | 0 | 0 |

Route S-E-S


Route S-A-E-S

| $\frac{\text { Destination }}{\text { A }}$ | - $\overline{\mathrm{x}}$ | $\frac{\sigma}{0.50}$ |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 2.00 |  |  |  |
| E | 3.00 | 0.56 |  |  |
| Order <br> Number | Destination | EC | EC' | $\triangle \mathrm{EC}$ |
| 1 | A | 0 | 0 | 0 |
| 3 | A | 0 | 0 | 0 |
| 4 | E | 0 | 0 | 0 |
| 5 | A | 13.80 | 313.80 | 300. |
| 8 | E | 0 | 0 | 0 |
| 11 | E | 0 | 0 | 0 |
| 12 | A | 750. | 1250. | 500. |
| 13 | E | 250. | 350. | 100. |
| 20 | A | 0 | 0 | 0 |

Route S-E-A-S

| Mileage $=1250$ |  |  |
| :--- | :---: | :---: |
| Destination | $\bar{x}$ | $\sigma$ |
| A | 2.00 | 0.35 |
| E | 1.00 | 0.25 |


| Order <br> Number | Destination | EC | $\mathrm{EC}{ }^{\prime}$ | $\Delta \mathrm{EC}$ |
| :---: | :---: | :---: | :---: | :---: |
| 1 | A | 0 | 0 | 0 |
| 3 | A | 0 | 0 | 0 |
| 4 | E | 0 | 0 | 0 |
| 5 | A | 1.20 | 301.20 | 300. |
| 8 | E | 0 | 0 | 0 |
| 11 | E | 0 | 0 | 0 |
| 12 | A | 900. | 1500. | 600. |
| 13 | E | 50. | 150. | 100. |
| 20 | A | 0 | 0 | 0 |



Figure 21. Schematic for Model V

TABLE IX
DATA FOR MODEL V

| $i$ <br> Order <br> Number | Destination | $P_{i}$ <br> Penalty <br> $\$ /$ Day | $r_{i}$ <br> Volume <br> Ratio | Available <br> Days to <br> Due Date |
| :---: | :---: | :---: | :---: | :---: |
| 1 | A | 300 | 0.3 | 5 |
| 3 | A | 200 | 0.3 | 6 |
| 4 | E | 400 | 0.1 | 9 |
| 5 | A | 600 | 0.1 | 3 |
| 8 | E | 700 | 0.1 | 9 |
| 11 | E | 200 | 0.5 | 8 |
| 12 | A | 500 | 0.5 | 1 |
| 13 | E | 100 | 0.6 | 1 |
| 20 | A | 500 | 0.5 | 8 |

Although it is possible to determine the optimum combination of orders to ship by inspection of the preceding equations, a simplex solution for each route is done in order to illustrate the procedure that is followed in a complex problem. The simplex solutions for the four possible routes are shown in Figures 22 through 29 and indicate the following solutions:

Route $S-A-S$

$$
\begin{aligned}
\mathrm{x}_{5} & =1 \\
\mathrm{x}_{12} & =1 \\
\mathrm{z} & =800
\end{aligned}
$$

Route $S-E-S$
$\mathrm{x}_{13}=1$
$z=100$

| $x_{5}$ | $x_{12}$ | $U_{1}$ | $U_{4}$ | $U_{5}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | .5 | 1 | 0 | 0 | 1 |
| 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 |
| -300 | -500 | 0 | 0 | 0 | 0 |
| Figure 22. | Initial <br> Route | Tableau <br> S-A-S |  |  |  |


| $\mathrm{X}_{5}$ | $\mathrm{X}_{12}$ | $\mathrm{U}_{1}$ | $\mathrm{U}_{4}$ | $\mathrm{U}_{5}$ | b |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | -. 1 | -. 5 | . 4 |
| 1 | 0 | 0 | 1 | 0 | 1 |
| 0 | 1 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 300 | 500 | 800 |
| Figure 23. Final Tableau for Route S-A-S |  |  |  |  |  |


| $x_{13}$ | $U_{1}$ | $U_{4}$ | $b$ |
| :---: | :---: | :---: | :---: |
| .6 | 1 | 0 | 1 |
| 1 | 0 | 1 | 1 |
| -100 | 0 | 0 | 0 |

Figure 24. Initial Tableau for Route $S-E-S$

| $x_{13}$ | $U_{1}$ | $U_{4}$ | $b$ |
| :---: | :---: | :---: | :---: |
| 0 | 1 | -.6 | .4 |
| 1 | 0 | 1 | 1 |
| 0 | 0 | 100 | 100 |

Figure 25. Final Tableau for Route
$S=E-S$

| $x_{5}$ | $x_{12}$ | $x_{13}$ | $U_{1}$ | $U_{5}$ | $U_{8}$ | $U_{9}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | .5 | .6 | 1 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 | 1 |
| -300 | -500 | -100 | 0 | 0 | 0 | 0 | 0 |

Figure 26. Initial Tableau for Route S-A-E-S

| $x_{5}$ | $x_{12}$ | $x_{13}$ | $U_{1}$ | $U_{5}$ | $U_{8}$ | $U_{9}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | $\frac{10}{6}$ | $-\frac{1}{6}$ | $-\frac{5}{6}$ | 0 | $\frac{4}{6}$ |
| 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | $-\frac{10}{6}$ | $\frac{1}{6}$ | $\frac{5}{6}$ | 1 | $\frac{2}{6}$ |
| 0 | 0 | 0 | $\frac{1000}{6}$ | $\frac{1700}{6}$ | $\frac{2500}{6}$ | 0 | $\frac{5200}{6}$ |

Figure 27. Final Tableau for Route S-A-E-S

| $x_{5}$ | $x_{12}$ | $x_{13}$ | $U_{1}$ | $U_{5}$ | $U_{7}$ | $U_{8}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .1 | .5 | .6 | 1 | 0 | 0 | 0 | $I$ |
| 1 | 0 | 0 | 0 | 1 | 0 | 0 | $I$ |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 | $I$ |
| 0 | 0 | 1 | 0 | 0 | 0 | 1 | $I$ |
| -300 | -600 | -100 | 0 | 0 | 0 | 0 | 0 |

Figure 28. Initial Tableau for Route S-E-A-S

| $x_{5}$ | $x_{12}$ | $x_{13}$ | $U_{1}$ | $U_{5}$ | $U_{7}$ | $U_{8}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | $\frac{10}{6}$ | $-\frac{1}{6}$ | $-\frac{5}{6}$ | 0 | $\frac{4}{6}$ |
| 1 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | $-\frac{10}{6}$ | $\frac{1}{6}$ | $\frac{2}{6}$ | 1 | $\frac{2}{6}$ |
| 0 | 0 | 0 | $\frac{1000}{6}$ | $\frac{1700}{6}$ | $\frac{3100}{6}$ | 0 | $\frac{5800}{6}$ |

Figure 29. Final Tableau for Route S $-E-A-S$

Route $S-A-E-S$

$$
\begin{aligned}
x_{5} & =1 \\
x_{12} & =1 \\
x_{13} & =4 / 6 \\
z & =\frac{5200}{6}
\end{aligned}
$$

Route $S-E-A-S$

$$
\begin{aligned}
x_{5} & =1 \\
x_{1_{2}} & =1 \\
x_{13} & =4 / 6 \\
z & =\frac{5800}{6}
\end{aligned}
$$

Assuming a value $(0.2)$ for $C_{m}$ the route profit for each route is:

## Route $S-A-S$

$$
z_{1}=800-(0.2)(1200)=\$ 560.00
$$

Route $\mathrm{S}-\mathrm{E}-\mathrm{S}$

$$
z_{1}=100-(0.2)(700)=-\$ 40.00
$$

Route $S-A-E-S$

$$
z_{1}=\frac{5200}{6}-(0.2)(1250)=\frac{3700}{6}=\$ 616.67
$$

Route $S-E-A-S$

$$
z_{1}=\frac{5800}{6}-(0.2)(1250)=\frac{4300}{6}=\$ 716.67 .
$$

The results of the preceding calculations indicate that the optimum route is $S-E-A-S$, all of Orders No. 5 and No. 12 require shipment $4 / 6$ of Order No。 13 requires shipment, and the expected route profit is $\$ 716.67$. Discussion of Model V

A decision rule has been obtained for the general case. which provides an optimum solution. The inclusion of different mileage costs, due to the different routes that might be taken, has been accomplished by defining a route
profit (Equation (32)) which must be evaluated for all possible routes.

In this model, as in previous models, the added condition of not allowing partial shipment of orders could have been included. In addition, a weight restriction could have been included, if required.

Although the solution to this model involves considerable computations, it is particularly applicable for the condition of a fixed number of receiving points at fixed locations. In this case, all possible routes to the receiving points must be determined only once and, consequently, the amount of calculations is reduced. The $\overline{\mathrm{x}}$ and $\sigma$ values for the different receiving points can be established for each route. The $\overline{\mathrm{x}}$ and $\sigma$ values can be adjusted, if desired, to reflect changes in traveling conditions (new roads, road repairs, weather, etc.).

In addition, the condition can be established to travel only predetermined routes to different combinations of receiving points. For example, it could be decided to travel only routes (Figure l, page 7) S-E-A-S; S $\mathrm{S}-\mathrm{E}-\mathrm{D}-\mathrm{B}-\mathrm{A}-\mathrm{S}$, and $\mathrm{S}-\mathrm{E}-\mathrm{D}-\mathrm{C}-\mathrm{B}-\mathrm{A}-\mathrm{S}$ alternately or assign one vehicle to each route. This condition decreases the number of calculations by reducing the number of routes that require evaluation.

In the case of changing locations and number of receiving points, all possible routes must be determined each time a solution is desired requiring considerably more
calculations．Because of this disadvantage，an approximate solution for Model $V$ is presented in Model $V$－A which de－ creases the number of calculations and provides a good decision rule．

Model V－A：An Approximation for the General Model

An approximate decision rule for the general case is presented in the following steps and uses Figure l（page 7） and the data given in Table $X$（selected data from Table I， page 6）for illustrative purposes．

Step 1：Determine the shortest route to each receiving point．

Step 2：Calculate the $\bar{x}$ and $\sigma$ values for the different receiving points based on the shortest route to the particular re－ ceiving point．If the mileage is the same for two or more routes，use the route that has the smallest $\Sigma \overline{\mathrm{X}}$ 。 If the mileage and $\Sigma \overline{\mathrm{x}}$ values are the same，use the route that has the smallest $\Sigma \sigma^{2}$ 。 If all three are the same，make an arbitrary choice。

The results of Steps No． 1 and No． 2 are shown in Table XI．

Step 3：Calculate the $\triangle E C$ value for each order

TABLE X
DATA FOR MODEL V-A

| $i$ <br> Order <br> Number | Destination | $P_{i}$ <br> Penalty <br> \$/Day | $r_{i}$ <br> Volume <br> Ratio | Available <br> Days to <br> Due Date |
| :---: | :---: | :---: | :---: | :---: |
| 5 | A | 600 | 0.1 | 3 |
| 6 | D | 400 | 0.1 | 1 |
| 7 | B | 400 | 0.2 | 1 |
| 12 | A | 500 | 0.5 | 2 |
| 13 | E | 100 | 0.6 | 1 |
| 15 | C | 900 | 0.2 | 1 |
| 16 | B | 600 | 0.4 | 3 |

TABLE XI
SUMMARY OF STEPS NO. 1 AND NO. 2 FOR MODEL $V-A$

| Destination | Shortest. Route to Destination | ```要 for Shortest Route``` | ```\sigma for Shortest Route``` | Shortest <br> Round Trip Route | Shortest <br> Round Trip Mileage |
| :---: | :---: | :---: | :---: | :---: | :---: |
| A | S-A | 2.00 | 0.500 | $S-A \ldots S$ | 1200 |
| B | $S \sim A-B$ | 3.00 | 0.538 | $\begin{gathered} S-A-B \infty \\ A-S \end{gathered}$ | 1800 |
| C | $S-A-B-C$ | 4.00 | 0.594 | $\begin{gathered} S-A-B-C- \\ B-A-S \end{gathered}$ | 2600 |
| D | $S-E-D$ | 3.00 | 0.790 | S-E-D-ES | 2100 |
| E | S-E | 1.00 | 0.250 | $S-E-S$ | 700 |

using the $\bar{x}$ and $\sigma$ values determined in Step $\mathbb{N o . 2 . ~ T h e s e ~ r e s u l t s ~ a r e ~ g i v e n ~ i n ~}$ Table XII.

Step 4: Establish the objective function and constraints for a simplex solution. The objective equation (Equation (5)) is:

$$
\begin{aligned}
z= & 300 x_{5}+400 x_{6}+400 x_{7}+500 x_{12}+ \\
& 100 x_{13}+900 x_{15}+306 x_{16}
\end{aligned}
$$

and the constraint equations (Equations (6) and (7)) are:

$$
\begin{aligned}
& 0.1 x_{5}+0.1 x_{5}+0.2 x_{7}+0.5 x_{12}+0.6 x_{13}+ \\
& 0.2 x_{15}+0.4 x_{16} \leq 1.00 \\
& x_{5} \leq 1.00 x_{13} \leq 1.00 \\
& x_{6} \leq 1.00 x_{15} \leq 1.00 \\
& x_{97} \leq 1.00 x_{16} \leq 1.00 \\
& x_{12} \leq 1.00
\end{aligned}
$$

Step 5: Obtain a simplex solution to the equations determined in Step No. 4. The results of the simplex solution indicate the orders to be shipped and, consequently, the receiving points to be serviced. The route to service these receiving points is the shortest possible and the return route to the shipping point is the shortest possible. The initial and final tableaus for

TABLE XII
$\triangle E C$ VALUES FOR MODEL $V \backsim A$

| $i$ <br> Order <br> Number | Destination | Volume <br> Ratio | EC | EC' | $\Delta E C$ |
| :---: | :---: | ---: | ---: | ---: | ---: |
| 5 | A | 0.1 | 13.80 | 313.80 | 300 |
| 6 | D | 0.1 | 1000.00 | 1400.00 | 400 |
| 7 | B | 0.2 | 600.00 | 1000.00 | 400 |
| 12 | A | 0.5 | 750.00 | 1250.00 | 500 |
| 13 | E | 0.6 | 50.00 | 150.00 | 100 |
| 15 | C | 0.2 | 1350.00 | 2250.00 | 900 |
| 16 | B | 0.4 | 14.40 | 320.40 | 306 |

the simplex solution are shown in Figures 30 and 31 and give the following solution:

$$
\begin{array}{rlrl}
x_{5} & =1 & x_{15} & =1 \\
x_{6} & =1 & x_{12} & =0.8 \\
x_{7} & =1 & z & =\$ 2400.00
\end{array}
$$

This solution implies that all receiving points must be serviced in order to deliver these orders. The shortest round trip route that serves all rem ceiving points is $\mathrm{S}-\mathrm{A}-\mathrm{B}-\mathrm{C}-\mathrm{D}-\mathrm{E}-\mathrm{S}$, which has a mileage of 2750 .

Step 6: Eliminate orders designated for the farthest receiving point determined in Step No. 5 and repeat Steps No. 4 and No. 5. In this example, receiving point "C" is the farthest. Therefore, Order No. 15 is eliminated and the objective function is

$$
\begin{aligned}
z= & 300 x_{5}+400 x_{6}+400 x_{7}+500 x_{12}+ \\
& 100 x_{13}+306 x_{16}
\end{aligned}
$$

The constraints are

$$
\begin{gathered}
0.1 x_{5}+0.1 x_{6}+0.2 x_{7}+0.5 x_{12}+ \\
0.6 x_{13}+0.4 x_{16} \leq 1.00
\end{gathered}
$$

| $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{12}$ | $x_{13}$ | $x_{15}$ | $x_{16}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| .1 | .1 | .2 | .5 | .6 | .2 | .4 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| -300 | -400 | -400 | -500 | -100 | -900 | -306 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Figure 30. Initial Tableau for Model V-A
(All Destinations Considered)

| $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{12}$ | $x_{13}$ | $x_{15}$ | $x_{16}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $U_{8}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | -1.2 | 0 | -.8 | -2 | .2 | 0 | .4 | 1 | 0 | .4 | 0 | .2 |
| 0 | 0 | 0 | 1 | 1.2 | 0 | .8 | 2 | -.2 | 0 | -.4 | 0 | 0 | -.4 | 0 | .8 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 0 | 500 | 0 | 94 | lo00 200 | 0 | 200 | 0 | 0 | 700 | 0 | 2400 |  |

$$
\begin{array}{ll}
x_{5} \leq 1.00 & x_{12} \leq 1.00 \\
x_{6} \leq 1.00 & x_{13} \leq 1.00 \\
x_{7} \leq 1.00 & x_{16} \leq 1.00
\end{array}
$$

The initial and final tableaus for a simplex solution of these equations are shown in Figures 32 and 33, respectively. The final tableau gives the following solution:

$$
\begin{array}{rlrl}
x_{5} & =1 & x_{12} & =1 \\
x_{6} & =1 & x_{13} & =1 / 6 \\
x_{7} & =1 & z & =\$ 1616.67
\end{array}
$$

and indicates that receiving points $A, B$, D, and E must be serviced. The shortest route that connects these receiving points is S-A-B-D-E-S and has a mileage of 2200 . The route used should correspond, as much as possible, to the route used in Step No. 5.

In the case that two or more receiving points have the same mileage and are the farthest points, arbitrarily eliminate one receiving point and the orders going to it. Set up the appropriate objective function, constraints, and simplex the resulting equations. Repeat this procedure for each of the receiving points having the same

| $X_{5}$ | $x_{6}$ | $x_{7}$ | $x_{12}$ | $x_{13}$ | $x_{16}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 01 | 0 | .5 | .6 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| -300 | -400 | -400 | -500 | -100 | -306 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |

Figure 32. Initial Tableau for Model V-A
(Destination "C" Omitted)

| $x_{5}$ | $x_{6}$ | $x_{7}$ | $x_{12}$ | $x_{13}$ | $x_{16}$ | $U_{1}$ | $U_{2}$ | $U_{3}$ | $U_{4}$ | $U_{5}$ | $U_{6}$ | $U_{7}$ | $b$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 0 | 0 | 1 | $\frac{4}{6}$ | $\frac{10}{6}$ | $-\frac{1}{6}$ | $-\frac{1}{6}$ | $-\frac{2}{6}$ | $-\frac{5}{6}$ | 0 | 0 | $\frac{1}{6}$ |
| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 1 |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 1 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 1 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | $-\frac{4}{6}$ | $-\frac{10}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{2}{6}$ | $\frac{5}{6}$ | 1 | 0 | 1 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 1 |
| 0 | 0 | 0 | 0 | 0 | $\frac{400}{6}$ | $\frac{1000}{6}$ | $\frac{500}{6}$ | $\frac{2300}{6}$ | $\frac{2200}{6}$ | $\frac{2500}{6}$ | 0 | 0 | $\frac{9700}{6}$ |

Figure 33. Final Tableau for Model V-A
(Destination "C" Omitted)
mileage. Use the larger value of z for Step No. 7.

Step 7: Determine the route profits, (Equation (32)), and the maximum error term (Equation (39)), using the solutions obtained in Steps No. 5 and No. 6. These calculations are shown below where a value of $\$ 0.20$ per mile is assumed for $C_{m}$.

$$
\begin{aligned}
z_{1}= & \Sigma(\Delta E C)-C_{m} M \\
& 2400-0.2(2750)=\$ 1850.00 \\
e_{m}= & \Sigma t P_{i}-\Sigma(\Delta E C) \\
= & (1)[600+400+400+900]+(.8)(500) \\
& \quad-2400=\$ 300.00 \\
z_{1}= & \$ 1616.67-0.2(2200)=\$ 1167.67 \\
e_{m}= & 600+400+400+500+\frac{100}{6}-1667.67 \\
= & \$ 300.00 .
\end{aligned}
$$

Both maximum error terms are the same and both result from the same order (Order No. 5). Consideration of the routes to be taken show that the first receiving point that is reached is "A" and the $\triangle E C$ for Order No. 5 is the actual $\triangle E C$. Therefore, the maximum error term can be disregarded. The interpretation of the error term is discussed in the next section. Since $z_{1}$ for Step No. 5 is the larger, the best route and choice of orders to be shipped have been obtained. If, after consideration of the maximum error
term, $z_{1}$ for Step No. 5 is less than for Step No. 6, a better approximate solution exists. Therefore, repeat Steps No. 6 and No. 7 until the solution obtained in Step No. 7 is less than the preceding solution. In this numerical example, $z_{1}$ for Step No. 6 is greater than $z_{1}$ for Step No. 7. Therefore, this is the best approximate solution and the decision would be made to ship all of Orders No. 5, No. 6, No. 7, No. 15, and 0.8 of Order No. 12 by route S-A-B-C-D-E-S. For illustrative purposes, consider the case that $z_{1}$ for Step No. 6 was greater than $z_{1}$ for Step No. 5. In this case, orders designated for receiving point "D" would be eliminated and Step No. 6 would be repeated. A comparison would then be made between $z_{1}$ for receiving points $A, B, D, E$ and $z_{1}$ for receiving points $A, B, E$.

## Derivation and Interpretation of Error Term

 in Model V-AIt is the purpose of this section to show that the decision rules established for Model V-A provide a conservative approach and a good solution to the general model. This purpose is accomplished by the derivation of the error term given in Step No. 7 and by providing guide lines for the interpretation of the error term.

The $\triangle E C$ values are obtained using minimum $\bar{x}$ and $\sigma$ values which are based on the shortest route to their respective receiving stations. The $\triangle E C s$, calculated in this
manner, are minimum values. Any deviations from the shortest route increase the $\overline{\mathrm{x}}$ and $\sigma$ values and the $\triangle E C$ values, correspondingly, increase. Since the choice of routes, to be compared (Step No. 7) are based on the results of the simplex solution of these minimum $\triangle \mathrm{EC}$ values, a conservative approach is taken in the choice of routes that are to be compared. It is for these reasons that the rule regarding the use of minimum $\bar{x}$ and $\sigma$ values for the $\triangle E C$ values has been established in Step No. 2.

If the route to different receiving points changes from the route used in determining the $\bar{x}$ and $\sigma$ values, the $\triangle E C$ values will increase. Consequently, the route profits used in comparing two routes is less than the actual route profit. The route profit used in comparing two routes is:

$$
\begin{equation*}
z_{1}=\Sigma(\Delta E C)-C_{m} M_{0} \tag{33}
\end{equation*}
$$

The actual route, $z_{a}$, profit is given by the equation:

$$
\begin{equation*}
z_{a}=\Sigma(\Delta E C)_{a}-C_{m} M_{a} \tag{34}
\end{equation*}
$$

where the $\triangle E C$ values in the $\Sigma(\triangle E C)$ a term are based on the actual $\overline{\mathrm{x}}$ and $\sigma$ values for the route taken.

The error, e, is the difference between Equations (33) and (34).

$$
\begin{equation*}
e=z_{a}-z_{1}=\Sigma(\Delta E C)_{a}-C_{m} M_{a}-\Sigma(\Delta E C)+C_{m} M_{0} \tag{35}
\end{equation*}
$$

The actual mileage and the mileage used in Equation
(35) are the same. Consequently, Equation (35) reduces to:

$$
\begin{equation*}
e=\Sigma(\Delta E C)_{a}-\Sigma(\Delta E C) . \tag{36}
\end{equation*}
$$

Since the smallest values for $\overline{\mathrm{x}}$ and $\sigma$ have to be used in calculating $\Sigma(\triangle E C)$, Equation (36) cannot be less than zero. As the value for $\overline{\mathrm{x}}$ increases, for a particular order, the actual $\triangle E C$ value will approach a limit. Mathematically, this limit can be expressed as:

$$
\begin{equation*}
\lim _{x \rightarrow \infty}(\Delta E C)_{a i}=t P_{i}, \tag{37}
\end{equation*}
$$

or extending this result further

$$
\begin{equation*}
\lim _{\bar{x} \rightarrow \infty} \Sigma(\Delta E C)_{a i}=\Sigma t P_{i} . \tag{38}
\end{equation*}
$$

Substituting Equation (28) into Equation (27), the maximum error, $e_{m}$, will be

$$
\begin{equation*}
e_{m}=\Sigma t P_{i}-\Sigma(\Delta E C) \tag{39}
\end{equation*}
$$

for a particular route. Therefore, the route error is in the range of

$$
\begin{equation*}
0 \leq e \leq e_{\mathrm{m}} \tag{40}
\end{equation*}
$$

Equations (39) and (40) can be used in the comparison of two routes to insure that the best choice is made. Once two routes have been decided, it is possible to calculate the actual route profits and compare the results. These
results indicate the correct (greatest $z_{a}$ ) route choice. However, it is possible, in many cases, to eliminate the need to evaluate the actual route profits. This is possible, employing the following considerations:

1. Determine the maximum error for the route having the smallest route profit ( $\mathrm{z}_{1}$ ). Add this to the route profit. If this result is still less than the other route profit, without its maximum error, the route with the greatest $z_{1}$, is the best choice.
2. In comparing the effect of an increase in $\bar{x}$ and $\sigma$, it should be remembered that if $-3.5 \leq K \leq 3.5$, then $(\triangle E C)_{i}=t P_{i}$. In addition, some of the $\triangle E C$ values will be correct values. This is determined by considering the route taken to the receiving point for a particular order. If the route taken is the same as the shortest, then the $\triangle \mathrm{EC}$ value is correct. These two facts can be used to determine the bounds of the actual error.
3. If the difference between $\Sigma P_{i}$ and $\Sigma \Delta E C$ results from the same orders and there is no change in the route to the receiving points for these orders, it is possible to neglect the maximum error term. The choice of route would then be based on the greater route profit. This is

> the reason for duplicating routes, as near as possible, mentioned in Step No. 6 .

## Discussion of Model V-A

The major objectives in considering this model were to obtain a decision rule that would closely approximate the optimum and decrease the number of calculations necessary to arrive at the decision rule. These two objectives have been accomplished by the procedure outlined in this model. The closeness of the approximation has been obtained by consideration of an error term. The number of calculations has been reduced, since all possible routes do not have to be evaluated. These objectives have been attained without added conditions or restrictions to the generality of the model. Since no added condition has been made in this model, the remarks made in the Discussion of Model $V$ concerning weight restriction and shipment of partial orders are also applicable to this model.

## CHAPTER III

## SUMMARY OF MODELS

In Chapter II, decision rules have been established for five models. Each model was described by different conditions and, in addition, certain assumptions were made. These conditions, assumptions, and the decision rules are emphasized in the following summary of each model.

Model I: One Destination and One Order Per Vehicle
Conditions:
l. The time required to travel between any two points in the system is distributed according to some known probability distribution。
2. The vehicle, used in transporting orders, is limited to one order per trip.
3. The penalty for an order being late is assessed on a dollars per day basis.
4. There is only one receiving point and one shipping point.

Assumptions:

1. The time required to travel between any two points in the system is distributed normally and the mean and standard deviation are known.
2. Mileage costs are the same for each order.

Solution and Decision Rules:

1. Determine the $\triangle E C$ for each order using Equations (1) and (2).
2. Sequence the orders to be shipped on the basis of the greatest $\triangle \mathrm{EC}$ first.

Model II: One Destination and Several Orders Per Vehicle

## Conditions:

1. The time required to travel between any two points in the system is distributed according to some known probability distribution.
2. The vehicle, used in transporting orders, is able to carry more than one order.
3. The penalty for an order being late is assessed on a dollars per day basis and varies directly with the proportion of the order not shipped.
4. There is only one receiving point and one shipping point.

Assumptions:

1. The time to travel between any two points in the system is distributed normally and the mean and standard deviation are known.
2. The volume ratio defined by Equation (4) is less than one for all orders and varies directly with the proportion of the order shipped.
3. Mileage costs are the same for each order.

Solution and Decision Rules:

1. Determine the $\triangle E C$ and $r_{i}$ for each order using Equations (1). (2), and (4).
2. Set up the objective functions and constraints defined by Equations (5), (6), and (7) and solve these equations by the simplex method.
3. Sequence the orders and proportions of orders to be shipped on the basis of the simplex solution.

Model III: Shipment of Partial Orders Not Allowed

## Conditions:

1. The time required to travel between any two points in the system is distributed according to some known probability distribution.
2. The vehicle, used in transporting orders, is able to carry more than one order.
3. The penalty for being late is asm sessed on a dollars per day basis.
4. There is only one receiving point and one shipping point.
5. Shipment of partial orders is not allowed.

Assumptions:

1. The time to travel between any two points in the syster is distributed normally and the mean and standard deviation are known,
2. The volume ratio defined by Equation (4) is less than one for all orders and varies directly with the proportion of the order shipped.
3. Mileage costs are the same for each order.

## Solution and Decision Rules:

1. Determine the $\triangle E C$ and $r_{i}$ for each order using Equations (1), (2), and (4).
2. Set up the objective function and constraints defined by Equations (15), (16), and (17) and express the constraint equations in terms of integer values as shown by Equations (22) through (26).
3. Obtain a simplex solution and check the solution to determine if it satisfies the constraints.
4. The results of the simplex solution provide the decision rule.

## Model IV: A Predetermined Route

## Conditions:

1. The time required to travel between any two points in the system is distributed according to some known probability distribution.
2. The vehicle, used in transporting orders, is able to carry more than one order.
3. The penalty for an order being late is assessed on a dollars per day
basis and varies directly with the proportion of the order not shipped.
4. There is only one shipping point, but several receiving points.
5. The vehicle must travel a predetermined route.

Assumptions:

1. The time to travel between any two points in the system is distributed normally and the mean and standard deviations are known.
2. The volume ratio defined by Equation (4) is less than one for all orders and varies directly with the proportion of the orders shipped.
3. Mileage costs are the same for each order.
4. The time required to travel between receiving points is independent of the time to travel between other rem ceiving points.
5. The time lost at a receiving point due to unloading orders is essentially zero.

Solution and Decision Rules:

1. Calculate the $\overrightarrow{\mathrm{x}}$ and $\sigma$ values for
each receiving point on the route to be traveled using Equations (27) and (28).
2. Determine the $\Delta E C$ and $r_{i}$ for each order using Equations (1), (2), and (4) 。
3. Set up the objective functions and constraints defined by Equations (5), (6), and (7) and simplex these equations.
4. Sequence the orders and proportion of orders to be shipped on the basis of the simplex solution.

## Model V: The General Case

Conditions:

1. The time required to travel between any two points in the system is distributed according to some known probe ability distribution.
2. The vehicle, used in transporting orders, is able to carry more than one order.
3. The penalty for an order being late is assessed on a dollars per day basis and varies directly with the proportion of the order not shipped.
4. There is only one shipping point, but several receiving points.

## Assumptions:

1. The time required to travel between any two points in the system is distributed normally and the mean and standard deviation are known. 2. The volume ratio defined by Equation (4) is less than one for all orders and varies directly with the proportion of the order shipped.
2. The time required to travel between receiving points is independent of the time to travel between other receiving points.
3. The time lost at a receiving point due to unloading orders is essentially zero.

Solution and Decision Rules:

1. Determine all possible routes to all possible combinations of receiving points and calculate the following items for each route:
a. The $\bar{x}$ and $\sigma$ values for each receiving point on the route using Equations (27) and (28).

## b. The $\triangle E C$ and $r_{i}$ values for

 each order using Equations (1), (2), and (4).3. Establish, for each route, an objective function and constraints using Equations (5), (6), and (7).
4. Obtain a simplex solution for each route.
5. Calculate the route profit for each route using Equation (32)。
6. The route with the greatest route profit is chosen and the results of its simplex solution indicate the orders that should be shipped.

Model V-A: An Approximation for the General Case
The conditions and assumptions for this model are the same as those summarized in Model $V$. For this reason, they will not be repeated. In addition, it is felt that repeating the decision rules for this model is not warranted since they are prem sented in outline form in Chapter II.

## CHAPTER IV

## CONCLUSIONS

This chapter is divided into two sections. The first section consists of general remarks and conclusions about the models considered in Chapter II and the decision rules established for each. Specific conclusions and remarks are made in the discussions presented at the end of each model. Summaries of the conditions, assumptions, solutions, and decision rules are presented in Chapter III. The second section proposes possible, future investigations for the specific models considered in this dissertation and in the general area of sequencing-delivery models.

## General Remarks and Conclusions

In this dissertation, two simple, but powerful, concepts are combined to provide optimum decision rules for the probabilistic sequencing-delivery models considered. Specifically, the two concepts employed are a comparison of expected cost of making a decision and the expected cost of delaying the decision for a specified period of time. This concept coupled with the simplex method for solving linear programming problems provides optimum decision rules.

Two desirable requirements of a model are that the model be practical and that the solution of the model be easily implemented. It is believed that these requirements have been met since the restrictions and conditions of the model are not considered to be so stringent as to make the models impractical for industrial applications; and, in addition, the decision rules can be readily understood and easily implemented. Although the calculations to arrive at a decision are not difficult, in some models they are laborious. Consequently, the use of a computer to perform the calculations for a large system is desirable.

Another requirement of a model is that the model and its solution be defined in such a way as to facilitate adjustments due to change and control of the model. It is believed that these requirements are met since the variables which define the models and the model parameters are established in such a way as to allow generality.

## Proposals for Future Investigations

Investigations into the following two models would be interesting and worthwhile:
l. A model similar to the general model, considered in this dissertation, with the added condition that each point in the system may be a receiving point and/or a shipping point.
2. A model where the possibility exists of a vehicle waiting at a receiving station to be unloaded. This waiting time could be assumed to be distributed according to some probability distribution (i.e., Poisson Distribution).

As pointed out in the Introduction, relatively little progress has been made in the mathematical analysis of the sequencing problem. It is possible that applications of the concepts presented in this dissertation might result in the solution of, as yet, unsolved sequencing and delivery problems. It is recommended that this possibility be investigated.
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